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Abstract

There is growing interest in integrating high-fidelity visual synthesis capabilities
into large language models (LLMs) without compromising their strong reasoning
capabilities. Existing methods that directly train LLMs or bridge LLMs and
diffusion models usually suffer from costly training since the backbone LLMs have
not seen image representations during pretraining. We present BIFROST-1, a unified
framework that bridges pretrained multimodal LLMs (MLLMs) and diffusion
models using patch-level CLIP image embeddings as latent variables, which are
natively aligned with the MLLM’s CLIP visual encoder. These patch-level image
embeddings are integrated into the diffusion model with a lightweight adaptation
of its ControlNet. To retain the original multimodal reasoning capabilities of
MLLMs, we equip the MLLM with a visual generation branch initialized from the
original MLLM parameters when predicting the patch-level image embeddings. By
seamlessly integrating pretrained MLLMs and diffusion models with patch-level
CLIP latents, our framework enables high-fidelity controllable image generation
with significant training efficiency. Our experiments demonstrate that BIFROST- 1
achieves comparable or better performance than previous methods in terms of visual
fidelity and multimodal understanding, with substantially lower compute during
training. We also provide comprehensive ablation studies showing the effectiveness
of our design choices. Project page: https://bifrost-1.github.io.

1 Introduction

Humans can naturally process and generate multimodal information such as language, vision, and
sound. This ability stems from our integrated cognitive system capable of reasoning, organization, and
expression. Inspired by this, building a unified Al system that supports both multimodal understanding
and generation has become an active area of research [48, 10, 80, 62, 73, 68]. On the one hand, large
language models (LLMs) have achieved impressive results across diverse tasks, including natural
language understanding [17, 40, 6, 54], mathematical reasoning [33, 58], and code generation [9, 46],
demonstrating strong planning and reasoning abilities [49, 26]. On the other hand, recent advances
in image and video generation models have enabled high-fidelity visual synthesis [50, 74, 1.
Therefore, effectively and efficiently integrating visual generation capabilities into LLMs, whlle
preserving their reasoning capabilities, has become an active research direction in the pursuit of
unified Al systems that bridges language understanding and visual synthesis.

Existing LLM-based image generation methods fall into two main paradigms. First, single-
architecture approaches (see Fig. 1 (a)) employ an LLM/MLLM that takes concatenated image
and text tokens as inputs. The model is then finetuned, either by updating all LLM parame-
ters [12, 67, 42, 41, 62, , 68] or via an auxiliary visual generatlon branch [44, 37, 59], to
generate images dlrectly Whlle this offers unified reasoning and native image synthesis, it typically
incurs very expensive computational costs to achieve high-fidelity results. Moreover, without careful
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Figure 1: Comparison of different approaches in using LLM for image generation. (a) Single
architecture handling both text and image tokens into the LLM/MLLM. (b) Bridging LLM and
Diffusion model with a 1D sequence (image tokens or text tokens). (c) BIFROST-1 (ours), which
bridges MLLM with diffusion models with 2D image tokens aligned with MLLM embeddings.

balancing of training data and objectives, such finetuning can risk degrading the LLM’s original
language reasoning capabilities [7 1], thereby undermining a primary goal of the integration.

Second, bridging-based approaches (see Fig. 1 (b)) use both pretrained diffusion models as well as
LLMs, teaching an LLLM to guide a diffusion model in generating the final image. The guidance
takes the form of detailed text descriptions (e.g., object layouts, extended prompts) generated by
the LLM [13, 20, 14], or continuous query tokens also produced by the LLM [31, 23, 63, 51, 1].
Although generally more training-efficient than single-architecture methods, these approaches have
their own limitations. Text-based representations can be too sparse to capture fine-grained details of
complex scenes, while learning to generate effective 1D continuous query tokens often requires a large
connector and end-to-end training, and may not sufficiently convey detailed 2D spatial information.

To address these limitations, we introduce BIFROST-1 (Sec. 3). As illustrated in Fig. 1(c), BIFROST-1
uniquely bridges a pretrained multimodal LLM (MLLM) [5] and a diffusion model [32]. Our core
innovation lies in using 2D patch-level CLIP [53] latents as the communicative medium. These latents
are image embeddings that are natively aligned with the MLLM’s own CLIP visual encoder, enabling
the MLLM to generate rich and precise spatial guidance for image synthesis. These patch-level
latents are integrated into the diffusion model via a lightweight adaptation of its ControlNet [78].
To retain the original multimodal reasoning capabilities of MLLMs, we equip the MLLMs with
a visual generation branch initialized from the original MLLM parameters when predicting the
patch-level image embeddings. By seamlessly integrating pretrained MLLMs and diffusion models
with patch-level CLIP latents, our framework enables high-fidelity controllable image generation
with substantial training efficiency. In addition, by fully retaining the original parameters of the
MLLM backbone, BIFROST-1 does not suffer from performance degradation of multimodal reasoning
capabilities observed in some previous works.

We empirically demonstrate the effectiveness of BIFROST-1 through a series of experiments. First,
in Sec. 5.1, we compare different architectures for bridging LLMs and diffusion models, showing
that patch-level CLIP latents train more efficiently than the controlled variants with alternative
methods. Next, in Sec. 5.2, we present the effective scaling of the number of CLIP latent tokens to
improve image reconstruction quality. We also qualitatively demonstrate that the image reconstruction
quality of BIFROST-1 is competitive or superior to strong baselines with a magnitude higher training
computation cost. In Sec. 5.3, we compare BIFROST-1 with state-of-the-art methods on multimodal
understanding and generation tasks, showcasing its competitive performance and the preservation
of the MLLM backbone’s reasoning capabilities. Finally, in Sec. 5.4, we experiment with varying
number of MLLM decoding steps, and observe that our method is robust as long as the number of
decoding steps is larger than 8. In a nutshell, our contribution can be summarized as follows:

* We propose a novel framework (BIFROST-1) for unified multimodal generation and understanding
by bridging pretrained MLLM and diffusion models with fine-grained patch-level CLIP latents.



* By using CLIP latents that are natively aligned with the MLLM, we achieve significantly lower
training costs compared to recent works with a single architecture or those that bridge using 1D
latents or query tokens.

* We show qualitatively and quantitatively that BIFROST-1 achieves comparable performance with
previous SoTAs on image reconstruction quality and text-to-image generation benchmarks, while
well-preserving MLLM’s original multimodal understanding ability.

2 Related Work

Unified multimodal LLM architectures for visual generation. The success of large language
models (LLMs) such as TS [54] and GPT-3 [6] has driven efforts toward extending language modeling
paradigms to multimodal settings. Early works like VL-T5 [11], SimVLM [69], and Flamingo [3]
adapt pretrained LLMs for visual understanding by framing perception tasks as text generation. More
recent models also incorporate image generation capabilities into LLMs using either autoregressive
objectives [12, 67, 42, 41, 62, 71, 10, 68, 59, 44] or denoising diffusion objective [73, 80], as
described in Fig. 1 (a). While these approaches enable flexible, end-to-end training, they often inherit
their initialization from text-only LMs and require significant resources to learn high-quality image
generation from scratch. This limitation has motivated a complementary line of research: bridging
pretrained LLMs with diffusion models, as discussed next below.

Bridging LLLM and diffusion models for visual generation. As described in Fig. 1 (b), several
methods decompose the generation process by using LLMs to produce detailed intermediate textual
representations, such as object layouts or detailed scene descriptions, which guide a pretrained
diffusion model [13, 20, 14]. However, complex visual scenes with rich object interactions are
often hard to describe purely with text. An alternative strategy is to replace intermediate text with
continuous visual representations to guide a diffusion model [31, 23, 63, 51]. For example, Tong et
al. [63] starts with an LLM and conduct large-scale training to equip it with a SigLIP [77] visual
encoder. The image tokens generated autoregressively by the LLLM are supervised using a cosine
similarity loss with ground-truth SigL.IP embeddings. These predicted image tokens are then injected
into diffusion models via cross-attention. However, teaching LLMs to generate visual representations
still requires more text-image annotations and computational resources (see Table 1), and it is also
prone to degraded text-generation quality unless the model is carefully balanced and trained on
high-quality text-text and vision-text data, along with extensive compute. Hence, we explore the use
of multimodal LLMs (MLLMs) that are already strongly aligned with CLIP embeddings encoding
spatial information, by teaching them to generate 2D CLIP embeddings to guide diffusion models
through latent ControlNet. As shown in Sec. 5.1, we find our method of bridging MLLM and
Diffusion models with 2D CLIP embeddings and latent ControlNet is significantly more data-efficient
in broad training budget scenarios compared to the above baselines.

3 BIFROST-1

We introduce BIFROST-1, a novel unified multimodal framework that effectively bridges pretrained
MLLMs and diffusion models with patch-level CLIP latents which are natively aligned with the
MLLM. This enables MLLMs to generate rich and precise spatial guidance for image synthesis while
achieving significant training efficiency. In the following, we present preliminaries about MLLMs
and ControlNet (Sec. 3.1), how BIFROST-1 bridges MLLMs and diffusion models via patch-level
CLIP latents (Sec. 3.2), and training and inference strategy (Sec. 3.3).

3.1 Preliminaries

Visual encoding and decoding with MLLMs. For image understanding tasks, given an RGB image
x € R¥>*HXW ‘recent MLLMs commonly employ visual encoders that convert the image into a set
of d-dimensional continuous (e.g., CLIP [53]) or discrete (e.g., VQVAE [64]) visual embeddings:
z = E(x) € RH'XW' where H' < H and W' < W due to spatial downsampling [5, 81, 2, 15].
These visual embeddings are aligned with the LLMs’ embedding space via learned projection
layers. For image generation tasks, to enable the MLLM to produce images, the visual embeddings
generated by the LLM backbone are passed to a visual generation decoder D to render the final image:
x = D(z). Typically, VQVAE:s or diffusion models are employed for the decoder, whose visual
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Figure 2: Overview of BIFROST-1. BIFROST-1 equips the backbone MLLM with a visual generation
branch, which is a trainable copy of a pretrained MLLM parameters (i.e., QKV, MLP, normalization
layers) and a newly added vision head (i.e., a linear layer). The visual generation branch outputs
patch-level CLIP latents, which are then downsampled and reshaped into 2D (HxW), provided to
latent ControlNet, and finally guiding image generation of a pretrained diffusion model. During
training, a portion of the image patches is randomly replaced with learnable mask tokens <M>. During
inference, we start with fully masked image tokens and autoregressively predict them.

representation is different from CLIP embeddings; thus, learning to align MLLMs and decoders
usually requires significant computation. In this work, we extend unCLIP [55] that employs a model
to convert a single (pooled) CLIP text embedding to a single (pooled) CLIP image embedding by
teaching MLLM to generate patch-level CLIP latents which are natively aligned with the visual
encoder &€ of the pretrained MLLM. We find this significantly facilitates image generation training.

ControlNets. ControlNet [79] is designed to add spatial controls with image guidance inputs (e.g.,
depth, sketch, segmentation maps, efc.) to diffusion models. Specifically, given a pretrained diffusion
model Fg, ControlNet adopts a similar architecture JF o-, whose parameters are initialized from 6
(i.e., ‘trainable copy’). ControlNet takes the diffusion timestep ¢, text prompt Cex(, control image ¢
(e.g., depth map), and the noisy latents z; as inputs, and outputs features guide the backbone diffusion
F o for the final image generation. In this work, we propose latent ControlNet that uses patch-level
CLIP image embeddings instead of a control image to guide diffusion models.

3.2 Bridging MLLMs and Diffusion Models with Patch-Level CLIP Latents

BIFROST-1 design summary. We have two main goals: (1) to preserve the multimodal understanding
capability of the MLLM, while (2) efficiently teaching MLLM to generate latent tokens to guide
diffusion models. As illustrated in Fig. 2, BIFROST-1 achieves these goals by having a new visual
generation branch initialized from the original MLLM parameters and using patch-level CLIP image
embeddings as latent bridge tokens.

Learning to unmask image patch embeddings with a visual generation branch. To teach an
MLLM image generation, we first encode the images using the MLLM’s native visual encoder to
get patch-level image embeddings and concatenate them with text tokens. Following MAR [36], we
replace parts of the input image embeddings with a learnable mask token (<M>) and let the MLLM
to predict the masked image embeddings. The mask ratio is randomly sampled from a truncated
normal distribution with a mean of 1.0 and a standard deviation of 0.25, constrained to the range
[0.7, 1.0]. For this image embedding prediction task, we introduce a visual generation branch (Fig. 2
left), whose parameters are initialized from MLLM parameters (i.e., attention QKV projections, MLP
projection layers, and normalization layers) following LMFusion [59]. Just like text head, which is a
linear layer toward text embedding space, we use a simple linear layer as a vision generation head.
By reusing majority of parameters from the pretrained MLLM and randomly initializing only a single
linear layer as the vision head, we avoid the costly process of realigning image embeddings.



Attention across modalities. In Fig. 3, we illustrate how different image and text input tokens can
attend to each other. In summary, we apply causal masking for text, and we apply full attention for
image tokens. All the previous modalities are fully visible to future modality tokens.
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During training, we update only the newly added
input linear projection, the 2D downsampling con-
volution blocks, and the ControlNet for 4 MM-DiT
blocks and 1 Single-DiT block, compared to the full FLUX.1-dev model which contains 19 MM-DiT
blocks and 38 Single-DiT blocks in total.

Figure 3: Attention mask. X-axis is input and
Y-axis is output.

3.3 Training and Inference

Decoupled training. The MLLM visual prediction branch and latent ControlNet can be jointly
trained or separately. We adopt the second, a decoupled training strategy for the following two
reasons: (1) Since we only train small parameters of latent ControlNet, it converges much faster
than the MLLM’s vision branch. In initial experiments, we find that decoupled training allows us
to allocate more compute to the MLLM’s vision branch, improving overall performance. (2) Since
recent diffusion models have large parameters (e.g., FLUX.1-dev has 12B parameters), end-to-end
training significantly increases memory requirements. For the MLLM visual prediction branch,
we use the mean squared error (MSE) loss for image patch embedding prediction. For the latent
ControlNet, we use the original flow-matching loss used in FLUX ControlNet.

Inference of image patch embeddings tokens via masked autoregression. During inference,
the MLLM is given a text prompt along with fully masked CLIP image embeddings. Following
MAR [36], we first randomly sample a generation order of image patches, then iteratively denoise
them into clean CLIP image embeddings. Once all image patches are obtained, we give them latent
ControlNet to guide the diffusion model.

4 Experiment Setup

Latent ControlNet implementation details. For the latent ControlNet design, we build upon the
official FLUX.1-dev ControlNet training implementation from the Hugging Face Diffusers library.'
Specifically, we train a ControlNet consisting of 4 MM-DiT [19] (DoubleStream) blocks and 1 Single-
DiT [52] (SingleStream) block (i.e., num_double_layers=4, num_single_layers=1) with a
total batch size of 48. All other training hyperparameters, including learning rate, Adam optimizer, and
weight decay, are kept identical to the original codebase without any tuning. During latent ControlNet
inference, we also retain all default hyperparameters unchanged (e.g., num_inference_steps=28,
controlnet_conditioning_scale=0.7, guidance_scale=3.5).

Baselines. For ImageNet experiments, we compare BIFROST-1 with two main variants, using the
same model initialization and computational budget: (1) the first variant replaces the MLLM-aligned

'https://github.com/huggingface/diffusers/tree/main/examples/controlnet
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Table 1: Comparison of different architectures for bridging LL.Ms and diffusion models in image
generation on ImageNet 256 x256.

Method FID| sFID| ISt

Backbone diffusion model
FLUX.1-dev [32] 51.20 224.82 157.46

2D Learnable query tokens instead of CLIP latent
MLLM + 2D Learnable Query Tokens + Latent ControlNet + FLUX.1-dev  118.69 129.14  9.15

No pre-aligned visual encoder instead of pre-aligned visual encoder

MLLM + SigLIP + Latent ControlNet + FLUX.1-dev 274.16 30494  2.69
VAE instead of CLIP latent

MLLM + FLUX VAE + Latent ControlNet + FLUX.1-dev 284.51 361.45 1.11
Cross-attention instead of Latent ControlNet

MLLM + Patch-level CLIP Latent + cross-attention + FLUX.1-dev 76.32 208.11 26.35
BIFROST-1 (Ours)

MLLM + Patch-level CLIP Latent + Latent ControlNet + FLUX.1-dev 25.77 53.67 98.57

CLIP-based embeddings with non-MLLM-aligned FLUX VAE features for visual generation, and
(2) the second variant uses 2D query tokens (extended from MetaQuery [51]) instead of masked
autoregression for visual generation. For SOTA comparison experiments, we compare our method
with baselines for unified multimodal understanding and generation including DreamLLM [18],
Chameleon [62], Show-o [73], VILA-U [72], EMU3 [68], MetaMorph [63], MetaQuery [5 1], Token-
Flow [24], Transfusion [80], LMFusion [59], Janus [71], JanusFlow [43], and JanusPro [10].

Training details. We train BIFROST-1 on ImageNet [ 6] for the experiments in Sec. 5.1 and Sec. 5.2.
Specifically, the latent ControlNet and BIFROST-1 MLLM in Sec. 5.1 are trained for 2 epochs and 16
epochs respectively, and the latent ControlNet in Sec. 5.2 is trained for only 1 epoch (~25M training
steps). For SoTA comparison experiments in Sec. 5.3, we measure the training cost by the total
number of training images passed to the model, calculated as the product of the number of training
steps and the batch size per step. Our models with Qwen2.5-VL 3B/7B are trained on 9M and 62M
images respectively from the BLIP3-o [8] training dataset.” All experiments on ImageNet (Sec. 5.1
and Sec. 5.2) are trained on a single GH200 GPU, and the SoTA comparison experiments in Sec. 5.3
are trained on 16 GB200 GPUs.

Evaluation datasets and metrics. For ImageNet, following previous works [36, 56], we evaluate
our model on Fréchet Inception Distance (FID) [27], sFID [45], and Inception Score (IS) [57]. Then
for open prompt evaluation, we follow previous works [10, 51, 63, 59] and report FID scores on
MIJHQ-30K [35] and 30k randomly sampled images from MSCOCO [38] validation set for visual
aesthetic quality, and GenEval [25] and DPG-Bench [28] for prompt alignment, respectively. We use
the original prompts from all these four evaluation datasets directly without any prompt rewriting.

5 Results and Discussion

We empirically demonstrate the effectiveness of BIFROST-1 in various experiments. Specifically, we
compare different architectures for bridging LLMs and diffusion models (Sec. 5.1), training efficiency
of different numbers of CLIP latent tokens for image reconstruction (Sec. 5.2), BIFROST-1 with
SoTAs on multimodal understanding and generation tasks (Sec. 5.3), and experiments with different
MLLM decoding steps (Sec. 5.4).

5.1 Comparison of Design Choices for Bridging LLMs and Diffusion Models

We compare different choices for bridging LL.Ms and diffusion models in terms of image generation
task on ImageNet 256x256. We generate 10K images with classes randomly sampled from 1k
categories and compute visual quality metrics. In all settings, the MLLM visual generation branch
and the Latent ControlNet are trained for 16 and 2 epochs, respectively.

*https://huggingface.co/datasets/BLIP30o/BLIP30o-Pretrain-Long-Caption
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BIFROST-1 vs. Backbone diffusion model. In the first and last rows of Table 1, we compare
BIFROST-1 and its backbone diffusion model (FLUX.1-dev [32]). We find that BIFROST-1 improves
FID and sFID, while it hurts IS from the original backbone. The improvement over the baseline
mainly comes from adding a few trainable ControlNet blocks to the backbone diffusion model, which
enables better adaptation to the data distribution.

Patch-level CLIP latent vs. 2D learnable query tokens. MetaQuery [51] is a recent method that
bridges LLMs and diffusion models by learning a connector (24-layer transformer encoder) that
projects a frozen LLM’s hidden representations on a finite number of learnable query tokens, where
the connector outputs guide a diffusion model via cross attentions. Inspired by this, we implement
a 2D version of MetaQuery and compare it with BIFROST-1. To fairly compare methods with
similar additional parameters, instead of learning a heavy connector module, we directly reshape
the LLM representations of learned query tokens as inputs to the latent ControlNet. As shown in
Table 1, 2D learnable query tokens hurt performance in all 4 metrics, indicating that learning to align
representations between MLLM and diffusion from scratch requires much more computation than
our patch-level CLIP latent.

Patch-level CLIP latents vs. VAE latents. Here, we compare BIFROST-1 with a variant that replaces
CLIP latents (that are natively aligned with MLLM) with VAE latents (that are not originally aligned
with MLLMs). Specifically, we substitute the CLIP visual encoder with the FLUX VAE encoder, and
replace our visual decoder (i.e., Latent ControlNet + FLUX diffusion model) with the FLUX VAE
decoder. Linear projection layers are applied to align the dimensions of the VAE-encoded features
with the feature dimension of the MLLM backbone. All other components of our framework and the
training strategy are kept the same to ensure a fair comparison. As shown in the 3rd row of Table 1,
using VAE features significantly slows down learning. Additionally, this highlights that by leveraging
a pretrained diffusion model as the image renderer, BIFROST-1 effectively reduces the burden on the
MLLM side to directly generate high-quality images.

MLLM'’s native visual encoder vs. non-aligned external visual encoder. In addition, we also
compare using the latents from MLLM’s native visual encoder (i.e., CLIP) with an external visual
encoder (i.e., SigLIP, as used in MetaMorph [63]). As we can see in the 4th row of Table 1, although
using SigLIP achieves better image generation quality than using VAE, it is still significantly worse
than using the MLLM’s native visual encoder. This indicates the training efficiency of adopting
MLLM’s native visual encoder compared with non-aligned external visual encoders.

Diffusion model guidance strategy: Latent ControlNet vs. Cross-attention Our method directly
injects 2D image tokens generated by the MLLM into the DiT via latent ControlNet. By adding
2D ControlNet latents on top of the noisy DiT latents, our method can enforce spatial structures
more explicitly and effectively. In contrast, several previous works [63, 51, 8] use cross-attention to
condition on image tokens. We conducted an additional experiment comparing these two conditioning
strategies. For a fair comparison, we unfreeze all parameters in DiT when conditioning it via cross-
attention and use 64 MLLM-generated image tokens for both methods. As shown in the Sth row of
Table 1, our latent ControlNet achieves better image generation quality (FID, sFID, IS), demonstrating
its superior efficiency and effectiveness.

5.2 Image Reconstruction with Patch-level CLIP Latent

In the following, we demonstrate the effectiveness of CLIP Latent-based image representation in
image reconstruction experiments. Concretely, we experiment with scaling the number of latent
tokens and compare BIFROST-1 with SoTA models.
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Figure 5: Visual samples for image reconstruction with different numbers of patch-level CLIP tokens
generated from MLLM. The Latent ControlNet models with varying numbers of tokens are trained
for only 1 epoch on the ImageNet training split.
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Figure 6: Image reconstruction results.

Scaling the number of CLIP latent tokens. In Fig. 4 we show that image reconstruction quality
scales well with the number of patch-level CLIP latent tokens input to the Latent ControlNet. With
only 1 epoch of training (~26K steps) on the ImageNet dataset, images represented by 256 (=14 x14)
CLIP latent tokens not only achieve higher reconstruction accuracy, measured by rFID, SSIM, PSNR,
and LPIPS, but also converge faster compared to those using fewer CLIP latent tokens. In Fig. 5, we
show qualitative examples of images generated with different numbers of CLIP latent tokens.

Comparison with SoTA methods. In Fig. 6, we qualitatively compare the image reconstruction
quality of our latent ControlNet with various unified models, including SEED [22], EMU [61],
EMU?2 [60], GPT-40 [29], and MetaQuery [51]. Specifically, we first encode the images using
the visual encoder in Qwen2.5-VL, then use the latent ControlNet to reconstruct the images based
solely on this visual information, without providing any text prompt as additional guidance. Trained
exclusively on the ImageNet dataset for 3 epochs without exposure to any other open-world images,
the reconstructions from the BIFROST-1 latent ControlNet achieve quality that is competitive with
or superior to strong baselines such as GPT-40 and MetaQuery, demonstrating the efficiency and
robustness of our Latent ControlNet design.

5.3 Comparison with SoTA Models

BIFROST-1 fully inherits strong visual understanding capabilities of backbone MLLM. As
BIFROST-1 keeps the original parameters in the MLLM completely frozen, the trainable vision branch
is agnostic to the choice of MLLM. This allows BIFROST-1 to fully inherit the visual understanding



Table 2: Comparison with state-of-the-art methods on multimodal understanding benchmarks.

Method Base (M)LLM MME-Pt MMB?T SEED1T MMMUT MM-Vett
DreamLLM [18] Vicuna 7B - - - - 36.6
Chameleon [62] From Scratch 7B - - - 22.4 8.3
Show-0-512 [73] Phi-1.5 1.3B 1097.2 - - 26.7 -
VILA-U [72] LLaMA-2 7B 1401.8 - 59.0 - 33.5
EMUS3 [68] From Scratch 7B - 58.5 68.2 31.6 37.2
MetaMorph [63] LLaMA-3 8B - 75.2 71.8 - -
MetaQuery-L [51] Qwen2.5-VL 3B 1574.3 78.6 73.8 53.1 63.2
MetaQuery-XL [51] Qwen2.5-VL 7B 1685.2 83.5 76.9 58.6 66.6
TokenFlow-XL [24] Qwen-2.5 14B 1551.1 76.8 72.6 43.2 48.2
Transfusion [80] From Scratch 7B - - - - -
LMFusion [59] LLaVA-Next 8B 1603.7 72.1 72.5 41.7 -
Janus [71] DeepSeek-LLM 1.5B 1338.0 69.4 63.7 30.5 34.3
JanusFlow [43] DeepSeek-LLM 1.5B 1333.1 74.9 70.5 29.3 30.9
JanusPro-1B [10] DeepSeek-LLM 1.5B 1444.0 75.5 68.3 36.3 39.8
JanusPro-7B [10] DeepSeek-LLM 7B 1567.1 79.2 72.1 41.0 50.0
BLIP3-0 4B [8] Qwen2.5-VL 3B 1527.7 78.6 73.8 46.6 60.1
BILP3-0 8B [8] Qwen2.5-VL 7B 1682.6 83.5 71.5 50.6 66.6
BIFROST-1 (Ours) Qwen2.5-VL 7B 1685.2 83.5 76.9 58.6 66.6

Table 3: Comparison with state-of-the-art methods on multimodal generation benchmarks.

Method Base (M)LLM Train StepsxB.S. COCO FID| MIJHQFID| GenEvalt DPG-Bench?
EMU [68] LLaMA 13B - 11.66 - - -
DreamLLM [18] Vicuna 7B - 8.46 - - -
Chameleon [62] From Scratch 7B - 26.74 - 0.39 -
Show-0-512 [73] Phi-1.5 1.3B - 9.24 15.18 0.68 -
VILA-U [72] LLaMA-2 7B - - 7.69 - -
EMUS3 [68] From Scratch 7B - 12.80 - 0.66 80.60
MetaMorph [63] LLaMA-3 8B - 11.8 - - -
MetaQuery-L [51] Qwen2.5-VL 3B - 8.87 6.35 0.78 81.10
MetaQuery-XL [51] Qwen2.5-VL 7B 200M 8.69 6.02 0.80 82.05
TokenFlow-XL [24] Qwen-2.5 14B - - - 0.63 73.38
Transfusion [80] From Scratch 7B - 8.70 - 0.63 -
LMFusion [59] LLaVA-Next 8B - 8.20 - - -
Janus [71] DeepSeek-LLM 1.5B 100M 8.53 10.10 0.61 -
JanusFlow [43] DeepSeek-LLM 1.5B 211M - 9.51 0.63 80.09
JanusPro-1B [10] DeepSeek-LLM 1.5B 200M - 14.33 0.73 82.63
JanusPro-7B [10] DeepSeek-LLM 7B 194M - 13.48 0.80 84.19
BLIP3-0 4B [8] Qwen2.5-VL 3B - - - 0.81 79.36
BLIP3-0 8B [8] Qwen2.5-VL 7B - - - 0.84 81.60
BIFROST-1 (Ours) Qwen2.5-VL 3B M 23.02 15.24 0.61 76.41
BIFROST-1 (Ours) Qwen2.5-VL 7B 62M 34.35 16.21 0.81 77.67

capabilities of the MLLM and easily scale to backbone MLLMs with larger sizes and stronger
performance. Table 2 compares the Qwen2.5-VL 7B [5] model with other unified models on image
understanding benchmarks, including MME-P [21], MMB [39], SEED [34], MMMU [76], and
MM-Vet [75]. Baseline models such as JanusPro [10] and MetaMorph [63] fully fine-tune the LLM
backbone and therefore tend to lose the original planning and reasoning abilities that these LLMs
acquired through large-scale text pretraining.

BIFROST-1 achieves competitive visual generation quality. In Fig. 7, we compare BIFROST-1 with
the recent SOTA methods (e.g., JanusPro and MetaQuery) on MJHQ30k prompts. Table 3 compares
BIFROST-1 with other unified models on image generation benchmarks, including COCO and MJHQ
for visual quality and GenEval and DPG-Bench for prompt following ability. Trained only with 25M
image-text pairs for less than two epochs, BIFROST-1 matches the performance with models trained
with much higher compute, including Janus on GenEval benchmark, and outperforms TokenFlow-XL
on DPG-Bench. In addition, we would like to highlight that FID scores heavily depend on the choice
of diffusion backbones. As also observed in MetaQuery[5 1], diffusion models fine-tuned on aesthetic
datasets (e.g., FLUX.1-dev) typically achieve worse FID scores compared to models that have not
undergone extensive aesthetic fine-tuning (e.g., SD1.5, SANA).



JanusPro

MetaQuery

Beautiful pale pink baby fawn  Jackolantern with an angry cat  Fresh squeezed strawberry A cloudy sky over a body of An image of a world war 2

set among pastel pink flowers face lemonade photo, in the style of water,a photorealistic painting, warship on ocean floor
and soft wisteria, romantic selective focus, light red, high by Mark Keathley, Shutterstock
specimen, pinkish white resolution contest winner, iPhone video,
background, by Thomas whirlwind, Armageddon, photo
Kinkade Nadja Baxter Anne taken of an epic intricate,
Stokes Nancy Noel strange clouds, Thom

Wasselmann, spinning whirlwind

Figure 7: Qualitative comparision with SOTA methods for image generation on MJHQ30k [35].

Table 4: Inference clock time and image generation quality with different VLM decoding steps.

# Decoding Steps 64 (default) 32 16 8 4 2 1
Clock Time (seconds) 5.21s 2.63s 1.37s 0.66s 0.35s 0.19s 0.09s
FID | 18.64 1849 1879 18.89 1997 2490  60.35
sFID | 43.64 4358 4452 4589 50.86 67.23 217.50
ISt 156.01 15893 156.96 158.87 150.56 124.78 83.22

5.4 MLLM Inference Time with Varying Decoding Steps

To further assess the effect of decoding steps, we conducted experiments with varying numbers of
decoding passes on ImageNet. The results are summarized in Tab. 4. We show the inference clock
time in seconds, as well as image quality metrics including FID, sFID, and IS. As shown, our method
remains robust as long as the number of decoding steps is greater than 8. And we can observe that
there is a clear trade-off between inference speed and image quality when using fewer decoding steps.
Importantly, we also highlight that the MLLM decoding time is significantly smaller than the runtime
of the diffusion-based image generation model. For instance, FLUX.1-dev with 12B parameters
together with latent ControlNets takes 14.79 seconds to generate a single image with the default 28
denoising steps. Therefore, the MLLM decoding time is not a major bottleneck. From a practical
standpoint, users can flexibly select the number of decoding steps based on whether they favor faster
inference or higher image quality for their particular application.

6 Conclusion

We present BIFROST- 1, a unified and efficient framework for both multimodal understanding and
generation. BIFROST-1 bridges pretrained MLLMs with diffusion models by introducing patch-level
CLIP image embeddings as latent variables, which are naturally aligned with the CLIP visual encoder
of the MLLM. This design enables high-fidelity, controllable image generation while maintaining
strong training efficiency. A key advantage of BIFROST-1 is that it fully preserves the original
parameters of the MLLM backbone, ensuring that its multimodal planning and reasoning capabilities
remain intact. Although our current model is trained with significantly fewer computational resources
than SoTA methods and does not yet surpass them in performance, future work focuing on scaling to
larger datasets and more powerful MLLM backbones can further realize its potential.
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Appendix

A Formal Description of the BIFROST-1 MLLM Architecture

As illustrated in Fig. 2, we initialize the visual generation branch from the pretrained MLLM by
creating a trainable copy of the MLP and attention QKV projection layers [65]. The only component
randomly initialized is the vision head, which is a simple linear projection layer. By reusing the
majority of parameters from the pretrained MLLM, we avoid the costly process of realigning image
embeddings.

Specifically, we use blue color to denote the original frozen MLLM-specific modules, which handle
language modeling (LM) and image understanding (Img-U) tasks. These modules remain unchanged
during training. In addition, we use yellow color to represent the newly introduced trainable
modules for the image generation task (Img-G), which are initialized as trainable copies of the
corresponding blue modules.

During the image generation training process, we first obtain input hidden states for each task.
Text inputs ™ are projected through a linear embedding layer to produce hI*. Images used for
image understanding (2™¢Y) and image generation (x'™2%) are both passed through the frozen
MLLM-embedded visual encoder £"™, producing hidden states h."*" and h\* respectively:

h;l;lext — Linearmey (mText) hgrllng‘U — gUnd (mlmg—U) hiI;Hg-G — gUnd (mlmg—G)

During the image generation inference process, hf;n G i initialized from 2D learnable mask tokens.

By using patch-level CLIP image embeddings that are natively aligned with the MLLM’s visual
encoder to represent visual signals in vision generation tasks, we eliminate the need for any additional
alignment between the visual generation representation and the MLLM.

For attention processing, we use the frozen MLLM attention layers to compute Q, K, and V matrices

for the text and image understanding tokens hT* and A"V, and use the newly added visual
Img-G,
in :

Img-U 4 Img-U 4 Img-U Img-U
haexl7 h£6X17 h$exl _ QKVMLLM (h'ilr‘lext) héﬂg ,hlgl& 7h\I/ng — QKVMLLM (hirllng )

generation branch to process the image generation tokens h

Img-G 1 Img-G 7 Img-G Img-G
ho* " hi® T AT = QKVimgg (hyy* ™)

For language modeling and image understanding tasks, we replicate the standard MLLM attention
structure by attending over their respective modalities only. For image generation task, we enable
cross-module attention, allowing image generation queries to attend jointly over all token types.
Specifically:
A& = Omiom (Attn(hG™, (A o A V], [R3 o hy™ )
hE= = O (Aun(hg®Y, [ o ), (WY 0 1Y)

BE*© = Omgo (Aun(hG*C, (B o bV o i), (W% 0 BY*Y o h{F)))

where o denotes concatenation, and O(.) denotes linear output projection layer. We apply a causal
mask to text and image understanding tokens, and a bidirectional mask to image generation tokens.

For the MLP layers, we follow the same branching: text and image-understanding tokens h** and

R Y are passed through the frozen MLLM MLP, while image generation tokens h,"¢ use the
trainable MLP from the generation branch:
hyith = MLPyiiw (h6™)  hygs’ = MLPyiiw (hg®")  hagfp’ = MLPing (hg™©)

Finally, task-specific heads convert the hidden states to output predictions. For language modeling
and image understanding, we apply a linear projection to k5%, and for image generation, we project
hi}“fg,c using the vision generation head:

R — TextHead (hyst,) heS — VisionHead (Ryp&C)
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B Broader Impacts

BIFROST-1 is motivated by the fact that training a unified multimodal generation and understanding
model that can perform native generation with high visual quality usually requires huge computational
cost. By bridging pretrained MLLM with pretrained diffusion models, training BIFROST-1 can be
significantly faster. Therefore, we believe that our work can be a strong contribution to efficient
unified model training. While our framework can benefit numerous applications in image generation,
similar to other image generation frameworks, it can also be used for potentially harmful purposes
(e.g., creating false information or misleading images). Therefore, it should be used with caution in
real-world applications.

C Safeguards

BIFROST-1 is built upon pretrained MLLM (i.e., Qwen2.5-VL) and diffusion models (i.e., FLUX.1-
dev) with strong safeguards, and trained on publically available image datasets (i.e., MSCOCO and
SA1B) that removes unsafe concepts. Therefore, our model avoids the high risk for misuse.

D Limitations

Note that BIFROST-1 is designed as a bridging method that connects existing MLLMs with diffusion-
based image generation models. As such, its performance, output quality, and potential visual artifacts
are inherently influenced by the capabilities and limitations of the underlying backbone models it
relies on. For instance, if the diffusion model used as the visual backbone struggles with generating
complex, rare, or previously unseen scenes and objects, then BIFROST-1, which builds upon this
foundation, may also exhibit suboptimal image generation results. This dependency highlights the
importance of selecting strong and well-generalized base models when applying BIFROST-1 to
real-world or open-domain generation tasks.

E License

We use standard licenses from the community and provide the following links to the licenses for the
datasets, codes, and models that we used in this paper. For further information, please refer to the
specific link.

PyTorch [4]: BSD-style

HuggingFace Transformers [70]: Apache License 2.0
HuggingFace Diffusers [66]: Apache License 2.0
FLUX.1-dev [32]: Non-Commercial License

Qwen2.5-VL [5]: Non-Commercial License

MSCOCO dataset [38]: CCBY 4.0

CC12M dataset [7]: Permissive Custom License

SA1B dataset [30]: SA-1B Dataset Research License
MIJHQ30k dataset [35]: Playground v2 Community License
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Figure 8: Visualization examples from MJHQ30k dataset.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction clearly state the claims we made.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We include limitation sections in the appendix.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our model architecture is well-illustrated in Sec. 3, and experiment setup is
shown in Sec. 4 in detail.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use publically available open-sourced datasets and benchmarks for model
training and evaluation. We include our code in the supplimentary material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We show all training and test details in Sec. 4.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the large training cost for each run, we follow previous works [71, 43,
10, 51, 63, 80, 59] and only train the model once and inference once on each evaluation task.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We describe training compute details in Sec. 4.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We conform to the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discussed broader impacts in the appendix.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Our model aims at bridging pretrained MLLM and diffusion models which
already have safeguards. We include safeguards information in the appendix.

Guidelines:
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12.

13.

14.

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We include licenses in the appendix.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]

Justification: We include instructions about code and how to use the model in the
README.md file in the supplementary material.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human

16.

subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: When preparing this manuscript, we used LLM only for editing (grammar
checking) purposes.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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