
ETA: Enriching Typos Automatically
from Real-World Corpora for Few-Shot Learning

Anonymous ACL submission

Abstract
Spell checking is the task of rectifying errors001
in a sentence resulting from various factors,002
and despite continuous research in this field, re-003
search often focused on widely known specific004
languages. In this study, we focus on the Ko-005
rean language and its linguistic characteristics,006
particularly the propensity for a single character007
can be incorrect in diverse ways. Therefore, we008
categorize spelling errors from real-world cor-009
pora and automatically construct an error cor-010
pus based on their statistical patterns. When we011
employed them to leverage the impact of a pre-012
trained large language model (LLM), we con-013
firm that utilizing the introduced spelling errors014
as samples for few-shot learning can be help-015
ful in error correction tasks. We hope that this016
study contributes to the automatic construction017
of error corpora and prompt-based approaches018
for other low-resource languages.019

1 Introduction020

Spell checking serves as the process of correcting021

spelling errors within a given sentence and can022

be used as a post-processing task in various nat-023

ural language processing applications to ensure024

sentence clarity (Liao et al., 2023; Pan et al., 2022;025

Kwon et al., 2021). This necessity extends beyond026

widely known languages, such as English, inspir-027

ing interest in low-resource languages and their028

specific research (Abdulrahman and Hassani, 2022;029

Wiechetek et al., 2021). To delve into spell check-030

ing for low-resource languages, it is imperative to031

conduct a comprehensive examination of the lin-032

guistic characteristics inherent to each language.033

While Korean has experienced a year-over-year034

increase in global usage (Lusin et al., 2023), its lin-035

guistic features remain unexplored in spell check-036

ing task. We note that the unique writing system in037

Korean allows a wide range of typos, even within a038

single character. Each character in Korean adheres039

to the C1VC2 form (Song, 2006), where C1 rep-040

resents the initial sound, V represents the middle041

Figure 1: Process that automatically enriches spelling
errors with their statistical patterns to construct an error
corpus, and then corrects them through prompting using
few-shot samples of those spelling errors.

sound, and C2 represents the optional final sound. 042

For example, the character ‘녕’ from the word ‘안 043

녕하세요(Hello)’ is composed of ‘ㄴ’, ‘ㅕ’, and 044

‘ㅇ’. Theoretically, there can be 19, 21, and 28 can- 045

didates for each of these components (Lee, 2006), 046

yielding a total of 11,172 possible combinations 047

within a single character. 048

Owing to these possibilities, it is inefficient to 049

consider all kinds of spelling errors, so we hypoth- 050

esize that people make certain kinds of errors more 051

frequently. Therefore, we categorize spelling errors 052

from real-world corpora collected online, referred 053

to as Typo Actions, and leverage their statistical 054

patterns to construct a corpus with spelling errors. 055

While existing studies in Korean have used gram- 056

matical errors from language learners (Yoon et al., 057

2023), deliberately introduced noises through tex- 058

tual variants (Lee et al., 2021; Min et al., 2020), or 059

parallel datasets created by human annotators (Koo 060

et al., 2022), none of them have integrated spelling 061

errors with statistical patterns comparable to our 062

work. The spelling errors we introduce are automat- 063

ically incorporated in the form of typos, without 064

requiring the need for human annotators. 065

We evaluate the effectiveness of utilizing these 066
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spelling errors by prompting them to a large lan-067

guage model (LLM). Prompt-based methods for068

few-shot learning have been proposed to exploit069

the capabilities of LLMs (Zhao et al., 2023; Brown070

et al., 2020), and current studies have also utilized071

prompting in error correction tasks (Loem et al.,072

2023; Fang et al., 2023; Khondaker et al., 2023),073

but there has been a lack of analysis considering074

the potential scaling for spelling errors in Korean.075

Therefore, we examine the changes in the use of076

spelling errors within the LLM by including a task077

description, zero-shot chain-of-thought (CoT) (Ko-078

jima et al., 2022), and sentence pairs featuring our079

spelling errors as few-shot samples in the prompt.080

The overall process we are introducing is illustrated081

in Figure 1. We briefly summarize the contributions082

of this work.083

• We introduce the statistical patterns of spelling084

errors from real-world corpora, called Typo085

Actions, and employ them for the automatic086

construction of a parallel corpus. This pro-087

vides a pragmatic and sensible way to gener-088

ate typos within a low-resource language.089

• We experiment few-shot learning with CoT by090

incorporating spelling errors while prompting091

the LLM, and as a result, we suggest that our092

spelling errors can be helpful to the LLM for093

spell checking task.094

• By adjusting the inclusion rate of spelling095

errors in the process of leveraging the intro-096

duced process, we conduct various analyses097

of their results with few-shot learning.098

2 Method099

2.1 Typo Actions100

We introduce the types of spelling errors referred to101

as Typo Actions, which are categorized into Char-102

acter/Jamo Actions1. Further details containing the103

referenced real-world corpora and distributions of104

Typo Actions are provided in Appendix A.105

The former comprises two components: the ab-106

sence or addition of a specific character. These are107

denoted as add_char and del_char, respectively, as108

both cases involve either the addition or deletion of109

a specific character to correct the sentence. The lat-110

ter comprises six components: incorrect sounds for111

each or any of the initial, middle, and final sounds.112

1Both consonants and vowels are referred to as jamo in
Korean, which are denoted as C1, V, and C2 in this study.

Algorithm 1 Enriching Typos Automatically
1: for error-free word in Error-Free Sentence do
2: Insert error-free word to candidates
3:
4: while C > 0 do
5: Act← one of Typo Actions
6: if Act == Character Actions then
7: Act← one of Character Actions
8: else
9: Act← one of Jamo Actions

10: error ← error-free word+Act
11: Insert error to candidates
12: C ← C − 1
13:
14: for each of the candidates per error-free word do
15: if prob ∼ U [0, 1] < Pensure then
16: word

′
← error-free word

17: else
18: word

′
← one of errors

19: Insert word
′

to Error Sentence
20:
21: Repeat for all Error-Free Sentences

These are denoted using C1, V, and C2, depend- 113

ing on which sound is incorrect. For example, if 114

only the initial sound is incorrect, it is referred to 115

as C1, and if both the middle and final sounds are 116

incorrect, it is referred to as V+C2. 117

We devise the process of introducing errors into 118

a sentence using their statistical patterns, as de- 119

scribed in Algorithm 1. Initially, word tokenization 120

is conducted to determine whether to generate an 121

error for each word. Rather than simply resulting 122

in just one error per word, we define a capacity 123

C to allow multiple distinct errors into candidates. 124

To prevent an excessive number of errors, an error- 125

free word is also included in the candidates. Con- 126

sequently, if an error-free sentence consists of n 127

words, we generate n sets of candidates, resulting 128

in n× (C + 1) error-free words and errors. 129

To construct an error sentence, we have the op- 130

tion to select either an error-free word or errors 131

from each of the candidates per word. In this sce- 132

nario, to reduce the likelihood of a high error rate 133

in a sentence, we define a probability Pensure to 134

guarantee the selection of an error-free word. Con- 135

sequently, the probability of selecting each error 136

is (1− Pensure)/C. This procedure is repeated for 137

all error-free sentences, resulting in an error corpus 138

that incorporates real-world statistical patterns2. 139

2.2 Prompt Design 140

We devise various prompt designs, including sam- 141

ples that incorporate the introduced spelling errors, 142

to conduct spell checking with the LLM. Especially 143

2We set C to 3 and Pensure to 0.6.
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Method Word Character Average
P R F1 P R F1 P R F1

task description 61.90 61.91 61.86 62.00 61.94 61.93 61.95 61.93 61.89
task description + CoT 60.97 61.10 60.97 60.65 60.79 60.66 60.81 60.94 60.81
task description + CoT + ETA 1-shot 62.35 62.39 62.31 61.33 61.41 61.31 61.84 61.89 61.81
task description + CoT + ETA 4-shot 62.56 62.56 62.50 60.72 60.78 60.70 61.64 61.67 61.60
task description + CoT + ETA 8-shot 62.97 62.90 62.87 60.98 60.98 60.93 61.98 61.94 61.91

Table 1: Experimental results of correction the error corpus into an error-free corpus using the introduced spelling
errors. P, R, and F1 represent precision, recall, f1-score, respectively. Average presents the combined result for word
and character metrics. When spelling errors were incorporated into both the test set and the few-shot samples, the
Pensure was set to 0.6.

Method Word Character Average
P R F1 P R F1 P R F1

task description + CoT + ETA 1-shot 62.45 62.48 62.41 61.35 61.42 61.33 61.90 61.95 61.87
task description + CoT + ETA 4-shot 62.61 62.60 62.55 60.63 60.68 60.60 61.62 61.64 61.57
task description + CoT + ETA 8-shot 62.92 62.86 62.83 60.96 60.96 60.91 61.94 61.91 61.87

Table 2: Experimental results of correction the error corpus into an error-free corpus using the introduced spelling
errors. When spelling errors were incorporated for the experiment, the test set had a Pensure of 0.6 and the few-shot
samples had a Pensure of 0.3.

in spell checking and grammatical error correc-144

tion tasks, the problem of over-correction arises,145

which is the unnecessary modification of the cor-146

rect words in a given sentence instead of correcting147

errors (Wu et al., 2023; Al-Sabahi and Yang, 2023).148

Therefore, we write texttask based on this for the149

task description.150

We take inspiration from the zero-shot CoT (Ko-151

jima et al., 2022), so we incorporated some texts to152

enhance reasoning for spell checking. This textcot153

is presented after the task description. The two154

above prompts are defined as follows, and the input155

error sentence is placed in the input.156

Ptask = ‘texttask; input: output:’, (1)157

Pcot = ‘texttask; textcot; input: output:’, (2)158

Following this, we engage in few-shot learn-159

ing (Brown et al., 2020) using samples that contain160

the introduced spelling errors. The textn-shot, stat-161

ing that samples are available for inference, and162

samples that forms of the n samples are contained.163

The prompt is defined as follows, and the n-shot164

samples and the input error sentence are placed in165

the samples and input, respectively.166

Pn-shot =‘texttask; textcot; (3)167

textn-shot; samples; input: output:’.168

The actual texts employed in all prompts and169

the specific procedure of selecting samples for few-170

shot learning are detailed in Appendix B.171

3 Experiments 172

3.1 Dataset 173

We collected 500k sentences from the Korean 174

Wikipedia3 and constructed an error corpus using 175

the proposed process. We split the dataset into train, 176

validation, and test sets in the ratio of 8:1:1. We 177

used the train and validation sets to select few-shot 178

learning samples. 179

3.2 Experimental Results 180

We present the results of the prompts utilized for 181

correcting the spelling errors in an error-free form 182

in Table 1. The best performances for each metric 183

and averages across word and character distinctions 184

are highlighted in bold. 185

Examining the word-level results, we observed 186

that few-shot learning with spelling errors as sam- 187

ples leads to a modest performance enhancement 188

for all metrics. It was likely attributed to the intro- 189

duction of spelling errors based on word tokeniza- 190

tion during the construction of the error corpus. As 191

more relevant samples were incorporated, a slight 192

increase in performance was also observed. 193

However, when considering the character-level 194

results, we confirmed that there were marginal im- 195

provements when utilizing only task descriptions. 196

The Wikipedia texts we used are more suscepti- 197

ble to spelling errors, primarily owing to the di- 198

verse proper nouns. Consequently, the scenario in 199

which we prioritized task descriptions over provid- 200

3https://dumps.wikimedia.org/kowiki/
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IQRs EF vs. 0.6 EF vs. 0.3 0.6 vs. 0.3
75% 84.73 84.64 79.17
50% 75.03 74.98 71.60
25% 62.89 62.92 62.48

Table 3: IQR ranges of sentence similarities between
error-free and spelling error sentences. EF stands for the
error-free corpus, with each float value representing a
spelling error corpus constructed according to Pensure.

ing additional texts yielded better results during the201

character-level evaluation.202

In the context of spell checking, it is crucial203

to consider not only the word or character level204

individually but both of them. Therefore, when we205

average the results, finally we observed that few-206

shot learning with the introduced spelling errors207

outperformed other prompts on all metrics.208

3.3 Adjusting Difficulty209

We compared the results when more challenging210

samples were presented with few-shot learning, so211

we adjusted the Pensure, which was used to intro-212

duce spelling errors. Thus, by setting Pensure to213

a lower value, we additionally constructed an er-214

ror corpus that reduced the likelihood of selecting215

error-free words4.216

We present the results that maintain the same217

test set as Table 1 but modified the samples for few-218

shot learning to be more challenging in Table 2.219

The results at both the word and character-level ex-220

hibited similar trends to the previous experiments.221

However, in terms of the variation in performance,222

slightly improved results were observed when the223

samples and input contained similar degrees of224

spelling errors.225

We assumed that sentences are more challeng-226

ing as they become noisier due to the formation of227

spelling errors. Therefore, we compared the simi-228

larity of sentences across situations and represented229

the distribution through interquartile (IQR) ranges,230

as shown in Table 3. We employed a Sentence-231

BERT (Reimers and Gurevych, 2019) pre-trained232

on Korean texts5 to obtain sentence embeddings.233

When comparing the existence of spelling errors,234

we observed that sentence similarity decreases235

slightly when Pensure was reduced from 0.6 to 0.3.236

Therefore, selecting error-free words with a lower237

probability led to a more divergent from the error-238

free sentence. Additionally, when comparing only239

the sentences with spelling errors, we discovered240

4We set Pensure to 0.3.
5https://github.com/snunlp/KR-SBERT

that a Pensure of 0.3 retained only 71% of the mean- 241

ing compared to a sentence with a Pensure of 0.6. 242

Consequently, the introduced spelling errors could 243

impact to recognition of sentence meaning, and this 244

aspect would be inherent in the correction process. 245

4 Related Work 246

Comprehending the intent or context of a sentence 247

is crucial for spell checking (Anderson-Inman and 248

Knox-Quinn, 1996; Mitton, 1987). Text match- 249

ing methods such as n-gram analysis or dictionary 250

lookup have been conducted (Randhawa and Saroa, 251

2014). However, these rule-based methods have 252

limitations in addressing the meaning of the sen- 253

tence, so RNN, BERT, and other transformer-based 254

models have been proposed to detect and correct 255

errors in a sentence (Zhu et al., 2022; Ji et al., 2021; 256

Zhang et al., 2020; Zaky and Romadhony, 2019; 257

Etoori et al., 2018). 258

For the Korean language, error corpora have 259

been created by introducing noise manually and 260

adopting the above model structures (Lee et al., 261

2021; Min et al., 2020). Human annotators have 262

been employed to introduce spelling and grammar 263

errors (Koo et al., 2022), or datasets have been pro- 264

posed from language learner corpora to categorize 265

various error types (Yoon et al., 2023). 266

More recently, as pre-trained LLMs have been 267

proposed, studies have examined the effects of 268

prompts on the performance of tasks. Researchers 269

have incorporated CoT into zero-shot learning 270

and conducted comparative analysis for samples 271

with few-shot learning (Loem et al., 2023; Fang 272

et al., 2023). There have also been investigations 273

extending few-shot learning to low-resource lan- 274

guages (Khondaker et al., 2023; Elsner and Needle, 275

2023; Schneider et al., 2022). 276

5 Conclusion 277

We propose a method for utilizing spelling errors 278

present in real-world corpora and constructing an 279

error corpus based on automated process by statis- 280

tical patterns of them. When we conducted experi- 281

ments to assess their impact on few-shot learning, 282

we confirmed that it can be helpful for error correc- 283

tion task when prompted with samples that contain 284

the introduced spelling errors. We further plan to 285

explore methods for validating spelling errors and 286

designing tailored prompts to use them. 287
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Limitations288

Our procedure to construct an error corpus cannot289

be directly applied to other languages since it gen-290

erates typos according to the unique writing system291

in Korean. However, by referring to this automation292

process that uses linguistic features, we believe that293

other low-resource researchers can develop their294

own corpora. We should rely on the specific real-295

world corpora to reflect spelling errors. From this296

point of view, we expect that more online texts will297

be collected for extensive utilization.298

Ethics Statement299

We generate and employ spelling errors based on300

their online occurrences, emphasizing that their dis-301

tribution originates from authentic online sources.302

Additionally, despite the active use of prompting303

with few-shot samples, employing a pre-trained304

LLM might introduce inherent bias in the model305

output. This should be considered when developing306

our research or expanding it to other languages.307
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A Typo Actions Details 480

We collected the NIKL Spelling Error Correction 481

Corpus6 designed for correcting spelling errors in 482

text from websites. We derived statistical patterns 483

of spelling errors from this dataset and designated 484

each type as Typo Actions, further categorized into 485

Character/Jamo Actions. 486

6https://corpus.korean.go.kr/

Figure 2: Statistical patterns of selecting each Typo Ac-
tion. When one of the Typo Actions is initially selected,
then one of the Character/Jamo Actions will be selected
based on the following patterns.
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Method Word Character Average
P R F1 P R F1 P R F1

task description 62.00 62.00 61.95 62.16 62.10 62.09 62.08 62.05 62.02
task description + CoT 61.10 61.20 61.09 60.92 61.01 60.90 61.01 61.11 61.00
task description + CoT + ETA 1-shot 62.47 62.50 62.43 61.51 61.59 61.50 61.99 62.05 61.97
task description + CoT + ETA 4-shot 62.87 62.84 62.80 61.04 61.08 61.01 61.96 61.96 61.91
task description + CoT + ETA 8-shot 63.13 63.04 63.02 61.23 61.23 61.18 62.18 62.14 62.10

Table 4: Experimental results of correction the error corpus into an error-free corpus using the introduced spelling
errors. When spelling errors were incorporated into both the test set and the few-shot samples, the Pensure was set
to 0.3.

Method Word Character Average
P R F1 P R F1 P R F1

task description + CoT + ETA 1-shot 62.49 62.51 62.45 61.54 61.61 61.52 62.01 62.06 61.99
task description + CoT + ETA 4-shot 62.76 62.74 62.69 60.95 61.00 60.93 61.86 61.87 61.81
task description + CoT + ETA 8-shot 63.03 62.95 62.93 61.16 61.16 61.11 62.09 62.05 62.02

Table 5: Experimental results of correction the error corpus into an error-free corpus using the introduced spelling
errors. When spelling errors were incorporated for the experiment, the test set had a Pensure of 0.3 and the few-shot
samples had a Pensure of 0.6.

To determine which of these errors to generate,487

we measured the frequency of each type and con-488

ducted a statistical analysis of them, as illustrated489

in Figure 2. First, Typo Actions were divided into490

Character/Jamo Actions, allowing us to choose one491

of the two types. If Character Actions were se-492

lected, one of the sub-divided two types would be493

chosen, and if Jamo Actions were selected, one of494

the sub-divided six types would be chosen. This495

process applied information from the statistical pat-496

tern to determine the chosen type. If an error re-497

sulted from the final sound of a specific character,498

for example, Jamo Actions would be selected from499

the Typo Actions with a probability of 86.58%, and500

C2 would be selected from the Jamo Actions with501

a probability of 35.01%.502

B Prompt Design Details503

We listed the actual texts used in each prompt.504

There are texts in place to prevent over-correction505

problem given the nature of the task, to support the506

reasoning, and to promote the utilization samples507

for few-shot learning.508

• texttask: Correct any errors in the509

following input written in Korean,510

while keeping the sentence unchanged511

as much as possible. Give me only512

the correct input, without any513

explanations.514

• textcot: You have to carefully check515

the input and correct any errors step516

by step.517

• textn-shot: Here is an example/are 518

examples that you can refer to correct 519

the given input. 520

• samples: samples for few-shot learning se- 521

lected from the train and validation sets. 522

We conducted 1, 4, and 8-shot learning, wherein 523

the number of samples for the same input increased. 524

We set the samples in the larger shots to encompass 525

those in the smaller shots. For example, if sample 526

A was selected in the 1-shot, the 4-shot samples 527

include sample A along with new samples B, C, 528

and D. Consequently, the 8-shot samples include 529

samples A~D with new samples E, F, G, and H. 530

This was done to prevent performance from be- 531

ing solely determined by the random selection of 532

additional samples. It allows for a quantitative com- 533

parison as the number of instances containing the 534

introduced spelling errors increases with the growth 535

of n, assuming the presence of the common sam- 536

ples for the same input. 537

C Experimental Details 538

C.1 Settings 539

We chose the gpt-3.5-turbo-0125 model of 540

ChatGPT. Depending on the nature of the task, to 541

ensure the output focuses solely on spelling errors 542

without generating excessive text that could lead 543

to an over-correction problem, we configured the 544

temperature and top_p to 0.1. 545

In our experiments, we conducted a single run 546

when using only task description and CoT and 547
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two runs for few-shot learning. The average perfor-548

mance of each result was reported, with indepen-549

dent samples utilized for the few-shot learning.550

C.2 Metrics551

We employed precision, recall, and f1-score for552

evaluation. In contrast to other downstream tasks553

in text generation, spell checking does not involve554

generating new tokens; instead, the goal is to cor-555

rect errors while maintaining the correct words.556

Therefore, we devised the metrics evaluating the557

correctness and order of words between the outputs558

and gold texts, as well as the correctness and order559

of characters.560

C.3 Additional Experiments561

We further experimented with the more challenging562

test set with lower values of Pensure, and the results563

are presented in Table 4~5. We kept the value of564

Pensure of 0.6 to the test set and varied its value to565

the samples for few-shot learning in Table 1~2. In566

this section, we conducted experiments using the567

same samples for few-shot learning, while applying568

Pensure of 0.3 to the test set.569

The results at the word-level exhibited a grad-570

ual improvement in performance with an increas-571

ing number of samples with few-shot learning. At572

the character-level, a slight improvement was ob-573

served when relying solely on the task description,574

and as a result, the best averaged performance was575

obtained through few-shot learning with the intro-576

duced spelling errors. In terms of the performance577

variation, There was a slight advantage with a578

Pensure of 0.3 compared to 0.6 on the test set. This579

indicated that correcting the introduced spelling580

errors through prompting performed well on more581

challenging input. However, further experiments582

with various values of Pensure are needed for con-583

clusive results. It is important to note that we used584

Pensure values of 0.6 and 0.3 throughout all exper-585

iments, but this choice was based on quantitative586

comparisons, and the users have the flexibility to587

adjust the value as desired.588
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