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Abstract

We study a new class of MDPs that employs multinomial logit (MNL) function
approximation to ensure valid probability distributions over the state space. Despite
its benefits, introducing the non-linear function raises significant challenges in both
computational and statistical efficiency. The best-known result of Hwang and Oh

[2023] has achieved an O(k~'dH?/K) regret, where & is a problem-dependent
quantity, d is the feature dimension, H is the episode length, and K is the number
of episodes. While this result attains the same rate in K as linear cases, the method
requires storing all historical data and suffers from an O(K) computation cost per
episode. Moreover, the quantity x can be exponentially small in the worst case,
leading to a significant gap for the regret compared to linear function approximation.
In this work, we first address the computational and storage issue by proposing an
algorithm that achieves the same regret with only O(1) cost. Then, we design an
enhanced algorithm that leverages local information to enhance statistical efficiency.
It not only maintains an O(1) computation and storage cost per episode but also

achieves an improved regret of O(dH2vVK + d>H?k 1), nearly closing the gap
with linear function approximation. Finally, we establish the first lower bound for
MNL function approximation, justifying the optimality of our results in d and K.

1 Introduction

Reinforcement Learning (RL) with function approximation has achieved remarkable success in
various applications involving large state and action spaces, such as games [Silver et al., 2016],
algorithm discovery [Fawzi et al., 2022] and large language models [Ouyang et al., 2022]. Therefore,
establishing the theoretical foundation for RL with function approximation is of great importance.
Recently, there have been many efforts devoted to understanding the linear function approximation,
yielding numerous valuable results [ Yang and Wang, 2019, Jin et al., 2020, Ayoub et al., 2020].

While these studies make important steps toward understanding RL with function approximation,
there are still some challenges to be solved. In linear function approximation, transitions are assumed
to be linear in specified feature mappings, such as P(s'|s,a) = ¢(s'|s,a) " 6* for linear mixture
MDPs and P(s'|s, a) = ¢(s,a) " u*(s") for linear MDPs. Here P(s’|s, a) is the probability from state
s to state s’ taking action a, ¢(s’|s, a) and ¢(s, a) are feature mappings, 8* and p*(s’) are unknown
parameters. However, a transition function is a probability distribution over states, i.e., the magnitude
falls within the range of [0, 1], and the aggregation equals 1. For certain feature mappings, linear
transitions may not yield a valid probability distribution with arbitrary 6 and p as show by [Hwang
and Oh, 2023]. While there are also some works exploring generalized linear [Wang et al., 2021] and
general function approximation [Russo and Roy, 2013, Foster et al., 2021, Chen et al., 2023], they
made assumptions over value functions rather than transitions, hence do not tackle this challenge.
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Table 1: Comparison between previous works and ours in terms of the regret, computation cost
and storage cost. Here x and x* are exponentially small problem-dependent quantities defined in
Assumption 1, d is the feature dimension, H is the episode length and K is the number of episodes.
The computational cost and storage cost per episode indicate the dependence on episode count k.

Reference Regret Com. Sto. MDP model
Hwang and Oh [2023] O(k~'dH?VEK) O(k) O(k) homogeneous
UCRL-MNL-OL (Theorem 1) O(k~*dH*VK) o) o) inhomogeneous
UCRL-MNL-LL (Theorem 2) O(dH?*VK +d*H?*s~)  O(1) 0(1) inhomogeneous
Lower Bound (Corollary 1) Q(dHVKk*) / / infinite action space

Towards addressing the limitation of linear function approximation, a new class of MDPs that utilizes
multinomial logit function approximation has been proposed by Hwang and Oh [2023] recently.
Despite its benefits, the introduction of non-linear functions raises significant challenges in both
computational and statistical efficiency. Specifically, the best-known approach of Hwang and Oh
[2023] has achieved an O(k~*dH?\/K) regret. While matching the optimal regret of O(dvH3K)
as linear function approximation in terms of K [Zhou et al., 2021, He et al., 2023], their method
requires storing all historical data and the computational cost per episode grows linearly with the
episode count, which is expensive. Moreover, the quantity « can be exponentially small, leading to a
significant gap for the regret compared to the linear cases. Thus, a natural question arises:

Is MNL function approximation more difficult than linear function approximation for RL?

In this paper, we answer this question by making significant advancements in both computational
and statistical efficiency for MDPs with MNL function approximation, nearly closing the gap with
linear function approximation. Table 1 presents a comparison between previous studies and our work.
Specifically, our contributions are summarized as follows:

* We first propose the UCRL-MNL-OL algorithm based on a variant of Online Newton Step, attaining
an (’3(/@_1dH VK ) regret with O(1) computational and storage costs per episode. This result
matches the best-known regret by Hwang and Oh [2023], yet achieves the same computational and
storage efficiency as linear function approximation [Jin et al., 2020, Zhou et al., 2021].

* As the quantity x can be exponentially small, we propose an enhanced algorithm UCRL-MNL-LL,

which leverages the local information to improve the statistical efficiency. It not only maintain

O(1) computational and storage costs but achieve an improved regret of O(dH2VK + d2H2x™1).

The higher-order term matches the optimal regret O(dv/H3K) for linear mixture MDPs [Zhou

etal., 2021] and linear MDPs [He et al., 2023] in d and K, differing only by an O(H 1/ 2) factor.

We establish the first lower bound for MDPs with MNL function approximation by introducing a

reduction to the logistic bandit problem. We prove a lower bound of Q(dH+v/ K x*) for MDPs with
infinite action space. Though this does not constitute a strict lower bound for the finite actions case
studied in this work, it suggests that our result may be optimal with respect to d and K. !

From a technical perspective, inspired by recent advances in logistic bandits [Zhang et al., 2016,
Faury et al., 2020, Zhang and Sugiyama, 2023], we observe that the negative log-likelihood function
is exponentially concave, which motivates us to apply online Newton step to estimate the unknown
transition parameter in an online manner. Moreover, we employ the Bernstein-like inequalities and
the self-concordant-like property [Bach, 2010] of the log-loss to achieve the better dependence on «.

Organization. We introduce the related work in Section 2 and present the setup in Section 3. Then,
we design an algorithm with constant computational and storage costs in Section 4. Next, we present
an algorithm with improved regret guarantee in Section 5. Finally, we establish the lower bound in
Section 6. Section 7 concludes the paper. Due to space limits, we defer all proofs to the appendixes.

! After the submission of our work to arXiv [Li et al., 2024a], a follow up work by Park et al. [2024] improved
the lower bound to Q(dH?3/2v/K). This confirms that our result is indeed optimal with respect to d and K.



Notations. Denote by [n] the set {1,...,n} and use [z], ) to denote min(max(z,a),b). For
X, Y € R4%4 X > Y means X — Y is positive semi-definite. For a vector x € R< and positive
semi-definite matrix A € R4*?, denote ||x||4 = vx' Ax. The O(-) hides polylogarithmic factors.

2 Related Work

In this section, we review related works from both setup and technical perspectives.

RL with Generalized Linear Function Approximation. There are recent efforts devoted to
investigating function approximation beyond the linear models. Wang et al. [2021] investigated
RL with generalized linear function approximation. Notably, unlike our approach which models
transitions using a generalized linear model, they apply this approximation directly to the value
function. Another line of works [Chowdhury et al., 2021, Li et al., 2022, Ouhamma et al., 2023]
has studied RL with exponential function approximation and also aimed to ensure that transitions
constitute valid probability distributions. The MDP model can be viewed as an extension of bilinear
MDPs in their work while our setting extends linear mixture MDPs. These studies are complementary
to ours and not directly comparable. Moreover, these works also enter the computational and statistical
challenges arising from non-linear function approximation that remain to be addressed. The most
relevant work to ours is the recent work by Hwang and Oh [2023], which firstly explored a similar
setting to ours, where the transition is characterized using a multinomial logit model. We significantly
improve upon their results by providing computationally and statistically more efficient algorithms.

RL with General Function Approximation. There have also been some works studies RL with
general function approximation. Russo and Roy [2013] and Osband and Roy [2014] initiated the
study on the minimal structural assumptions that render sample-efficient learning by proposing a
structural condition called Eluder dimension. Recently, several works have investigated different
conditions for sample-efficient interactive learning, such as Bellman Eluder (BE) dimension [Jin
et al., 2021], Bilinear classes [Du et al., 2021], Decision-Estimation Coefficient (DEC) [Foster et al.,
2021], and Admissible Bellman Characterization (ABC) [Chen et al., 2023]. A notable difference is
that they impose assumptions on the value functions while we study function approximation on the
transitions to ensure valid probability distributions. Moreover, the goal of these works is to study the
conditions for sample-efficient reinforcement learning, but not focus on the computational efficiency.

Multinomial Logit Bandits. There are two types of multinomial logit bandits studied in the literature:
the single-parameter model, where the parameter is a vector [Cheung and Simchi-Levi, 2017] and
multiple-parameter model, where the parameter is a matrix [Amani and Thrampoulidis, 2021]. We
focus on the single-parameter model, which are more relevant to our setting. The pioneering work by
Cheung and Simchi-Levi [2017] achieved a Bayesian regret of O(x~*dv/K ), where K denotes the
number of rounds in bandits. This result was further enhanced by subsequent studies [Oh and Iyengar,
2019, 2021, Agrawal et al., 2023]. In particular, Périvier and Goyal [2022] significantly improved the
dependence on &, obtaining a regret of O(dv/kK + x~1) in the uniform revenue setting. Most prior
methods required storing all historical data and faced computational challenge. To address this issue,
the most recent work by Lee and Oh [2024] proposed an algorithm with constant computational and
storage costs building on recent advances in multiple-parameter model [Zhang and Sugiyama, 2023].
Their algorithm achieves the optimal regret of O(dvkK + ') and O(dv' K + x~') under uniform
and non-uniform rewards respectively. However, although the underlying models of MNL bandits and
MDPs share similarities, the challenges they present differ substantially, and techniques developed for
MNL bandits cannot be directly applied to MNL MDPs. For example, in MNL bandits, the objective
is to select a series of assortments with varying sizes that maximize the expected revenue, whereas in
MNL MDPs, the goal is to choose one action at each stage to maximize the cumulative reward. Thus,
it is necessary to design new algorithms tailored for MDPs to address these unique challenges.

3 Problem Setup

In this section, we present the problem setup of RL with multinomial logit function approximation.

Inhomogeneous, Episodic MDPs. An inhomogeneous, episodic MDP instance can be denoted by a
tuple M = (S, A, H,{Pp}}L,, {rn}}_,), where S is the state space, A is the action space, H is the
length of each episode, P, : S x A x S — [0, 1] is the transition kernel with P, (s’ | s, @) is being the



probability of transferring to state s’ from state s and taking action a at stage h, 7, : S X A — [0, 1]
is the deterministic reward function. A policy m = {ﬂ'h}hH:l is a collection of mapping 7, where
each 7, : S — A(A) is a function maps a state s to distributions over A at stage h. For any policy 7
and (s,a) € S x A, we define the action-value function )7 and value function V;™ as follows:

H
Z T (Sheyan) [sh = s,an = a
h'=h
where the expectation of ()}, is taken over the randomness of the transition P and policy 7. The optimal
value function V;* and action-value function @} given by V;*(s) = sup, V;"(s) and Q5.(s,a) =
sup, Q7 (s,a). For any function V' : S — R, we define [P,V](s,a) = Egp,(|s,a)V (5). The
Bellman equation for policy 7 and Bellman optimality equation are given by

QZ(S, a) = Th(sa a) + [thlgh+l} (S, a)v QZ(Sv a) = rh(sv a) =+ []P)hVI:,h—o—l] (57 a)'

Learning Protocol. In the online MDP setting, the learner interacts with the environment without the
knowledge of the transition {P; }/L ;. As learning rewards is no harder than transitions, we assume
the reward {rh}f{{:l is known. The interaction proceeds in K episodes. At the beginning of episode
k, the learner chooses a policy 7, = {m 1 ,. Ateach stage h € [H], starting from the initial
state sy, 1, the learner observes the state sy, chooses an action ay, ;, sampled from 7y, (- | sk.5),
obtains reward 7y, Sk, 5, ak.p) and transits to the next state si p4+1 ~ Pr(: | Sk.n, ar,n) for h € [H].
The episode ends when sp; is reached. The goal of the learner is to minimize regret, defined as

K K
Reg(K) = > Vi"(sk1) = D Vi™ (sk),
k=1 k=1

which is the difference between the cumulative reward of the optimal policy and the learner’s policy.

QZ(S,G) =E ’ V}Zr(s) = EaNﬂ'h(-ls) [QZ(S,CL)} )

Multinomial Logit (MNL) Mixture MDPs. Although significant advances have been achieved
for MDPs with linear function approximation, Hwang and Oh [2023] show that there exists a set
of features such that no linear transition model (including bilinear and low-rank MDPs) can induce
a valid probability distribution over the state space, which limits the expressiveness of function
approximation. To overcome this limitation, they propose a new class of MDPs with multinomial
logit function approximation. We introduce the definition of MNL mixture MDPs below.
Definition 1 (Reachable States). For any (h, s,a) € [H] x S x A, we define the “reachable states”
as the set of states that can be reached from state s taking action a at stage h within a single transition,
ie., Snsa= {5 €S |Py(s'|s,a) > 0}. Furthermore, we define S}, s o = |Sh.s.o| and denote by
U4 max(p,s,q) Sh,s,a the maximum number of reachable states.
Remark 1. There are many cases that even when the state space is very large, the maximum number
of reachable states U is small. This phenomenon is common in situations where the next state is close
to the current state. An illustrative example is the RiverSwim problem [Strehl and Littman, 2004].
Definition 2 (MNL Mixture MDP). An MDP instance M = (S, A, H, {Py }H1 |, {ry}L ) is called
an inhomogeneous, episodic B-bounded MNL mixture MDP if there exist a known feature mapping
#(s' | s,a) : S x Ax S — R¥ with ||¢(s' | s,a)||2 < 1 and unknown vectors {07}, € © with
O = {0 € R%,||0||2 < B}, such that for all (s,a,h) € S x A x [H] and ' € S}, 5 4, it holds that
exp(¢(s' | 5,a)"0})
Sses, ., xP(6( ] 5,0)T0;)
Remark 2. While the work of Hwang and Oh [2023] focuses on the homogeneous setting, where

the transitions remain the same across all stages (i.e., P; = ... = Pg), we address the more general
inhomogeneous setting, allowing transitions to vary across different stages.

Py(s"| s,a) =

exp(¢(s’ | 5,a) ")
> sess.q XP(P(5]5,0)70)
the key problem-dependent quantities for this problem firstly introduced by Hwang and Oh [2023].
Assumption 1. There exists 0 < £ < k* < 1 such that for all (s,a,h) € S x A x [H] and

s', 8" € Sp 5.4, it holds that infpco pgia(ﬁ)pi:l(ﬂ) > Kk and piia(ﬁ*)pzj;(é)*) > K*.

‘We introduce

For any § € R?, we define the induced transition as pﬁja(ﬁ) =

Assumption 1 is similar to the standard assumption in generalized linear model literature [Filippi
et al., 2010, Wang et al., 2021] and logistic bandits literature [Faury et al., 2020, Abeille et al., 2021,
Zhang and Sugiyama, 2023] to guarantee the Hessian matrix is non-singular in Property 1.



4 Computationally Efficient Algorithm by Online Learning

In this part, we design an algorithm that achieves O(1) computational and storage costs per episode.

Since the transition parameter ¢} is unknown, we need to estimate it using the historical data. At
episode k, we collect a trajectory {(sk.n,ax n)}L |, then define the variable: yy ,, € {0,1}Ven
where yi, = 1(sppi1 =) for s € Spp 2 Ssinsawn and Npp =[Skl We denote by

pz/ R (0) = pi; nsann (0). Then yy, p, is a sample from the following multinomial distribution:

Yk,h ~ multinomial(l, [pZTh(a*)v s apzl\;f " (9 )])7

where the parameter 1 indicates that yy, 5, is a single-trial sample. Furthermore, we define the noise

€ n =Y — Pin(0;). Itis clear that e, 5, € [—1,1]Nen Elex] =0and Y e, , €, = 0.

Efficiency Concern. Hwang and Oh [2023] made the first step by proposing an approach using the
maximum likelihood estimation (MLE). Specifically, their estimator 6y, ;, is defined as

k—1

: s’ s )‘ 2
Op,n = al;gegzln; IGXS: —y;  logp; ,(0) + §||9||2- €]
=ls ih

Despite favorable theoretical guarantee, the computational and storage cost of this method is expensive.
First, in episode k, the estimator 6y, 5, in (1) is computed using all samples collected in previous
episodes, resulting an O(k) storage cost. Second, to solve this optimization problem, the projected
gradient descent [Boyd and Vandenberghe, 2004] are usually applied. However, as discussed in Faury
et al. [2022], the optimization of the MLE problem typically require O(klog(1/¢€)) iterations to
achieve an e-accurate solution, which is computationally expensive.

To address this issue, we introduce a novel algorithm named UCRL-MNL with Online Learning
(UCRL-MNL-OL), which achieves both the same regret with O(1) computational and storage cost.
At a high level, our algorithm can be divided into two phases: (i) efficient online estimation, and (ii)
efficient optimistic value function construction. We introduce the details in the following.

Efficient Online Estimation. Instead of using all historical data, our algorithm updates the estimator
in an online manner. Specifically, inspired by the works [Hazan et al., 2014, Zhang et al., 2016] on
logistic bandit, we find the negative log-likelihood function is exponentially concave, which motivates
us to apply a variant of online Newton step [Zhang et al., 2016, Oh and Iyengar, 2021].

First, we define per-episodic loss function f, 5, (), gradient gj, 5, (¢) and Hessian matrix Hy, ,(6) as

ie,n(0) Z yk h logpk n(0),  grn(0) = Z (Pkn(0) = Y2 PR
s GSk h S,GSR h
Hp n ( Z pk n( ¢k h ¢k h Z Z Pk n( pk n( )¢>Z,h(¢i,h)T~ 2
s'€Sk,n s'€Sk,n 8" ESk,n

We introduce the following key property of the loss function fy ,(#) by a second-order Taylor
expansion and mean value theorem, whose proof can be found in Lemma 5 in Appendix A.

Property 1. (i). For any 01,05 € R%, 30 = v, + (1 — v)0y such that
1
Ten(02) = frn(01) + (gr,n(01), 02 — 01) + §||92 0%, (B
(ii). For any 0 € ©, it holds that
Hin(0) =5 > 65 (d5,) " 2 Wi 3)

s'€Skn
Property 1 implies that f, » () is exponentially concave, which enables us to apply the online Newton

step to construct an efficient estimator. Specifically, we construct 61 5, by solving the problem:

“

Yry1,n’

§k+1,h = afeg rgin<gk,h(§k:,h)a 0 — é\k,h> *||9 Oy, e
c

fas fas / ’ . . .
where Xy 10 = Spn + 5 Zs'esk . Dr (07 h)T is the feature covariance matrix.



Algorithm 1 UCRL-MNL-OL

Input: Regulanzatlon parameter A, confidence width Bk, confidence parameter 9.

1: Initialization: 21 n=Al, 01 n=0forall h € [H].
2. fork=1,.... K do

3:  Compute @kJL('v -) in a backward way as in (7).

4 forh=1,...,Hdo

5 Observe current state sy, p,, select action ay, , = argmax, ¢ 4 Q\k,h(SkJL, a).
6: Set §k+1,h = ik,h +5 Zs'esk,h Qb}i:h((b}z:h)T‘

7 Compute Oy+1,, = arg mingee (gk,n(Oxn), 0 — Or.n) + 5[0 — ak,h“%Hl -
8 end for '
9: end for

We show the online estimator é\k n 1n (4) enjoys computational and storage efficiency simultaneously.
As the optimization problem exhibits a standard online mirror descent formulation, it can be solved
with a projected gradient step with the following equivalent formulation by

ttn = Ok = Spy nkn(Okp), and Opiyp = arg fginHe — Orrrnlls,,, .-
. :

This update enjoys a computational cost of only O(d?U ), independent of episode count k [Zhang
and Sugiyama, 2023, Lee and Oh, 2024]. As for storage costs, it avoids the need to store all historical
data by updating the feature covariance matrix 5 k.» incrementally, requiring only O(d?) storage
cost. We note that a dependence on U is introduced in the computational cost. However, as we have
discussed in Remark 1, U can be much smaller than the state space size .S, which is acceptable. This
dependency is typical for model-based methods that directly learn transitions, as it need to control the
estimation error of transitions, which typically involves a total of U elements. Similar dependencies
have been observed in the literature [Hwang and Oh, 2023]. Additionally, even for the model-free
method [Yang and Wang, 2020, Zhou et al., 2021] which learn value functions, a common assumption

is the value 3 s, (;52/7 1V (s") can be obtained by an Oracle, which depends on U implicitly.

Then, we show the estimator gk, 5 is close to the true parameter ¢ by the following lemma.
Lemma 1. For any 6 € (0,1), define the confidence set as

~ ~ 8 kUH
Cr.n = {669 | H9—9k,h||ik,h < \f)\B—i—\/Hdlog (1+ Y ) 5k} 5)

Then, we have Pr[0; € Cy.»] > 1—6,Vk € K|, h € [H].

Remark 3. Notably, a similar confidence set is achieved by Hwang and Oh [2023] by using the MLE
defined in (1). In contrast, we obtain the same results by using an online estimator which only suffers
O(1) computation and storage cost per round. Besides, we identify a technical issue in their analysis.
Specifically, they bound the confidence set using the self-normalized concentration for vector-valued
martingales in Lemma 15. However, it is crucial to recognize that the noise is not independent and
satisfies ), Sin ef:h = 0 since the learner visits each stage h exactly once per episode. Thus, the

noise ef:h becomes deterministic and non-zero given the remaining noise ef:,ll for s” # s'. This
contravenes the zero-mean sub-Gaussian condition in Lemma 15. We observe similar oversights also
appear in the works on multinomial logit contextual bandits [Oh and Iyengar, 2019, 2021, Agrawal
et al., 2023]. To our knowledge, this issue has not been explicitly identified in previous studies. We
note that this issue can be resolved by a new self-normalized concentration with dependent noises in
Lemma 1 of Li et al. [2024b] with only slight modifications in constant factors.

Efficient Optimistic Value Function Construction. Given the confidence set Cy, p,, the most direct
way is to adopt the principle of “optimism in the face of uncertainty”” and construct the optimistic
value function as the maxilnum expected £eward over the confidence set. Specifically, we define the
optimistic value function Qy, (s, a) and Vi 5 (s) as

~

Qr.n(s,a) = |rp(s,a) + max Z pzja(ﬁ)‘/}hhﬂ(s’) ,‘A/k,h(s) :maxék’h(s,a). (6)
0eC 1 S'ESh.s.a [0,H] aeA



However, this construction is not efficient as it requires solving a maximization problem over the
confidence set. Actually, the algorithm only requires the estimated action-value function to be an
upper bound for the true value functions. Thus, we can use a closed-form confidence bound instead
of computing the maximal value over the confidence set. To this end, we present the following lemma
that enables us to construct the optimistic value function more efficiently.

Lemma 2. Suppose Lemma I holds. For any V : S — [0, H| and (h, s,a) € [H] x S x A, it holds
Do POV = DT PV

s'E€Sh,s,a s'€Sh,s,a
Based on this lemma, we can replace the maximization problem in (6) with closed-form confidence
bound and construct the optimistic value function Qy, 5 (s, a) as

~ 5 R
S Hﬁk S,ggax ||¢s,a||2;j1'

h,s,a

A _ s D i / 2 s’ .
Qk,h(saa)—[rh(saa)Jr > Ps,a(9k,h)Vk,h+1(S)+Hﬁks,g1§i,a 193.alls 1 o 7

s'€Sh s,a

At state sy, 5, our algorithm chooses ay ;, = argmax,c 4 @kvh(shh, a). Algorithm 1 presents the
detailed procedure. We show that our algorithm achieves the following regret guarantee.

Theorem 1. For any 6 € (0,1), set Ek as in Lemma 1 and \ = 1, with probability at least 1 — 6,
Algorithm 1 ensures the following regret guarantee

Reg(K) < (5(5_1dH2\/E).
Remark 4. Our algorithm attains the same regret of Hwang and Oh [2023], yet for the more general

inhomogeneous MDPs. Importantly, our algorithm only requires constant computational and storage
costs, matching the computational efficiency of the linear cases [Jin et al., 2020, Zhou et al., 2021].

S Statistically Improved Algorithm by Local Learning

In this section, we present an enhanced algorithm, UCRL-MNL-LL, that leverages local information
to improve the statistical efficiency for MDPs with MNL function approximation.

While the UCRL-MNL-OL algorithm in Section 4 offers favorable computational and storage
efficiency, it suffers from a dependence on ! in the regret. By Assumption 1, the quantity x may
be exponentially small in the worst case, exhibiting an exponential dependence on the radius of the
parameter set and linear in the number of reachable states, i.e., k=1 = O((U exp(B))?). This creates
a significant gap between MNL and linear function approximation.

Recently, the improved dependence on « has been achieved in the logistic bandit literature [Faury
et al., 2020, Abeille et al., 2021, Périvier and Goyal, 2022] by the use of generalization of the
Bernstein-like tail inequality [Faury et al., 2020] and the self-concordant-like property of the log
loss [Bach, 2010]. Thus, a natural question then arises: Can we improve the statistical efficiency
of MNL function approximation for MDPs? We answer this question affirmatively by proposing
an enhanced algorithm that reduces the dependence on x significantly through the use of local
information. Though the achievement has been made in the logistic bandit, the extension to MDPs
with MNL function approximation is non-trivial and new techniques specific to MDPs are required.

We first analyze where the dependence on x comes from. By the analysis of Theorem 1, we can see
that the regret of the algorithm can be upper-bounded as follows,

K H K H
Reg(K) < 2HBx > > max |67 451 + > > M. (8)
Il et © € S
Here, the first term corresponds to the overestimation of the value function, and the second term
represents the martingale difference sequence arising from the stochastic transition dynamics. The
second term can be bounded using the Azuma-Hoeffding inequality, which is independent of . For
the first term, by the construction of the confidence set in Lemma 1, Bk represents the width of the
confidence set, contributing to a k12 dependence. The feature covariance matrix ) &, defined in (4)
reflects the degree of exploration across different states, which also results in a x~'/2 dependence.
To mitigate these dependencies, we design a local learning algorithm that: (i) constructs a confidence

set independent of «; and (ii) builds a x-independent feature covariance matrix that effectively
captures the exploration degree across different states. We introduce the details in the following.



Algorithm 2 UCRL-MNL-LL

Input: Step size 7, regularization parameter A, confidence width Bk’ confidence parameter §.
1: Initialization: H, , = A, 6, ;, = O forall h € [H].

2. fork=1,...,Kdo

3:  Compute @k7;L(-, -) in a backward way as in (11).

4 forh=1,...,Hdo B

5 Observe state sy, 5, select action ay, p, = arg max,e 4 Qk,n(Sk,h, ).

6 Update Hﬁ,h = Hi,n + NHi,n(0k,n)- B B B

7: Compute 0415 = argmin%@(gk’h(ek,h), 0— 9k,h> + 2%7”9 — 9k1h||7_~1k7h.
8 Update Hy, j, = Hpn + Hk,h(ek-&-l,h)'

9 end for

10: end for

5.1 Improved Online Estimation

In Property 1, we show the Hessian matrix Hj, j, is lower bounded by a positive definite matrix
KY e Seon qSZ: h ((ﬁ,i/ ») | uniformly over the parameter domain, as in (3). This quantity measures the
exploration degree across different states and is used to update the parameter estimation and construct
the confidence set. However, the bound is not tight, as the Hessian matrix can be significantly larger
in certain regions, away from the global minimum. This observation motivates us to design a local
learning algorithm that can adaptively leverage local information for improved guarantee.

Inspired by recent advances in multinomial logistic bandit (MLogB) [Zhang and Sugiyama, 2023]
and multinomial logit contextual bandit (MNL) [Lee and Oh, 2024], we run an online mirror descent
algorithm to estimate the parameter 6; . Differently from (4), we use the local Hessian matrix Hy, p,
to update the estimation instead of the global lower bound. Specifically, we estimate 6}, ;, as follows:

- - - 1 -
Or+1,n = argmin(ge n(Ok,n), 0 — Orn) + —0 — Ornllz, - ©)]
+1 g1 (91,1 (Ore,1) ) 277|| IS
where 7 is the step size, H p = Zf;ll Hi7h(5i+17h) 4+ M4 and ﬁk,h =Hpn+ nHk7h(§k7h). Note

that both Hy, ;, and ?—NL;“ » can be updated incrementally. Similar to the update in (4), the optimization
problem in (9) can be efficiently solved using the following two-step update:

Ops1.h = Okh — nﬁgzgk,h(ek,h% and Opy1p = aregrr@ﬂnlle —Ok1n 7, .-

" :
This two-step update procedure incurs a computational cost of O(d3U) and a storage cost of O(d?)
per episode, both independent of the episode count k.

Based on this estimator, we can construct the x-independent confidence set as follows.

Lemma 3. For any 0 € (0,1), define the confidence set as
C~k,h ={0cO||0- 5k,h,||f;-[k,h < gk}

where B, = O(v/dlog Ulog(K H/5)). Then, we have Pr[0; € Cr.n] > 1—0,Vk € [K],h € [H).

Remark 5. Zhang and Sugiyama [2023] studied the multiple-parameter MLogB model, where the
unknown parameter is a matrix. Consequently, the confidence set in Theorem 3 of their work exhibits
a polynomial dependence on the number of possible outcomes, which corresponds to the number
of reachable states U in our setting. This dependence is acceptable in the bandit setting while is
not suitable for the MDP setting. In contrast, Lee and Oh [2024] focused on the single-parameter
MNL model and revisited the self-concordant-like property, demonstrating that the log-loss of the
single-parameter MNL model is 3+/2-self-concordant-like (Proposition B.1 in Lee and Oh [2024]).
This property is crucial for the improved confidence set in Lemma 3 that is independent of x and U.



5.2 Improved Optimistic Value Function Construction

Based on the confidence set in Lemma 3, a natural choice for the optimistic value function construction
is analogous to (7) and can be expressed as:

Qm@ﬂ%=PM&@+ > ﬁu@mﬁmﬂww+H@ngJw;mﬁ; . (10)

S/E‘Sh,s,a O’H]

However, though E & now is independent of x and H,:}L preserves the local information in (10), the

norm MmaXs/ Sy, 5,
—-1/2

(bzl nllg—1 is still in a global manner due to the maximum operation, leading to
’ k,h

ak dependence. To address this issue, we propose a new construction of the optimistic value
function. Specifically, we employ a second-order Taylor expansion to more accurately bound the
value difference arising from transition estimation errors.

Although the idea of using second-order Taylor expansion has been explored in bandits [Périvier and
Goyal, 2022, Zhang and Sugiyama, 2023, Lee and Oh, 2024], fundamental differences arise in the
MDP setting. Specifically, Périvier and Goyal [2022] studied the uniform revenue setting, where the
reward is identical for all actions. Zhang and Sugiyama [2023] and Lee and Oh [2024] focused on
the non-uniform setting, but the rewards for different actions are known a priori. However, in the
MDP setting, the value function is state-dependent and unknown to the learner, leading to a more
challenging problem. Moreover, in MNL bandits, the objective is to select a series of assortments
with varying sizes that maximize the expected revenue, whereas in MNL MDPs, the goal is to choose
one action at each stage to maximize the cumulative reward. Due to these differences, the analyses
used in the bandit setting cannot be directly applied to the MDP setting.

For MDPs, we show the value difference arising from the transition estimation error as follows.
Lemma 4. Suppose Lemma 3 holds. Forany V : S — [0, H| and (h, s,a) € [H] x § x A, it holds

ST pl @)V = D pll@V(s)

S’ES}MS,Q S/Esh,s‘a

fst snd
S 6s,a + 6s,a'

where

SE=HB > pla@n)|ole = D pla@inei

5 ~ ’
snd __ Y 2 s 2
€ = 2Hﬁk é/max Hd’s,aHka}h'
S/Eshvsﬁa SNESh,s,a

_15s5a
Hin s'€Sh,s5,a

Based on Lemma 4, we construct the optimistic value function as follows:

@k,h(& a) = |:Th(5aa) + Z pi:a(é\;@’h)f@hﬂ(s’) + ef:; + ei‘j . (11)
8'€Sh,s,a [0,H]

!
s
s,a

In contrast to the value function specified in (10), where the term maxres, , , |5 ,[l;,-1 is utilized,
e k,h

the refined value function introduced in (11) substitutes this term with eﬁs;‘ + €7 This adjustment
better preserves local information, offering a more precise and s-independent estimation error bound.

At state sy, p,, our algorithm chooses action ay ;, = max kaﬁh(shh, -). The detailed algorithm is
presented in Algorithm 2. We show the regret guarantee of UCRL-MNL-LL in the following theorem.

Theorem 2. Forany § € (0,1), set B, = O(Vdlog U log(KH/6)), n = Llog(14+U)+ (B+1)

and A = 84\@7](3 + d), with probability at least 1 — §, UCRL-MNL-LL algorithm ensures the
following regret guarantee

Reg(K) < (5(dH2\/l?+ k1 d*H?).

Remark 6. The high-order term in Theorem 2 is now independent &, significantly improving the
statistical efficiency compared with Theorem 1. In comparison with the optimal regret of 6(d\/ H3K)
for linear cases [Zhou et al., 2021, He et al., 2023], the higher-order term in Theorem 2 only differs by
a factor of H'/2, almost matching the same computational and statistical efficiency simultaneously.



6 Lower Bound

In this section, we establish a lower bound for MNL mixture MDPs by presenting a novel reduction,
which connects MNL mixture MDPs and the logistic bandit problem.

Consider the following logistic bandit problem [Faury et al., 2020, Abeille et al., 2021]: at each round
k € [K], the learner selects an action x;, € X and receives a reward r, sampled from Bernoulli
distribution with mean p(z " 0*) = (1 + exp(—2"0*))~!, where 0* € {0 € R%,||0||2 < B} is the
unknown parameter. The learner aims to to minimize the regret:

K K
Reg"®(K) = max y " pu(x'0%) = > () 6°).
k=1 k=1

Theorem 3 (Lower Bound). For any logistic bandit problem BB, there exists an MNL mixture MDP
M such that learning M is as hard as learning H /2 independent instances of B simultaneously.

Corollary 1. For any problem instance {0;’;}th1 and for K > d%k*, there exists an MNL mixture
MDP with infinite action space such that Reg(K) > Q(dHV K«k*).

Remark 7. Corollary 1 can be proved by combining Theorem 3 and the Q(dv/ K x*) lower bound
for logistic bandits with infinite arms by Abeille et al. [2021]. To the best of our knowledge, a lower
bound for logistic bandits with finite arms has not been established, which is beyond the scope of this
work. This absence leaves the lower bound for MNL mixture MDPs with a finite action space open
through this reduction. However, after the submission of our work to arXiv [Li et al., 2024a], a follow
up work by Park et al. [2024] proposed a new reduction that bridges MNL mixture MDPs with linear
mixture MDPs by approximating multinomial logit functions to linear functions, employing the mean
value theorem. Leveraging this new reduction, they established an Q(dH 312K ) lower bound for
MNL mixture MDPs with the finite action space. This achievement confirms that our result is indeed
optimal with respect to the dependence on d and K, only differing by a O(H'/?) factor.

Dependence on H. By the discussion in Remark 7, we note that our result is optimal with respect to
d and K, but loosing by a O( H'/2) factor. We discuss the challenges in improving the dependence on
H. Notably, MNL mixture MDPs can be viewed as a generalization of linear mixture MDPs [Ayoub
et al., 2020, Zhou et al., 2021]. The pioneering work by Ayoub et al. [2020] achieved a regret bound
of O(dH 2VK ) for linear mixture MDPs, which matches our results in Theorem 2, differing only
on the lower order term. Later, Zhou et al. [2021] enhanced the dependence on H and attained an
optimal regret bound of O(dv H3K). This was made possible by recognizing that the value function
in linear mixture MDPs is linear, allowing for direct learning of the value function while incorporating
variance information. In contrast, the value function for MNL mixture MDPs does not conform to a
specific structure, posing a significant challenge in using the variance information of value functions.
Thus, it remains open whether similar improvements on H are attainable for MNL mixture MDPs.

7 Conclusion and Future Work

In this work, we study MNL mixture MDPs that employ multinomial logit function approximation
to ensure valid probability distributions over the state space. We address both the computational
and statistical challenges for this problem. Specifically, we first propose an algorithm based on the
online Newton step that attains the O(x~'dH?v/K) regret with O(1) computational and storage
costs per episode. Next, we propose an enhanced algorithm that leverages local information to
improve the statistical efficiency. It not only maintains (O(1) computational and storage costs but

also achieves an improved regret of (5(dH 2K + d>H?k~"), nearly matching the result of linear
function approximation from both computational and statistical perspectives. Finally, we establish
the first lower bound for MNL mixture MDPs, justifying the optimality of our results in d and K.

There are several interesting directions for future work. First, there still exists a gap between the upper
and lower bounds and how to close this gap is an open problem. Besides, while this work focuses
on stochastic rewards, extending this model to the non-stationary settings and studying the dynamic
regret [Wei and Luo, 2021, Zhao et al., 2022, Li et al., 2023] is an another important direction.
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A Properties of the Multinomial Logit Function

This section collects several key properties of the multinomial logit function used in the paper.

Without loss of generality, we assume VS}, 5 o, 38" € Shs,4 such that ¢(s’ | s,a) = 0. Otherwise, we
can always define a new feature mapping ¢'(s” | s,a) = ¢(s'|s,a) — ¢(s” | s,a) forany s” € Sp, 5.4
such that ¢’ (s’ | s,a) = 0 and the transition induced by ¢’ is the same as that induced by ¢. We
denote this state as 5, 5 , and S'h,s,a = Sh.s,a\{$n,5,a}-

Recall the following definitions in the paper:

frn(0) Z yinlogpi 1 (0),
8'€Sk,n
gk,h(e) = Z (pi,h(e) - yli,h)(bz,h
s'€Sk.n
Hy,n(0) = Z pk:h ¢kh ¢kh Z Z th pk:h )¢Z,h(¢i,h)T-
s'€Sk.n S Gsk h S ,/Gsk h
ik’h:*Z Z ¢ +)\Id7
i=1s"€S;
k—1 _
Hen = ZHi,h(9i+1,h) + Mg,
i=1

Lemma 5. The following statements hold for any k € [K], h € [H]:
Hk,h(e) = Z Pi,h( Pikhh( )¢Z,h(¢z,h)T =K Z ¢Z,h(¢i,h)T
SIES}CJL S/ESk,h
Proof. First, note that

Vr,y € Rd, (z—y)(z— y)T =xz! + ny - myT — yxT =0 = az ' +ny - xyT + yxT.
Then, we have

Hy 1,(0)
Z pkh ¢kh ¢kh Z Z pkh pkh )¢kh(¢kh)
S'E€ESk,n s'€Sk,n 8" ESk,n
= Z pi,h( )¢kh ¢kh Z Z th pkh )¢k h(¢k h)
S/ESk h s ESk h GHESk h
// ’ " T " ’ T
Z pk n( ¢k h ¢k n) Z Z pk 1 ()i, (0) <¢Z,h(¢i,h) + On (D7 n) )
s'E€Skn $'€Sk,n 8" ESkn
]. ’ ’ T " 1" T
Z pkh ¢kh ¢kh ) Z Z th th )(d)i,h(qﬁi,h) +¢>Z,h(¢i,h) )
s'E€Sk $'€Sk,n 8" €Sk,
= Z p};h( )¢kh ¢kh Z Z pkh pkh )¢k h(¢k h)
S’Gskﬁh S ESkﬁh S”Gsk)h,
7 1" ’ !’ T
> pia@ (1= > pi0) 665
S’ESkvh S”Esk h
= Z p};h( )kahh( )¢k h(¢k h)
s’eSk,h
=K Z Shn(dhn)"
s'€Sk,n

where the last inequality holds by the definition of s in Assumption 1. This finishes the proof. W
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Lemma 6. Suppose \ > 1, define qst’h = (;SZ:,L — Zs”esk,h pi%(gkﬂﬁ)qbi;ﬂfor any k € [K],h €
[H], the following statements hold:

k

4 kU
L < = -
n > Joax ||<m|| _Rdlog (1+ ,\d>

ﬁx
-

. k
pz b (i1 pz i (0 i+1,h)||¢i,h||'2;{;i < 2dlog (1 + Ad)

<.

= L

s'€S; n

‘ 2 k
S, <Z ki
) > o 67, < Sdlog (1+ ! d)

=1

k
Z Z zh 1+1 h ||¢z thH—l < 2dlog <1 + /\d>

i=1s"€S;n

>

k
~ 2 k
\Y4 S 12, < Zdlog [ 1+ —
(V) E ] gfhlmhll oS og( +/\d>

i=1

Proof. We prove the five statements individually.

Proof of statement (I). By the definition that Sy 1 = Sk n + § Y ues, , n(05,) 7> we have

~ ~ K ’
det(Xk+1,n) = det(Eg,n) (1 +3 > ||</>Z,h||2§k—1h)-

s'€Sk,n
Then, we get
det(ik Lh) kU
— S 2 % < -
Zlog(H > 65l ) <lo (det(zlh) < dlog (1+ (12)
s'€Sin >

where the last inequality holds by determinant trace inequality in Lemma 16. Since A > 1, we have
maxyes, , |05 lls-1 < 1, thus, we have
o ’ ih

k
> o 67 szmm{ LAY
i=1 SES h
gleog(u— > el )
s'€Sin

| /\

kU
—dl 1 -
Kdog( +)\d>

where the first inequality holds by the fact that z < 2log(1 + z) for any z € [0,1] and the last
inequality holds by (12).

Proof of statement (II). By Lemma 5, we have Hy 5 (0) = 3 . cs, . pz:h( )pzkhh( )¢k L (08 W
Thus, we have

Hivrn = Hen+ D PinOcern)ril Orsrn)di (05 0) 7

S’ESk,h

Then, we get

det(His1n) = det(Hig) (14 Y Pl @er)pyil Gienn) 165015, )-

s 651 h
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Since A > 1, we have Es/esg hpf:h(g’iﬂ,h)pff,; (91+1 n)|loF h”?—t : < 1. Using the fact that
z < 2log(1 + z) for any z € [0, 1], we get

Z Z pzh z+1hplh " (0 z+1h)||¢zhHH 1

1= 1568;,

< QZIOg (1 + Z P;nOie1n)p; " (9i+1,h)H¢f,h”i;;)
=1 s/€$1,h
det(Hr+1.n)

<21 —_—
=T ( det(H1 1) )
k
< 2d1 14+ —
= 2008 ( + )\d)
Proof of statement (III). By Lemma 5, we have

’ ! T
Hiv1,n = Heg1,n + K Z %0 (Drn)
s’ESk,h

Since A > 1, we have K maxyecs, , 258

(1 + 2) for any

i,h
z € [0,1]. By a similar analysis as the statement (2), we have

k k
’ 2 ’
s" 12 s
> e 05l < o (14 mae 1000l )
2 det
< 2 1og (2880 11n)
K dCt(HLh)
2 k
< —dl 1+ —
< 2aog (14 5).
This finishes the proof.

Proof of statement (IV). By the definition of Hy, ,(6), we have

Hin(0)= ) i (0)85 (0 - > Pin(O)p ()65 4 (657) T

s'€S;.n s'€S;n s"ESi,n
Sl Sl S, Sl T
= Eslepi,h(e) [(bi,h((bi,h)—r] - ES’EPi,h(e) [¢i,h] (ES’EPi,h(e) [(bz,h])
= Es’Epi,h(G) [((bfh - ES”Epi,h(Q)QSf,h)(Qb?,h - Es”Epi,h(0)¢f,h)T]
Thus, we have
Hy gy (Bisrn) = Z Pin(Bir1n) (@5 1) (050" (13)
s'€Sin
Then, we get
'y pe s’ T
Hit1,n = Hin + Z Pk h (Ok41,0) (5 1) (DF.1)
s'E€Sk,n
The remaining proof is similar to the proof of statement (2).

Proof of statement (V). By (13), we have

Hin(Ois1n) = Y pin(Oisn) (@) 050) =5 Y (5)(@050) -

S ESL h S GSL},‘

Then, the remaining proof is similar to the proof of statement (3). |
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B Proof of Lemma 1

B.1 Main Proof

Proof. The main proof follows the proof of Theorem 1 in Zhang et al. [2016]. We define
Fen(0) =By [fen(0) | Finl,  Grn(0) = Eyy , [9k,1(0) | Fienl-

By Property 1, we have fy 1, (6) is exponential concave such that
n * *\ N * K n *
Fen(Okn) < frn(Oh) + (gn(O), Ocn = ) = 51O = O4)llw, .-
Taking expectations on both sides, we have

r n r * - * n * R n *
JenOrn) < frn(0h) + (Gr.n(0h), Ok n — 04) — §||(9k,h — 0wy, - (14)

Based the property of KL diverge, we ensure the true parameter 07 is the minimizer of the expected
loss function by the following lemma.

Lemma 7. For any 6 € ©, we have fi, 1,(05) < fin(0).

Combining Lemma 7 and Equation (14), we have

0 < frn@rn) — Frn(6])

~ ~ K ~
< <gk,h(9k,h)7 9k7h - 9;;) - 5”(9;; — 9k7h

~ ~ K ~
<Agrk,n(Ok,n), Ok, — 0) — §||9;*L — Ok,

|2
We.n

Wen + (@ On) = G O ), O — 03). (15)

By standard analysis of OMD in Lemma 17, it holds

20k Or.) O — 05) < |l g (Ox.1)

Combining Equation (15) and Equation (16), we have

I iin T 10kn = Oills, ., = 10kern = Oills, - (16)
1 0 2 L~ *1(2 L~ *1(2
0< §||gk7h(9k,h)||§;+111h + §||9k,h - Hh”ﬁkﬂw - §||9k+1,h - 9h||gk+1yh
K ~ ~ ~ ~
- §||9Z — Ok nlliv,, + GrnOkn) — gen(On.n), Orn — 03). a7

First, we consider the first term . We show the gradient can be bounded by the following lemma.

Lemma 8. For any positive semi-definite matrix Z, it holds that

lgen (@)% < 4 max |67, (18)

Then, we consider the second term. Note that i;ﬁl,h = §k7h + gW;%h, we have

n * n * R~ *
G =012, =18 = O, + 510 — 0", (19)

Sk+1,n

Next, we bound (ghh(@g,h) — gk7h(t/9\k7h), @\;“h — 05 ), which is a martingale difference sequence.

Lemma 9. Forany § € (0,1) and 6y, ...,0x,0* € [0, B]%, with probability at least 1 — 6, for any
k € [K], h € [H] it holds that

k k
_ K . A
;@i,h(@i) — 9i,n(0:),0; — 0;) < 1 ;H@i -0 ||%/Vi,h + (E + 8B)v. (20)
2
where 7y, = log %Og(’w).
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Combining (17), (18), and (19), we have

1Bk = 0%, < 10k — 03113

S S — k[|6;, — + [lgh Ok ) 15 -2

Sk+1,h ’ ; kt1h
+ 2<gk,h(§k,h) - gk,h,(ak,h)a ak-,h —0;)
~ / 8
< ||k, — 0512 4 N — +16B 21
< 6k = Oill5, , + S,ng)fh||¢k,h||gk+l’h + (H +16B)7k 2D

where the first inequality holds by rearranging the terms in (17), the second holds by (18), (19)
and (20). Summing (21) from ¢ = 1 to k, we have

k

. / 8
* (12 2 s 2
[10k+10 — ORI, <AB"+4 E S,Helgth(bi,h”g;ll’h + (= +16B),

Zk41,h
kU 8
< \B? dl 14+ — — +16B
+ g(+Ad>+(m+ )Yk
where the second inequality holds by [|¢; h||2 < 1and Ei,h > 1,Vi € [K], and the last inequality is
by Lemma 6. This finishes the proof. ]

B.2 Proof of Auxiliary Lemmas

In this section, we provide the proofs of the lemmas used in Appendix B.1.

B.2.1 Proof of Lemma 7
Proof. By the definition of fj, ,(6), we have

_ 05
fk,h( ) — fkh 9h Z pkh Gh s/ ( ) >0,
wn(0)

s'E€Sk,n K,

Pk, h( h)
Py n(0)
between py, 5, (6;) and py, ,,(6), which always is non-negative. [ |

where the last inequality is due to >, Seon Pk, h((‘) ) log is the Kullback-Leibler divergence

B.2.2 Proof of Lemma 8
Proof. For any positive semi-definite matrix Z,

(xi — ;)" Z (2 — ) = 2] Zwy — 2] Zaj — x;eri + x;-erj >0, Va,z; €REL(22)
which implies xiTin + z;-rZ:z:j > xiTZ:cj + ijZ:ci, YV, xj € R,

Let z; = (piﬁh(H) — y,iih)qbz.:h, we have
| 9%,n (0 )||2Z
= Z Z th — Vi h)(PZ (0) — Yy, h)¢k hZ¢kh

s'€Sk,n 8" €Sk, n

= Z (pk,h(e) —ylsc,h)2¢i,hz¢i,h
s'€Sk,n
+ = Z Z Pk n(0) — Yk h)(PZ,h(a) ~ Y )Pk nZbsp + Prn Z P n)

8'€Sk,n 8" €Sk, n

< Z (D3 (0) — YR ) o nZ 7, + Z (D31 (0) — YR n) DR nZ i,
s'E€Sk,n s'E€Sk,n
=2 Z (p}i,h(a) - y/i,h)%i,hzﬁ,h

s'€Sk,n

<4
}?Elgx ||¢k h”Z

This finishes the proof. |
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B.2.3 Proof of Lemma 9

Proof. First, notice that (g; »(0;) — giﬁh(Hi))T (0; — 0*) is a martingale difference sequence. Also,
we have

’(gi,h(oi) —gin(0:))" (0 —67)
<@ (0)" (6= 67| + |(9in(6:)) " (6= 0%)

< 1Gi,n(00)[121165 — 07[12 + [lgs,n(0:)]21|6: — 072
<4fB

where the last inequality holds by ||g; »(6;)]|2 = st,esm (pf:h(G) - yf:h)gbf:hﬂg < V2.

We define the martingale My, j, = Zle (Gin(0:) — givh(tﬁ)i))T (6; — 0*), and define the conditional
variance o7 as

U = [Mkhi]:l 1]

M= 1T Mw

By, » {gzh 0) — gin(0:) " (6 —9*)2]

IN

nwj@mmewrwnﬂ

1

.
Il

§j<zn(9—m>

s'€Sin

M= 0 Mw

16: — 6" I3,

ih

1

.
Il

L

B

k,h-

where the first inequality is due to the fact that E[(¢ — E[¢])?] < E[¢?] for any random variable &.
Note that Ay, 5, is a random variable, so we cannot directly apply the Bernstein inequality to M p.

Instead, we consider the following two cases:(i) Ay p, < 482 and (ii) Ag,p > 482

Case (i): Ay = Zi:1||9i - 9*||W1 L < 4,5] Then, we have

My.p =

5

(G0 (0:) — 9in(02) " (6; — 6%)

(5 (05) = win)(@5) T (0 = 07)

s'€Sin

Z T(0; — 6%)]
€S;,

Il
M» i EM»

IN
— i

kUZ D ((85),)7(6: — 0%))
eS;

1=1s’ h

<

N

B.
where the second equality is due to the definition of g; 5,(6;) and g; ;,(6;), the first inequality holds by

pf:h(Hi) — yf:h € [—1, 1], the second inequality holds by the Cauchy-Schwarz inequality, and the last
inequality holds by the condition of case (i).
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Case (ii): Ay ), = Zle ||6; — 6* ”%’V]‘,h > %. We have both a lower and upper bound for Ay, 5, i.e.,
2
% < Ak, < 4B?kU. Then, we can use the peeling process to bound Mj, j, as follows:

[ B
Pr Mk,hZQ Tk,hAk,h+8 Th,h
B 4B?
= Pr Mkh>2\/7_khAkh 8 ;—kh k‘U <Akh<4kUsz|
B 4B?
= Pr Mk’hZQ\/TkyhAk,h-i-S ;—kh W<Akh<4kUB Ukh<Akh:|
SBTkh 4B%9+1 4B2%9¢
< Pr | My > 24/ A Ap gy < —— <A
_Z r[ k,h Th,h Ak, + U < Agp S U Tkl S Akih
8§ B22i 8BTg,h 4B29¢
< Pr | M >
f; I"[ kh = 36U Tk,h + 3 Ok, < iU

< mexp(—Tk,p)-
where m = 2log,(kU), and the last inequality follows the Bernstein inequality for martingales.

Combining above two cases, letting 7 = log g}—k; and taking the union bound over k and h € [H],
we have with probability at least 1 — 4, for any k € [K], h € [H] it holds that

k

My, = Z (@i (0:) — gin(8:)) " (6; — 6%)

8B
< 2v/Tk,nAk,n + LG

3
k
. 2k2H log(kU) 2k%H log(kU)
<2 ZH@Z —0 HI2/Vzh 1og f +8B 1+ logf
k
= 24| D_lI6: = 6%[13,, +8B(1+ ), (23)
i=1

where v, = log w.

Then, applying uv < cu? + v?/(4c) for any ¢, u,v > 0 with ¢ = 2/k, we have

k
2% .
ey 0 =0l < =42 ZH9 0" [l , - 24)
Combining (23) and (24), we have

k
* * 4
> @in(0:) = gin(0:) " (6; — 0%) ZH@ 0 13, . + (= +8B)n

i=1

This finishes the proof. ]

C Proof of Lemma 2

Proof. The gradient of p; ,(0) is given by
vpi:a(e) - Pi:a(a) i:a - pz:a(e) Z ps a(g) i a*

s""E€Sh,s,a
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By the mean value theorem, there exists § = v0; + (1 — V)é\k}h for some v € [0, 1], such that

ST ol eV = > pll V()
s’ESh,s,a s'E€Sh,s,a
=1 Y VOO — )V ()
s'€Sh,s,a
= Y L 065 Orn — V() = D pLa0) D (@)% Oen — )V ()
s'€Sh,s,a s'€Sh,s,a s""E€Sh,s,a
| ¥ #@sEa - (v - X seven))
s'€Sh,s,a s""E€Sh,s,a
<H Z psa ‘gbsa(ekh_eh)‘
S ESh s,a
< H max qbs a(ek h— 9;:) (25)
s'€Sy s,

’ n *
< Hsé%%fja”@ﬂ”i;,h”6"*” —Oills,
’
< Hpy sé%%?i,a“‘f’?a”f;ﬁn

where the first inequality is by V' : S — [0, H], the second inequality is by the definition of qﬁzl 5> the
third inequality is by the Holder’s inequality, the last inequality is by Lemma 1. ]

D Proof of Theorem 1

D.1 Main Proof

To prove the theorem, we first introduce the following lemma.
Lemma 10. Suppose for all (h,s,a) € [H] x S X A, it holds that

S Pl @)V = Y POV < Thsa- (26)
S,GSh,s,a Slesh,s,a
Define
@k,h(s,@:{rh(&aw > p;‘ja@,hm,m(s')+rh,5,a] : 27)
Slesh,s,a [OH]

Then, for any § € (0, 1], with probability at least 1 — 0, it holds that

Reg(K QZZFh smarn + Hy/2K Hlog(2/6).

k=1h=1

Proof of Theorem 1. Substituting I'y, 5 , = HB, maxyes, .. H‘lﬁ:a”i*l into Lemma 10, we have

Reg(K) < 2H6kzz max ||¢,€h||2 1+ H /2K Hlog(2/9)

k=1 h= 1
H K

S2HBRy (VKD max (67,3, + H /2K H log(2/0)
h=1 k=1 ’ ’

< 2H2§k\/4dK log <1 + K) H\/2K Hlog(2/8) < O(x *dH*VK),
K

where the second inequality holds by the Cauchy-Schwarz inequality and the third inequality holds
by Lemma 6. This finishes the proof. |
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D.2 Proof of Auxiliary Lemmas

In this section, we provide the proofs of the lemmas used in Appendix D.1.

First, we introduce the following lemma.

Lemma 11. Suppose (26) and (27) in Lemma 10 holds for all k € [K|,h € [H]. Then, for any
(s,a,h) € S x A x [H], it holds that

Q5 (s,a) < Qun(s,a) < ri(s,a) + PuVinsi(s,a) + 20p 00
Proof. First, we prove the left-hand side of the lemma. We prove this by backward induction on h.
For the stage h = H, by definition, we have
Qur(s.0) =ra(s,0) = Qi (s,a). Virrsa(s) = 0= Vi1 (s).

Suppose the statement holds for ~ + 1, we show it holds for h. By definition, if @k,h(s, a) = H, this
holds trivially. Otherwise, we have

@k,h(S, a) =rp(s,a) +ps,a(§k,h)‘7k,h+l + T s

> 7(8,) + Po,a Ok 0) Vi + Thysa 2 1(5,0) + psa(67)Vi = Qi (5,0).
where the first inequality is by the induction hypothesis, and the second inequality is by (26).

Then, we prove the right-hand side of the lemma. By the definition of QA) k.1 (8, a), we have

@k,h(é’, a) =ru(s,a) +ps,a(9k,h)‘7k,h+1 +Th 50 <rn(s,a) +ps,a(92)‘7k,h+1 +2I' 5.0,
where the inequality is by (26). ]
D.2.1 Proof of Lemma 10
Proof. By the definition of Reg( )= EkK Vi (sk) — Ele Vi (sk,1), we have

K K K
Zvl*(sm Zvl Sk,1) Q*(SM,W*(SM))*ZVW’“(SM)
k=1 k=1 k=1

K K

ZQ (sk,1, 7" (Sk,1)) Z *(sk,1)

k=1 k=1

K K

< Qi(skaak1) = Y V™ (sk),

k=1 k=1

where the first inequality is by Lemma 11 and the second is by ay, ;, = argmax,c 4 @k,h(shh, a).
By the right-hand side of Lemma 11, we have
Q1 (k1 ar1) = V7™ (sk1)
=7(Sk,1, k1) + P1‘7k,2(5k,1, ag,1) + 200 sy aw, — T(8k,1, 1) — PLVE™ (sk,1, ak1)
<Py (Vio = Vi) (s, an,0) = (Viz = Vi) (sk2) + (Ve = Vo™ )(sk,2) + 20n0, 1 ans
< Py(Vio = Vi) (s, ana) = (Vo = Vi) (s2) + (Qalsn2,a0,2) = V% (58.2) ) + 2 hisi s

Define My, , = Ph(vk7h+1 — Vi) (Skhy Q) — (‘A/kﬁﬂ — V¥ )(8k,n41). Applying this recur-
sively, we have

H H
Q1(sk,1,ak,1) — V™ (sk,1) <2 th,sk,h,ak,h + Z M
h=1 h=1
Summing over k, we have for any 6 € (O 1] with probability at least 1 — 9, it holds that

Reg(K ZZZF,”M am+ZZMkh <2ZZFMM axn + H\/2K Hlog(2/9)

k=1h=1 k=1h=1 k=1h=1
where the inequality holds by the Azuma-Hoeffding inequality as M, j, is a martingale difference
sequence with M, ;, < 2H. This finishes the proof. |
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E Proof of Lemma 3

Proof. The proof is similar to the proof of Theorem 3 in Zhang and Sugiyama [2023] and Lemma 1
of Lee and Oh [2024]. Define

~ - - 1 -
Jrn(0) = fen(Ok,n) + (Grn(Ok,n), 0 — Op.n) + §H9 - 0k,h||Hk,}L(§k,;L)7

which is a second order approximation of the original function fy () at gk n. Then, the update rule
in (9) can be rewritten as

Ort1,n = argmin fr 5 (0) (28)
oo

Then, we present the following lemma that bounds the estimation error of the update rule in (28).

Lemma 12 (Lemma E.1 of Lee and Oh [2024]). For the update rule defined in (28), it holds that
k

10k+1,n — OnlFeinn <20 (Z fi.n(03) Zfz Oit1,n ) + 4B

i=1
Z||§i+1,h - @,hH?{i,h'
i=1

We bound the right-hand side of the above lemma separately in the following.

+12v2By ZH@}M —0inl3 -
=1

First, we bound the first term. Define the softmax function as follows.

el
[ok,n(2)]s = 1+ ZsGSk,h exp([2])s 7

Then, the loss function in (2) can be rewritten as

Fea(ernyen) = Y Llyi, =1]log <m<1) '

§'E€Sk.n 2i,n)ls

Vs € Sk,h-

Define a pseudo-inverse function of oy, 5, () as

wﬁ@p—m([]H)WmummuMWMM<u

Then, we decompose the first term as follows.

k
Zfi,h(eh Zf? 1+1 h

= Z Jin(05) — Z fin(Zihs Yin) + Z fin(Zin, Yin) — Z fin(Bit1n)
i—1 i=1 i=1 i=1

(a) (b)

where 2, = o h(IEGNpk oNown (65 s’ )Ta)s’esk,h])’ Pyn £ N(gk,h, (1+ cH,:}L)) is the Gaussian

distribution with mean Gk, 1, and covariance (1 + CH;}L) where c is a constant to be specified later.

First, we bound the term (a) as follows.

Lemma 13 (Lemma E.2 of Lee and Oh [2024]). Let € (0,1) and A > 1, forall k € [K],h € [H],
with probability at least 1 — 0, we have

k k
> Fin@r) =D fin(zin vin)
=1 =1

< (3log(1+ (U + 1)k) +3) <12/\ +2v\log (@) +16 (log (W))j +2.
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Then, we bound the term (b) as follows.

Lemma 14 (Lemma E.3 of Lee and Oh [2024]). For any ¢ > 0, let A > max{2, 72cd}, then for all
k € [K], h € [H], we have
k k N 1k
; fin(Zihs Yion) — ; Jin(Oiy1,n) < % ; ’

2

k+1
o + V6ed log (1 + +> )
h

ai,h —8ivin o

Now, we are ready to prove Lemma 3. Combining Lemma 12, Lemma 13, and Lemma 14, we have
||91€+17h - 0;‘L||%'lk+1,h

< 20| (3log(1 + (U + 1)k) +3) (gx +2vAlog <2H\/§+72k> +16 <log (W))?

k+1
+2+\/6cd10g(1+ + )

k k
~ ~ 77 ~ ~
o +4\B +12v2Bn ZHQH»Lh —Oinll3 + (E -1 Z||9¢+1,h + 6.1

i=1 i=1

(31og(1 + (U + 1)k) + 3) (gx + 22 log <2H\/§+72k> +16 <log (W))?

2
Hin

<2

k+1
+ 2+ V6edlog (1 + 2&) + 4\B,

where the second inequality holds by setting ¢ = 77/6 and A > max{84v/2nB, 84dn}, we have

k k
12V2Bn Y0 = Oull3 + (£ = 1) Yo Brsr + B
i=1 i=1

7
ko N L N
=12v2Bn Y [|6iy1.n — Oinll3 — = D 61+ Ginll3e,
1=1 =1

k
A ~ -
< (12v2B7- %) D l0rcns = il
<0.
Thus, by setting n = 3 log(U + 1) + (B + 1), A = 841/2n(B + d), we have
Hak-ﬁ-l,h - 0;;.||7‘Lk+1.h < O(\/;“OgUlog(KH/J)) 2 Ek-

This finishes the proof. ]

F Proof of Lemma 4

Proof. By the second-order Taylor expansion, there exists § = vo; 4+ (1— y)@hh for some v € [0, 1],
such that

ST pl @)V = D pll@V(s)

S/GSh,s,a S/Esh,s,a
Y * N 1 n * s’ D\ (D *
= > VL Okn) (05 = On)V () + 5 > (Okn —6;) VDL, (0)(Orn — 0;)V (s
s'E€Sh,s,a s'E€Sh,s,a

The gradient of p; ,(6) is given by

Vi a(0) =15 (0)0% . —D3a(®) Y. pla(0)65,.

s""E€Sh,s,a
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For the first-order term, we have
> VDL Okn) (05 — O )V (s)

s’E€Sh,s,a

= Y PO 0 = OV () = > plaOen) Y P Okn)dl (05 — O )V ()

s'€Sh,s,a S$'€Sh.s,a 5" €Sn,s,a

<H S plaOun) [ 65,05 —0n)— " puOrn)s (0 — i)

s'eST s""€Sh,s,a

h,s,a

<SH Y pl@u) (||Joa— X plu@unell

P s""€Sh s,a

h,s,a

1"

Ga— Y PralOrn)di,

< Hp;, Z Pora(B,1) ‘

-1
s ES,Tg o $"€ESh 5,a Hin
<HBe Y. Pla(Okn) ‘¢§,a = Y PhaOkn)dia 2yt (29)
k,h

s'€Sh s,a s""€Sh s,a
as the subset of Sy, s, such that ¢s/ (05 §k n) —

Yoere Shoa DS a(ﬁk n) oS (9* — 0y, ) 1s non-negative, the second inequality holds by the Holder’s
inequahty, and the third 1nequa11ty is by the confidence set in Lemma 3.

where in the first inequality, we denote ;' _

N
exp(uj ,)

For the second-order term, we define “§:a<9) = g:ae, and p;‘:a(u) = T et further define
exp( s' ) _ exp(uS: )V(S/)
Fluy= Y T oty ) = > S AT
8'€Sh,s,a 8'€Sh 5.0 e plu S'E€ESh s,a s""€Sh,s,a eXp us,a

Then, we have

ST O — 03) V5 (0) O — 05)V ()

8'€Sh,s,a

(w(Brn) — u(ez>)Tv2ﬁ<u<é>>(u<5k7h> —u(8}))
’ 2~ u ] "o~ "
S Y (e —uia6) O 0 G - 7)

8'€Sh,s,a 8" €ESh,s,a

SN YT ulaBrn) —ul(05)

s GSh,s a 3,/€Sh,s a
where the inequality holds by V'(s) € [0, H],Vs.

According to Lemma 18, we have (omit the subscript Sy, s, for simplicity):

H PPN , 2F(u(d o
) S g Orn) —ul,(67) M| s

I
N =

1\3\>—~ DO |

N\m

82F(U(é)) s A s %
W| S,a(gk,h) - us,a(eh)

9s'ds’" us,a(ekﬁ) - Uﬁ:;(92)|

SHY S ulyOrn) — ul o (07)|p3 o (w(0)) P (w(8)) |43 0 (Okn) — 1S o (67)]
s’ s'#s!
ﬁ

o (ula(B) — u o (67)) P2 (u(0)). (30)

s/

To bound the first term, by applying the AM-GM inequality, we obtain
ui,a(ek’,h) - ui,a(e;';) |pz,a (u(é))p;a (u(é)) ’U;a(ek,h) - ui,a(9;)|

s’ sl'#s!
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Plugging (31) into (30), we have
H s’ s « 52Fu§
S Sl ) — 50| D @) — w6

5H( ’ PN ' / _
< 75 2 (ulaOrn) = wa(67) P2 (u(0))

_ 5H
T2

(0 ) T @rn — 0)) D5 o (u(B))

s’/

5~ /
< §H51% msz}x||¢§,a||§_£;1h,

where the last inequality holds by Lemma 3. Combining (29) and (32) finishes the proof.

G Proof of Theorem 2

Proof. Combining Lemma 4 and Lemma 10, we have

K
ZVl*(skl ZVl Sk1) <2 Z (el +€i) + H\/2K H log(2/6)
k=1 k=1h—1

where
S// ~ s//
& = = Hpy E pk N 9k h H¢k I E plc,h(ek,h>¢k,hHH,1 ;
s'€Sk.n S/lesk,h k,h
et = ZHB? max 91,2,
’ 2 ’ SlESk, h ’ Hk,h
Next, we bound ¢;% and " respectively.

Bounding ¢5F. For simplicity, we denote

7 7 —_ ! ’ ~ ! !
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We bound these terms separately in the following.

For the first term (c¢), we have
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where and the fifth ingquality is by Cauchy-Schwarz inequality and the fourth inequality is because
by Lemma 17, since Hy, p, = Hr,n = A4, we have
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Therefore, we have
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where the last inequality holds by Lemma 6.



For the term (d), by similar analysis, we have
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where the third inequality holds by the AM-GM inequality. Thus, we have
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where the last inequality holds by Lemma 6.
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Finally, we bound the term (e) as follows.
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where the first inequality holds by the Cauchy-Schwarz inequality and the last holds by Lemma 6.
Thus, combining (33), (34), and (35), we have
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For the second-order term, by Lemma 6, we have
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where the last inequality holds by Lemma 6.
Combining (36) and (37), we have
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This finishes the proof. n

H Proof of Theorem 3

Proof. Our proof is similar to the proof of the lower bound for adversarial linear mixture MDPs with
the unknown transition in Zhao et al. [2023]. We prove this lemma by reducing the MNL mixture
MDP problem to a sequence of binary logistic bandit problems.

Specifically, we use each three layers to construct a block. Note that the third layer of block ¢ is also
the first layer of block ¢ 4+ 1 and hence there are total H/2 blocks. In each block, both the first and
third layers of this block only have one state, and the second layer has two states. Here we take block
1 as an example. The first two layers of this block are associated with transition probability IP; 1 and
P; o. Denote by s; 1 the only state in the first layer of this block. In the second layer of the block
1, we assume there exist two states s;‘,g and s; ». Let s; 3 be the only state in the third layer of this
block. Further, for any a € A, let ¢(s;1,a, s, 2) = 0. The probability of transferring to state 52‘12
when executing action a at state s; 1 is pg, in particular,

Pia(sty | 8i1,a) = exp(d(sis | 5i1,0) 07,)
i,1(85,2 | Si,1, 1+ exp(@(s)y | si,1,a)) 707 ,) Pas
1
P (50| 8 1.a) = L
1,1(5172 | 54,1, a) 1+ eXp(d)(s;iZ | Si1, a)TQ;ﬁJ) Pa

For the second layer, the MDP instance satisfies that Vs = s} ,, s; 2, and a € A, P, o2(si3|s,a) =1
The reward function satisfies 74 (s; 1,a) = 0 for the first layer and 'rk(s;?‘,g, a) =1,75(si2,a) =0
for the second layer for all a € A.

Consider the logistic bandit problem where a learner selects action z € R? and receives a reward 7y,
sampled from Bernoulli distributed with mean

1

T pg*
z 0)= ————.
ue ) 1+ exp(xzT0*)
By this configuration, we can see that learning in this block of MDP can be regarded as learning
a d-dimensional logistic bandit problem with A arms, where the arm set is ¢(s 5 | s:,1, @) and the
expected reward of each arm is p,. It is also clear that the optimal policy at state s; ; is to select
action af | = argmax,¢ 4 ¢(s; 5 | 5i,1,a). Thus, learning this MNL mixture MDP equals to learning

H /2 logistic bandit problems. This finishes the proof. |
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I Supporting Lemmas

In this section, we provide several supporting lemmas used in the proofs of the main results.

Lemma 15 (Abbasi-Yadkori et al. [2011, Theorem 1]). Let {]-'t}fi o be a filtration. Let {nt}fi 1 be
a real-valued stochastic process such that 1, is F;-measurable and 0y is conditionally zero-mean
R-sub-Gaussian for some R > 0ie. VA € R, E [e)‘”t | Ft—l] < exp (A2R2/2). Let {Xt}toil be an
R¢-valued stochastic process such that Xy is Fy_1-measurable. Assume that V is a d x d positive
definite matrix. For any t > 0, define

t—1 t—1

Vi=V+Y XX S=> nX.
s=1 s=1

Then, for any § > 0, with probability at least 1 — 9, for all t > 0,

det(xg)1/2det(xf)—1/2>

IS:[3, -+ < 2R log( 5

Lemma 16 (Abbasi-Yadkori et al. [2011, Lemma 10]). Suppose x1,...,x: € R and for any
1<s<t ||zsl|la < L. Let Vi, = My + 22:1 zox) for A > 0. Then, for any 1 < s < t, we have

2\ d
det(V;) < <>\+t§) .

Lemma 17 (Orabona [2019, Lemma 6.9]). Let Z be a positive define matrix and X be a convex set,

~ . 1 ~12
X = arg min(g, x) + —||x — X||%-
xeX 277
Then, for all x* € X, we have

[x = X[z < 2nllgllz-:-

and
~ . n 1 . . 1 .
(g% —x") < lglz- + %IIX - x| - %IIX - x"%.
Lemma 18 (Lee and Oh [2024, Lemma D.3]). Define Q : RX — R, such that for any u =
K o K exp(u;) ) o exp(u;)
(u1,...,ug) € R*, Q(u) => .1, TSR explan)” Let p;(u) = S ) e g Then, for all
i € [K], we have
aQQ < {3pz(u) lfl = j7
9idj| ~ \2pi(wp;(w) ifi # .
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of this work in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate “Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We present the assumption in Assumption 1 and provide detailed proofs for all
theoretical results in the appendices.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This is a theoretical paper and does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This paper adheres fully to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical paper and there is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This is a theoretical paper and does not release any data or models that have a
high risk for misuse.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This is a theoretical paper and does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This is a theoretical paper and does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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