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ABSTRACT

This paper proposes an automated classification method of chest CT volumes based on likelihood of COVID-19
cases. Novel coronavirus disease 2019 (COVID-19) spreads over the world, causing a large number of infected pa-
tients and deaths. Sudden increase in the number of COVID-19 patients causes a manpower shortage in medical
institutions. Computer-aided diagnosis (CAD) system provides quick and quantitative diagnosis results. CAD
system for COVID-19 enables efficient diagnosis workflow and contributes to reduce such manpower shortage.
This paper proposes an automated classification method of chest CT volumes for COVID-19 diagnosis assistance.
We propose a COVID-19 classification convolutional neural network (CNN) that has a 2D/3D hybrid feature
extraction flows. The 2D/3D hybrid feature extraction flows are designed to effectively extract image features
from anisotropic volumes such as chest CT volumes for diagnosis. The flows extract image features on three
mutually perpendicular planes in CT volumes and then combine the features to perform classification. Classi-
fication accuracy of the proposed method was evaluated using a dataset that contains 1288 CT volumes. An
averaged classification accuracy was 83.3%. The accuracy was higher than that of a classification CNN which
does not have 2D and 3D hybrid feature extraction flows.
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1. INTRODUCTION

Novel coronavirus disease 2019 (COVID-19) was recognized in December 2019. It spreads over the world causing
the large number of infected patients. The total numbers of cases and deaths related to COVID-19 are more than
424 million and 5 million in the world by February 21, 2022.1 Providing appropriate treatments to a patient and
prevention of infection based on diagnosis result of the patient are important. However, because of the rapid
increase of COVID-19 patients, medical institutions are suffering from a manpower shortage. Development of a
computer aided diagnosis (CAD) system for COVID-19 is pressing demanded to reduce load on medical staffs.
Reverse transcriptase polymerase chain reaction testing (RT-PCR) is used to diagnose COVID-19. However,
the sensitivity of RT-PCR is not high, ranging from 42% to 71%.2 In contrast, the sensitivity of chest CT
image-based COVID-19 diagnosis is reported as 97%.3 Chest CT is effective for diagnosis of viral pneumonia
including COVID-19. CT image-base CAD systems are important in COVID-19 diagnosis. To develop a CAD
system for COVID-19, automated classification method of CT image/volume is necessary.
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Figure 1. Processing flow of automated COVID-19 classification from chest CT volume. Lung regions including normal
and infection regions are automatically segmented by previously proposed method.12 We classify volume into high or
low likelihoods of COVID-19 cases automatically using proposed COVID-19 classification CNN that has a 2D/3D hybrid
feature extraction flows.

Many automated classification method of COVID-19 patients using chest CT images/volumes have been
proposed. Deep learning-based methods are commonly used to classify CT images. Classification methods using
2D CNN models,4–7 3D CNN models,8 weakly supervised method,9 uncertainty of CNN model prediction,10

and federated learning.11 In such methods, CNN classifiers are used as fundamental components. Improving
accuracy of COVID-19 classification CNN helps achieving better performance for such methods.

We propose an automated classification method of chest CT volumes based on likelihood of COVID-19
cases. We perform classification using a COVID-19 classification convolutional neural network (CNN) that has
a 2D/3D hybrid feature extraction flows. Chest CT volumes of various slice thickness (1.0 to 5.0 mm) are used
in diagnosis. The variation of slice thickness makes classification difficult using 3D CNNs that have convolution
kernels of isotropic sizes such as 3 × 3 × 3 or 5 × 5 × 5. To tackle this problem, we propose the 2D/3D hybrid
feature extraction flows that is effective for classifying anisotropic volumes such as chest CT volumes. The
2D/3D hybrid feature extraction flows extract image features on multiple 2D planes including the axial, coronal,
and sagittal planes in CT volumes separately. Then, extracted 2D features are combined to perform 3D image
classification. To perform 3D image classification in the CNN, dense pooling connections and dilated convolutions
are introduced to the CNN to utilize both local and global spatial image features.

2. METHOD

2.1 Overview

The proposed method classifies a chest CT volume into two classes that correspond to high or low likelihoods
of COVID-19 cases. The likelihood is defined based on CT image findings confirmed by radiologists. Processing
flow of the proposed method is summarized in Fig. 1.

As a pre-processing of the classification, we generate a lung volume using an automated lung region segmen-
tation method from a CT volume. We apply the COVID-19 classification CNN to the lung volume to perform
classification. Two class classification result is obtained from the CNN.

2.2 Lung volume generation

We automatically segment lung regions from a chest CT volume using a segmentation method.12 The segmen-
tation method outputs normal and infection regions in the lung. The infection regions may contain ground glass
opacities and consolidations. The two regions are combined to make lung regions. We make a sub-volume by
clipping a region where is covered by the lung regions from the chest CT volume. The sub-volume is scaled to
144 × 144 × 144 voxels. The scaled sub-volume is called as a lung volume.



Figure 2. Structure of proposed COVID-19 classification CNN with 2D/3D hybrid feature extraction flows. Input of CNN
is lung volume. Lung volume is processed by three parallel process flows in 2D part. Three flows in 2D part perform 2D
image feature extraction on axial, coronal, and sagittal planes. Extracted features are combined and then processed in
3D part. In 3D part, dilated convolutions and dense pooling connections are used to effectively extract spatial features.

2.3 Lung volume classification by COVID-19 classification CNN with 2D/3D hybrid
feature extraction flows

We classify the lung volume into two classes that correspond to high and low likelihoods of COVID-19 cases
using the COVID-19 classification CNN. The structure of the CNN is shown in Fig. 2. The CNN is trained
using a training dataset and then classification is performed using a testing dataset.

The CNN has 2D/3D hybrid feature extraction flows to extract image features effectively from anisotropic
volumes. The first half of the CNN is a 2D part. Most of chest CT volumes have anisotropic resolutions.
Convolution kernels of isotropic sizes are not suitable for image feature extraction from anisotropic volumes. We
use convolution kernels of sizes 3 × 3 × 1, 3 × 1 × 3, and 1 × 3 × 3 for image feature extractions on the axial,
coronal, and sagittal planes, respectively, in the 2D part of the 2D/3D hybrid feature extraction flows. In this
2D part, 2D image processing-based image feature extractions on the three planes are performed in parallel to
the volume. The three 2D-based features are then combined using a concatenate operation.

The combined features are processed by the last half of the CNN. The last half of the CNN is a 3D part.
We apply 3D convolutions and poolings to the features. To extract both local and global spatial image features,
we use dilated convolutions and dense pooling connections in the 3D part. Dilated convolution13 was proposed
to utilize sparsely-distributed features in convolution operations. It performs a sparse convolution operation
from feature maps. Dense pooling connection14 was proposed to utilize spatial information of multiple scales in
CNNs and FCNs. Mixed poolings14 are used in the dense pooling connections instead of max poolings to reduce
information loss by max pooling operations. The mixed pooling is implemented as a combination of max and
average poolings.

The last layer of the CNN outputs two class classification result.

3. EXPERIMENTS AND RESULTS

We applied the proposed method to 1288 chest CT volumes including COVID-19 cases and non-COVID-19
cases. The CT volumes were taken in multiple medical institutions in Japan. The ground truth class labels of



Figure 3. Structure of classification CNN that does not have 2D part of 2D/3D hybrid feature extraction flows (CNN w/o
2D/3D hybrid).

Table 1. Confusion matrix of classification result by proposed COVID-19 classification CNN when we obtained 84.1% of
classification accuracy. High and Low indicate high and low likelihoods of COVID-19 cases.

Estimation result
High Low

Ground truth High 135 26
Low 15 82

CT volumes were given by radiologists. We used 1030 cases for training and 258 cases for testing. Separations of
training and testing cases were randomly performed. In the training of the CNN, the number of minibatch was
2 and the training epoch number was 50. We applied a data augmentation process to the training CT volumes
to improve generalization ability of the CNN. The data augmentation process includes 3D shift, rotation, and
elastic deformation with random parameters.

To evaluate effectiveness of the 2D/3D hybrid feature extraction flows, we made a classification CNN that
does not have 2D part (CNN w/o 2D/3D hybrid). The structure of the CNN w/o 2D/3D hybrid is shown in
Fig. 3. The CNN w/o 2D/3D hybrid was made by replacing 2D part in the COVID-19 classification CNN with
3D convolutions and dense pooling connections.

We performed random training and testing data separation and CNN training four times. Averaged classifica-
tion accuracies of the proposed COVID-19 classification CNN and the CNN w/o 2D/3D hybrid were 83.3 ± 1.8%
and 79.5±2.1%. The confusion matrix of classification result by the proposed COVID-19 classification CNN is
shown in Table 1. Some cases that were correctly classified as high and low likelihood of COVID-19 cases were
shown in Figs. 4 and 5, respectively.

The proposed COVID-19 classification CNN classified chest CT volumes with high accuracy. The comparative
experiment proofed the 2D/3D hybrid feature extraction flows contributes to improve classification accuracy. The
flows effectively extracts image features even from anisotropic volumes. Use of the 2D image processing-based
kernels reduces the number of trainable parameters in CNN. We can obtain better training results even from
limited number of training data.

4. DISCUSSION

We propose a COVID-19 classification CNN that has novel 2D/3D hybrid feature extraction flows in this paper.
The 2D/3D hybrid feature extraction flows is quite effective in classification of anisotropic volume such as chest



Figure 4. Axial slices of CT volumes that were identified as high likelihood of COVID-19 cases by radiologists. These cases
were correctly classified into high likelihood class by proposed CNN. Infection regions are indicated by arrows. Infection
regions have large variations in their sizes and CT values. Proposed CNN correctly classified such cases considering
characteristics of infection regions caused by COVID-19.

CT volumes for diagnosis. By using the 2D/3D hybrid feature extraction flows, classification accuracies were
improved from 79.5% to 83.3% on averages.

As shown in Fig. 4 that shows cases of high likelihood of COVID-19 cases, infection regions in the lung have
large variations in their sizes and CT values. Some cases have large infection regions and some cases have small
infection regions. Proposed CNN correctly classified such cases considering characteristics of infection regions
caused by COVID-19. Figure 5 shows cases of low likelihood of COVID-19 cases. They were correctly classified
into the low likelihood class by the proposed CNN. Most of such cases have no obvious infection regions. Some
cases have infection regions that were caused by disorders other than COVID-19. The proposed CNN correctly
distinguished them based on image features.

The layers in the 2D part of the proposed CNN is implemented by limiting kernel sizes of 3D convolutions
and 3D pooling layers. Such simple implementation can be easily used with many existing deep learning frame-
works. Furthermore, the 2D/3D hybrid feature extraction flows can be used to effectively extract features from
anisotropic volumes, not only from CT volumes but also other types of volumetric images. The proposed method
has a high potential to improve performances of volumetric image analysis.



Figure 5. Axial slices of CT volumes that were identified as low likelihood of COVID-19 cases by radiologists. These cases
were correctly classified into the low likelihood class by the proposed CNN. Infection region is indicated by arrow. Some
cases have infection regions that were caused by disorders other than COVID-19. Proposed CNN correctly classified such
cases as low likelihood cases.

5. CONCLUSIONS

We proposed a COVID-19 classification CNN for diagnosis assistance using chest CT volumes. Because most of
chest CT volumes have anisotropic resolutions, we introduced the 2D/3D hybrid feature extraction flows in the
CNN. In the flow, three parallel 2D feature extractions on the axial, coronal, and sagittal planes are performed.
The feature extraction results are then combined and processed by the 3D processing part in the CNN. Dilated
convolutions and dense pooling connections are introduced in the CNN to effectively extract spatial features. In
the evaluation using 1288 chest CT volumes, the proposed COVID-19 classification CNN achieved classification
accuracy of 83.3±1.8%. It was higher than the CNN w/o 2D/3D hybrid feature extraction flows. Future work
includes introduction of pre-processing that contributes for classification accuracy improvement and development
of a COVID-19 CAD system.
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