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Abstract

Vision language models can now generate long-form answers to questions
about images – long-form visual question answers (LFVQA). We contribute
VizWiz-LF1, a dataset of long-form answers to visual questions posed by
blind and low vision (BLV) users. VizWiz-LF contains 4.2k long-form an-
swers to 600 visual questions, collected from human expert describers and
six VQA models. We develop and annotate functional roles of sentences of
LFVQA and demonstrate that long-form answers contain information be-
yond the question answer such as explanations and suggestions. We further
conduct automatic and human evaluations with BLV and sighted people
to evaluate long-form answers. BLV people perceive both human-written
and generated long-form answers to be plausible, but generated answers
often hallucinate incorrect visual details, especially for unanswerable visual
questions (e.g., blurry or irrelevant images). To reduce hallucinations, we
evaluate the ability of VQA models to abstain from answering unanswer-
able questions across multiple prompting strategies.

1 Introduction

Traditional visual question answering (VQA) models respond to visual questions about
images with short answers. This is because they were designed for mainstream dataset
challenges for which answers typically are brief, containing one or two words (Antol et al.,
2015; Gurari et al., 2018; Goyal et al., 2017). The rise of large vision language models (VLMs)
has introduced a new class of VQA models that can generate long-form answers (Alayrac
et al., 2022; Team et al., 2023; Driess et al., 2023; Chen et al., 2023c; Achiam et al., 2023). The
progress in VLMs meets a long-standing need from VQA solutions (Chen et al., 2023b).
For instance, some questions necessitate a long-form answer, such as “How do I make this
boxed cake?” Also, some users find answers with nuanced information to be helpful, such
as answers with explanations and supplementary details (Xu et al., 2022; Naik et al., 2023).
While long-form visual question answering (LFVQA) has enormous potential, we have
limited knowledge about the content and quality of long-form answers.

Our work aims to understand the content and quality of long-form answers to visual
questions asked by blind and low vision (BLV) people. LFVQA can be particularly impactful
for BLV people who take pictures and ask questions to overcome real visual accessibility
barriers. In fact, BLV people are already active consumers of long-form VQA applications
like Be My AI (BeMyEyes, 2020) powered by GPT-4V. Authentic VQA involves unique
challenges not present in artificial settings, such as conversational questions and low-quality
images due to blur and framing errors. We seek to understand the potential and limitations
of LFVQA for BLV users given its societal impact.

1Our data and code are available at https://github.com/utcshci/lfvqa.
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Figure 1: We collect long-form answers for image-question pairs in the VizWiz dataset (Gu-
rari et al., 2018). For each visual question, we collect an answer from human expert describers
and 6 VLMs (GPT-4V, Gemini, LLaVA, InstructBLIP, QWEN, BLIP-2). To understand the
content and structure of long-form visual question answers, we create a taxonomy of func-
tional roles and annotate answer functional roles and information types at a sentence level.

We introduce Vizwiz-LF, a dataset of 4.2k long-form answers to visual questions from
BLV people seeking visual assistance (Bigham et al., 2010; Gurari et al., 2018). We collect
and evaluate long-form answers from human experts and six state-of-the-art VQA mod-
els (GPT-4V (Achiam et al., 2023), Gemini (Team et al., 2023), LLaVA (Liu et al., 2024),
InstructBLIP (Dai et al., 2024), Qwen-VL-Chat (Bai et al., 2023), and BLIP-2 (Li et al., 2023a)).

To understand the content of LFVQA, we design and annotate the communicative roles
(e.g., answer, explanation, suggestion) and information sources (e.g., image content, image
quality, or external information) of long-form answer sentences in our dataset. We create a
classi�er for the functional roles and information sources in LFVQA that performs on par
with humans then annotate our dataset with this classi�er (example in Figure 1). While the
majority of answers from 5 VLMs (Gemini, LLaVA, InstructBLIP, QWEN, BLIP-2) contained
only two functional roles (con�rmation, answer), human expert describers and GPT-4V
answers frequently included many functional roles ( e.g.,explanation, suggestion, auxiliary
information). Most long-form answers described image content, but human experts and
GPT-4V also frequently described image quality.

To assess the performance of VLMs in LFVQA, we conduct an automatic evaluation of
long-form answers using reference-based metrics (ROUGE (Lin, 2004), METEOR (Elliott
& Keller, 2013), BERTScore (Zhang et al., 2019) and LAVE (Mãnas et al., 2023)) with short-
form reference answers from VizWiz and long-form reference answers from VizWiz-LF.
Reference-based VQA evaluations typically use short reference answers and thus penalize
long answers for including extra information (Krishna et al., 2021; Xu et al., 2023). We show
that extracting answer sentences from long answers using our classi�er can mitigate this.

To understand how humans evaluate long-form answers, we conduct an evaluation study
with both sighted and BLV people. We examined the effect of visual priming bias by
evaluating with four different conditions of f BLV, sightedg×f with image, without image g.2

Our results also reveal that sighted people's evaluation without an image is not a strong
proxy for BLV preferences. For instance, BLV evaluators tend to perceive incorrect answers
as more plausible and rate extraneous details as less relevant than sighted evaluators.

As VLMs often hallucinate with answer sentences for unanswerable visual questions, we
assess six VLMs' ability to abstain from providing an incorrect answer. To determine
whether a model abstains, we use our functional role classi�er to check for the Answer

2For BLV users, we simulate “with image condition” by providing them a description of the image
from the original VizWiz dataset.
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