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Abstract

In this paper, we introduce Doculite, a scalable and privacy-
preserving framework for adapting large language models
(LLM) and vision language models (VLM) to the task of
information extraction from invoice documents with diverse
layouts, without relying on human-annotated data. Doculite
includes (a) InvoicePy, an LLM driven synthetic invoice gen-
erator in text domain for training LLMs for the task of in-
formation extraction from invoice documents which are pro-
cessed via optical character recognition (OCR) models, and
(b) TemplatePy, an HTML-based synthetic invoice template
generator in the image domain for training VLMs for infor-
mation extraction from invoice document images. We also
curate “Challenging Invoice Extraction dataset” containing
184 real world invoices'. The research is in collaboration
with a Fintech startup that identifies itself as an “Agentic
Al Platform for Finance and Accounting”. Domain experts
at the Fintech startup annotate the “Challenging Invoice Ex-
traction dataset” and continuously evaluate the performance
of LLM and VLM models trained using DocuLite. Experi-
ments demonstrate that openchat-3.5-1210-7B LLM model
trained with InvoicePy generated dataset achieves a 0.525
points improvement in the F1 score over the openchat-3.5-
1210-7B LLM model trained with publicly available UCSF
dataset on the “Challenging Invoice Extraction dataset”. We
also show that InternVL-2-8B VLM model trained with Tem-
platepy generated dataset achieves a 0.513 points improve-
ment in the F1 score over the InternVL-2-8B VLM model
trained with publicly available UCSF dataset on the “Chal-
lenging Invoice Extraction dataset”. To the best of our knowl-
edge, Doculite is the first scalable and privacy preserving
framework for adapting LLMs and VLMs for information ex-
traction from invoice documents with diverse layouts.

Introduction

Businesses routinely process a large volume of visually rich
and composite financial documents (VRDs), such as in-
voices, receipts, and purchase orders (Fashina 2024). Small
businesses often handle hundreds of VRDs daily, with man-
ual data extraction taking up to 10 to 15 minutes per doc-
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"Due to privacy constraints, the dataset and code cannot be pub-
licly released. However, a de-identified version of the Challenging
Invoice Extraction dataset will be made available.

ument per staff member (Chetule 2024). For larger enter-
prises, extraction time scales significantly, as they process
orders of magnitude more VRDs. To address this chal-
lenge, many organizations rely on dedicated finance doc-
ument understanding models that automatically extract in-
formation from VRDs into structured formats (e.g., JSON
or XML), which can be directly integrated into account-
ing software such as QuickBooks (Maheshwari and McLain
2006) (Simsa et al. 2023). A central challenge faced by en-
terprises developing financial document understanding mod-
els is training them to standardise information extraction
by accurately mapping extracted values to predefined field
names, irrespective of layout variations. In addition, enter-
prises must support the rapid on-boarding of finance doc-
ument understanding models for new businesses, a critical
factor in reducing operational costs and maintaining a com-
petitive edge (Company 2022).

Traditional rule-based and template-based methods
(Baviskar et al. 2021) struggle with the layout diversity
and mixed structured/unstructured content of financial docu-
ments (Musumeci et al. 2024). To address these limitations,
enterprises increasingly adopt LLMs (input: <query, OCR
text>) and VLMs (input: <query, document image>) for
tasks like information extraction, question answering, and
sentiment analysis (Dubey et al. 2024; Chen et al. 2024;
Tanaka et al. 2024). However, deploying these models in the
finance industry presents two major challenges: privacy con-
straints and task complexity. Privacy constraints limit access
to real world training data, as institutions cannot share sensi-
tive documents with commercial LLMs (e.g., GPT-40 (Hurst
et al. 2024), Gemini (Team et al. 2023), Claude (Caruc-
cio et al. 2024)) due to external hosting. Public datasets
are not representative of real-world documents due to their
limited structural complexity (Simsa et al. 2023), and while
synthetic data can help, generating realistic, domain-aligned
samples is costly and time-intensive. Open-source models
like LLaMA-3.3-70B (Dubey et al. 2024) and DeepSeek-r1
(Liu et al. 2024) provide an alternative but demand heavy
compute, typically multiple A100s (Kwon et al. 2023),
which many enterprises lack. Task-specific challenges arise
from the high variability in VRD layouts (Xu et al. 2020),
where key fields appear inconsistently, in close proximity,
or within colliding structures (e.g., tables nested within ta-
bles), often requiring inference. Semantic ambiguities (e.g.,
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“freight charges” vs. “shipping charges”, “receiver name”
vs. “receiving person name”) further complicate the extrac-
tion process (Douzon et al. 2023; Van Meerten et al. 2020).
Addressing these issues requires privacy-preserving meth-
ods that enable smaller models (7B—8B) to match the per-
formance of larger models (70B—405B) while maintaining
high accuracy, efficiency, and adaptability in real world fi-
nancial settings (VMware 2024). Our contributions are:

¢ Invoicepy, an LLM-driven framework to generate syn-
thetic invoices in the text domain for the task of informa-
tion extraction from invoice documents which are pro-
cessed via OCR models. Experiments demonstrate that
the openchat-3.5-1210-7B LLM model trained with In-
voicepy generated dataset achieves a 0.525 points im-
provement in F1 score averaged across five “line-item
fields”? on the “Challenging Invoice Extraction dataset”
over the openchat-3.5-1210-7B LLM model trained on
UCSF public dataset. To the best of our knowledge, this
represents the first application of LLMs for generating
synthetic invoices tailored to the complexities of real
world invoice documents.

» Templatepy, an HTML-based synthetic invoice template
generator in the image domain for training VLMs for
information extraction from invoice document images.
Experiments demonstrate that the Internvl-2-8B model
trained with Templatepy generated dataset achieves a
0.513 points improvement in F1 Score averaged across
five “line-item fields”? on the “Challenging Invoice Ex-
traction dataset” over the Internvl-2-8B model trained
with on UCSF public dataset. To the best of our knowl-
edge, this is the first application of synthetic templates
to train VLMs for accurate semi-structured information
extraction from invoices, achieving performance on par
with real-world data trained models.

Related Work

Document understanding has progressed rapidly with the
emergence of multimodal transformers, layout-aware en-
coders, and OCR-free generative models. Early approaches
relied on OCR and token classification over visually parsed
layouts, but recent advances include end-to-end generation,
vision-language pretraining, and instruction tuning. Donut
(Kim et al. 2022) pioneered an OCR-free method for ex-
tracting structured data directly from document images, per-
forming well on simple layouts but struggling with com-
plex tables. Layout-aware models such as LayoutLM (Xu
et al. 2020) and UDOP (Tang et al. 2023) remain effective
for form-like documents, leveraging 2D positional embed-
dings and visual-text alignment. LayoutLMv3 (Huang et al.
2022) strikes a strong balance between performance and in-
ference efficiency in enterprise settings. Specialized gen-
erative models like DocLLM (Wang et al. 2023) and Do-
cOwl (Hu et al. 2024) adopt large-scale instruction tuning
and enhanced layout encoding. DocLLM, trained on 11M

’Line items refer to fields detailing transaction compo-
nents—product code, description, quantity, unit of measurement,
unit price, and net amount—while entities encompass remaining
fields, including names, addresses, IDs, and others.

real documents, achieves 82.8% Average Normalized Lev-
enshtein Distance (ANLS) (Peer et al. 2024) at the 7B scale
on DocVQA (Mathew et al. 2021). DocOwl introduces vi-
sual compression for efficient multi-page inference. Gen-
eral purpose LLMs (e.g., GPT-4 (Hurst et al. 2024)) using
<OCR text> inputs achieve competitive zero-shot perfor-
mance ( 82.8% ANLS), while multimodal models like In-
ternVL 2.0 (Chen et al. 2024) reach 91.6% ANLS without
extensive domain-specific tuning. General purpose models
generalize well across formats, aided by flexible prompting.
Model performance in document extraction depends criti-
cally on pretraining corpus scale, diversity, and architecture.
LayoutLLM and UDOP are trained on large synthetic datasets
such as IIT-CDIP (Lewis et al. 2006) and DocVQA, using
OCR tokens and image-text pairs. Donut relies on paired
document images and structured outputs (e.g., SynthDoG
(Kim et al. 2022)), while DocLLM and DocOwl integrate
instruction tuning and multitask learning across synthetic
and real sources. General purpose LLMs, in OCR+LLM
pipelines, are pretrained on massive web-scale corpora and
refined with document-specific fine-tuning. Despite their
generalization capabilities, these systems depend heavily on
accurate OCR and prompt design. While large-scale pre-
training helps, data diversity and domain realism are essen-
tial. Public benchmarks including FUNSD (Xu et al. 2022),
CORD (Park et al. 2019), and DocVQA—Ilack the structural
complexity of real-world financial documents, often featur-
ing regular layouts and annotation inconsistencies. As a re-
sult, models perform well on benchmarks but degrade on
noisy, real world invoices. This underscores the need for
privacy-preserving, domain-aligned synthetic data that re-
flects real-world variability for training models.

Methodology

In this section, we describe the methods, Invoicepy and Tem-
platepy, introduced as part of DocuLite.

Invoicepy

Invoicepy is a synthetic data generation framework for
training LLMs on invoice information extraction. It takes
<OCR, Human Annotated Label> as input, where
‘OCR’ is the OCR model output for a real customer invoice
and generates <Synthetic OCR, Synthetically
Annotated Label> samples, where the ‘Synthetic
OCR’ simulates OCR model output while preserving the
layout and content structure of the customer invoice. Serv-
ing as a privacy-preserving anonymization layer, Invoicepy
generates obfuscated but structurally faithful data, enabling
domain-aligned model training without exposing sensitive
information. The framework has two stages (Refer to Fig 1
in the Appendix): (1) Generation and (2) Extraction. In the
generation stage, LLaMA-3-70B is instructed in a zero-shot
Chain of Thought setup to generate a ‘Synthetic OCR’
from real customer invoice ‘OCR’ by replacing subwords,
words, and numbers while preserving the original structure.
A rationale is generated to guide output quality, and an
optional second pass adds variability. In the extraction
stage, Mixtral-8x22B-Instruct-v0.1 takes <OCR, Human



Field M1 (Few-shot) M2 (UCSF) M3 (Invoicepy) M4 (Templatepy)
Product Code 0.31 0.35 0.95 0.93
Description 0.51 0.58 0.89 0.95
Quantity 0.20 0.23 0.96 0.92
Unit of Measurement 0.45 0.51 0.94 0.94
Net Amount 0.41 0.45 0.97 0.95
Unit Price 0.31 0.42 0.98 0.93

Table 1: F1 scores for line-item field extraction from invoices using different LLM and VLM configurations. M1: OpenChat-
3.5-1210 with few-shot UCSF samples; M2: OpenChat-3.5-1210 fine-tuned on UCSF; M3: OpenChat-3.5-1210 fine-tuned on

Invoicepy; M4: InternVL-2-8B fine-tuned on Templatepy.

Annotated Label, Synthetic OCR> as input
and returns <Synthetic OCR, Synthetically
Annotated Label> (Refer to Fig 2 in the appendix),
resulting in final training pairs <Synthetic OCR,
Synthetically Annotated Label>. Model
choices are based on extensive experiments to ensure layout
fidelity, annotation quality, and prevention of data leakage.
Note that we use LLaMA-3-70B for the first stage and
Mixtral-8x22B for the second stage because LLaMA excels
at high-fidelity generative rewriting needed to produce
layout-preserving synthetic OCR, whereas Mixtral pro-
vides cost-efficient yet reasonably accurate structured data
extraction.

Templatepy

Templatepy addresses the limitations of public invoice
datasets—Ilimited layout diversity, inconsistent label-
ing—and the inaccessibility of proprietary data by
eliminating the need for real or synthetic invoices during
VLM training. Instead, it uses structured html-templates
for scalable, privacy-compliant information extraction.
VLM-based invoice extraction comprises three stages:
(1) Token Extraction, where tokens are identified from
the document image; (2) Token Grouping, where related
tokens are clustered; and (3) Key-Value Mapping, where
token groups are mapped to predefined fields—requiring
domain-specific reasoning. Templatepy shifts training to
focus on this final stage using synthetic templates that
abstract layout while retaining structural logic. Since VLMs
handle extraction and grouping via pretraining, Templatepy
targets domain adaptation through key-value alignment.
These layout-agnostic templates enable generalizable learn-
ing across invoice types and structured document domains.
Templatepy takes as input a set of field names, their aliases,
and a maximum number of rows, and generates document
images with tables containing a random number of rows
and columns. Each column header is randomly assigned
a field name or alias. For entities?, the number of rows
is fixed at 1, with annotations as <field name, row
0 column j>, where j is the column index of field
name. For line items?, the table includes up to the specified
maximum number of rows, with annotations as <field
name, row ¢ column j>, where ¢ is the index of ith
line item and j the column header index of the field name of
that line item. Tables may or may not include borders, and
cells may or may not contain values, both randomized. The

output is <Synthetic Image,
Annotated Output> (Fig 3).

Synthetically

Dataset

We introduce the “Challenging invoice extraction dataset”
of 184 annotated documents, curated to reflect real-world
complexities in document understanding. Annotation was
performed by 4 commerce graduates from Bengaluru, In-
dia (average age 20), supervised by a finance expert with
10 years of experience. Documents were classified as “chal-
lenging” based on: (a) presence of multiple tabular struc-
tures, (b) occurrence of nested or overlapping patterns (e.g.,
tables embedded within other tables), and (c) requirement of
multi-step reasoning to infer values absent in the document
(e.g., calculating the net amount for a line item using the for-
mula: net amount = unit price X quantity, when only partial
values are explicitly provided). Each document underwent
5 rounds of annotation by different annotators, followed by
quality assurance and domain-specific validation to ensure
only genuinely complex documents were included. A sim-
ilar procedure was used to curate 375 complex training in-
voices from RVL-CDIP dataset, a subset of the UCSF public
dataset (Larson, Lim, and Leach 2023). Notably, the public
dataset lacks the structural complexity typical of real-world
invoices.

Experiment and results

We perform LoRA fine-tuning (Dettmers et al. 2023) of
the OpenChat-3.5-1210-7B LLM for invoice information
extraction on training set of 375 invoices from the public
dataset, and 184 synthetic invoices generated via running In-
voicepy on the Challenging Invoice Extraction dataset. We
use a maximum context length of 2048 tokens, batch size 2,
LoRA rank 32, and LoRA alpha 64, for 3 training epochs.
Training beyond 3 epochs or increasing the LoRA rank led
to a performance in terms of F1 score. The best-performing
checkpoints are selected based on F1 score on the Chal-
lenging Invoice Extraction dataset. We also fine-tune the
InternVL-2-8B VLM on 650 synthetic invoices generated
via running Templatepy. We use a context length of 4096 to-
kens, batch size 1, LoRA rank 64, LoRA alpha 128, and one
training epoch. Additional training degrades performance.
Best checkpoints are selected based on F1 score on the Chal-
lenging Invoice Extraction dataset.

We evaluate 4 model configurations for line-item” field
extraction task from invoices using F1 score across six
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Figure 1: Invoicepy workflow diagram. The generation stage uses Meta-LLAMA-3-70B to transform real invoice OCR into
structurally aligned synthetic OCR with rationale, preserving layout while obfuscating content. The extraction stage uses
Mixtral-8x22B-Instruct-v0.1 to generate synthetically annotated labels from the synthetic OCR, guided by real OCR and human
annotations. This two-step process produces high-quality, privacy-preserving training data for LLMs.

fields: Quantity, Unit Price, Net Amount, Product Code, De-
scription. The models are: M1 (OpenChat-3.5-1210 with
few-shot samples from the public dataset), M2 (OpenChat-
3.5-1210 fine-tuned on the public dataset), M3 (OpenChat-
3.5-1210 fine-tuned on the synthetic Invoicepy dataset), and
M4 (InternVL-2-8B fine-tuned on the synthetic Templatepy
dataset). Models trained on synthetic data (M3 and M4)
consistently outperform the baselines (M1 and M2). M3
achieves the highest overall performance, surpassing M1
and M2 by 113% in average F1 score (Table 1), with M4
close behind at 111%. On the Quantity field, M3 improves
by 76 and 73 points over M1 and M2, respectively; M4
also performs strongly with an F1 score of 0.92. For Unit
Price, M3 outperforms M1 by 67 points, and M4 achieves
0.93. In Net Amount, M3 scores 0.97—52 points higher than
M2—while M4 reaches 0.95. For Product Code, M3 leads
with a 60-point advantage over M2, and M4 scores 0.93. In
Description, M4 achieves the highest F1 score of 0.95, out-
performing M2 by 37 points. Overall, M3 (Invoicepy) leads
in 5 of 6 fields, demonstrating the effectiveness of synthetic
datasets.

Summary, Conclusion, and Future Work

This work introduces Doculite, a scalable, privacy-
preserving framework for adapting LLMs and VLMs to in-
formation extraction from VRDs. Doculite combines two
synthetic data generation methods: InvoicePy for text-

based synthetic invoices, and TemplatePy for template-
based document images. Experiments on the Challenging
Invoice Extraction dataset show that OpenChat-3.5-1210
trained on InvoicePy data achieves a 0.525 F1 improve-
ment, while InternVL-2-8B trained on TemplatePy gains
0.513—both outperforming public-trained baselines. These
results demonstrate synthetic data’s effectiveness in improv-
ing extraction accuracy, reducing reliance on manual annota-
tions, and enabling privacy-conscious training. Future work
will extend support to multilingual invoices.

Limitations

The primary limitation of this study is its reliance on syn-
thetic data, which, despite mimicking real-world structures,
may not fully capture the variability and noise present in
authentic invoices. Generalization beyond the current distri-
bution therefore remains uncertain and requires more evalu-
ation. Another notable limitation is the dependency on OCR
quality in the LLM pipeline, which introduces susceptibility
to extraction errors not fully reflected in the synthetic inputs.
Additionally, the Challenging Invoice Extraction dataset,
though structurally complex, offers limited domain diversity,
representing a limited range of enterprise invoice formats.
Finally, our evaluation is restricted to English documents;
broader multilingual and non-Latin assessments are needed
for wider applicability.
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Figure 2: Invoicepy synthetic data generation process. The top shows a real invoice OCR model output, and the bottom shows
a structurally aligned, anonymized ‘Synthetic OCR’ generated using LLaMA-3-70B, preserving layout while obfuscating con-
tent. This enables privacy-preserving training of LLMs for invoice information extraction.
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Figure 3: Sample document image generated by Templatepy containing a synthetic table. Column headers are randomly as-
signed field names or aliases, and cells are filled with placeholder text representing structured information. This layout-agnostic
design preserves structural logic while obfuscating content, enabling privacy-preserving, domain-aligned training of VLMs
without reliance on real invoices.



