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ABSTRACT

Transfer learning from ImageNet pre-trained models has become essential for many
computer vision tasks. Recent studies have shown that ImageNet includes label
ambiguity, where images with multiple object classes present are assigned a single
label. This ambiguity biases models towards a single prediction, which could result
in the suppression of classes that tend to co-occur in the data. Recent approaches
have explored either fixing the evaluation datasets or using costly procedures to
relabel the training data. In this work, we propose multi-label iterated learning
(MILe) to incorporate the inductive biases of multi-label learning from single labels
using the framework of iterated learning. MILe is a simple yet effective procedure
that alternates training a teacher and a student network with binary predictions
to build a multi-label description of the images. Experiments on ImageNet show
that MILe achieves higher accuracy and ReaL score than when using the standard
training procedure, even when fine-tuning from self-supervised weights. We also
show that MILe is effective for real-world large-scale noisy data such as WebVision.
Furthermore, MILe improves performance in class incremental settings such as
IIRC and is robust to distribution shifts.

1 INTRODUCTION

Large-scale datasets with human-annotated labels have been central to the development of modern
state-of-the-art artificial perception systems [34, 25, 26]. Improved performance on ImageNet [18]
has led to further progress in tasks and domains that leverage ImageNet pretraining [12, 44, 72].
However, annotated datasets and models tend to project a multi-label reality onto single-label images.
This often hinders the model’s performance by asking models to predict a single label, especially
when trained on real-world images that contain multiple objects of interest.

Given the importance of the problem, there is an increasing interest in evaluating the limits of
single-label benchmarks. A series of recent studies [58, 61, 56, 9, 67] highlight the problem of
label ambiguity in ImageNet. In order to obtain a better estimate of model performance, Beyer
et al. [9], Shankar et al. [56] introduced multi-label evaluation sets. They identified softmax cross-
entropy training as one of the main reasons for low multi-label performance since it promotes label
exclusiveness. They also showed that replacing the softmax with sigmoid activations and casting the
output as a set of binary classifiers results in better multi-label validation performance.

Several other studies have explored ways to overcome the shortcomings in existing validation
procedures by improving the pipelines for gathering labels [6, 60, 50]. Although multi-way training
objectives improve validation performance, models are still trained to predict a single label per image.
Consequently, Yun et al. [67] introduced a multi-label training set for ImageNet. They leveraged
pixel-wise predictions from an ensemble of large models pretrained on external data. Models
trained using these dense labels show competitive performance on both standard and multi-label
ImageNet evaluations [9]. More recently, Radford et al. [49] (CLIP) demonstrated that learning from
natural language descriptions rather than single-label supervision leads to robust and transferable
representations. However, the dataset used to train CLIP has not been released yet, and ImageNet-
based single-label training has not declined in popularity.

While multi-label training alleviates the problem of label ambiguity, the relabeling effort was only
made for ImageNet, and relabeling all existing datasets with multi-labels is a daunting task. In
this work, we observe that models trained for multi-label binary classification with singly-labeled
ground truth tend to produce multi-label predictions in ambiguous images during the first training



Under review as a conference paper at ICLR 2022

iterations (before overfitting). We propose to leverage these multi-label predictions as pseudo labels
to enrich the supervision signal of student networks in an iterated self-distillation procedure. We aim
to produce a multi-label representation of the images when only a single label is provided during
training.

Iterated learning is an algorithmic procedure first proposed in the field of cognitive science to model
the emergence and evolution of language structure [31, 33]. During iterated learning, a compositional
syntax emerges when agents learn by imitation from previous generations in the presence of a learning
bottleneck. We show that the same procedure can lead to the emergence of a multi-label description
of images from single labels. The approach starts by training a teacher network with a small number
of updates on the training set. A student network is then trained to imitate the teacher based on
pseudo-multi-labels inferred from the input samples. The student then replaces the teacher and the
cycle repeats with a frequency modulated by a learning budget.

In this work, we propose multi-label iterated learning (MILe) as a solution to build better predictors
by addressing the problem of label ambiguity. In our experiments, we demonstrate that iterated
learning improves the performance of supervised and self-supervised models on the ImageNet and
ImageNet ReaL [9] validation sets. In addition, experiments on WebVision [40] show that iterated
learning increases robustness to label noise and spurious correlations. Finally, we show that our
approach can help in continual learning scenarios such as IIRC [1] where newly introduced labels
co-occur with known labels. Our contributions are:

* We propose MILe, a multi-label iterated learning algorithm for image classification that
prevents models from making single-label predictions in the presence of multiple objects
from multiple classes.

* We provide quantitative and qualitative insights on the predictions made by models trained
with iterated learning.

* We show that models trained with MILe are more robust and achieve competitive perfor-
mance on ImageNet, ImageNet-Real., WebVision, and multiple setups such as supervised
learning, self-supervised learning, semi-supervised learning, and continual learning.

2 RELATED WORK

Learning with label noise ImageNet has become the standard image classification benchmark [53],
and its importance has motivated several studies assessing its reliability. For instance, it is known that
ImageNet contains label ambiguity [58, 61, 56, 9, 67, 6] and label noise [63, 51]. Label ambiguity
refers to the cases where only one of the multiple possible labels was assigned to the image. In
order to evaluate how label ambiguity affects ImageNet classifiers, Beyer et al. [9] proposed Real,
a curated version of the ImageNet validation set with multiple labels per image. They found that
ImageNet classifiers tend to perform better on ReaL since it contains less label noise but they did
not address the problem of inaccurate supervision during training where more than one correct class
is present in the image. To deal with unfavorable training dynamics due to the mismatch between
the multiplicity of object classes and the majority-aggregated single labels, Yun et al. [67] proposed
to relabel the ImageNet training set. They obtained pixel-wise labels by finetuning an ensemble of
large models pretrained on a large external dataset [59]. Although useful, undertaking such relabeling
procedure for each dataset of interest is both laborious and unrealistic. In addition, it is not clear
if the same relabeling approach could be used in larger, noisier databases such as WebVision [40],
which contains 2.4M images downloaded from the internet and labels consisting of the queries used
to download those images. In this work, we investigate the use of iterated learning on single-label
datasets as an alternative to relabeling in order to produce a multi-label output space. Different from
existing methods, MILe uses neither external data nor additional relabeling procedures.

Knowledge Distillation Knowledge distillation is a technique commonly used in model compres-
sion [10, 29, 5]. In the vanilla setting, a large deep neural network is used as a teacher to train a
smaller student network from its logits. In addition to model compression, knowledge distillation has
been used to improve the generalization of student networks reusing distilled students as teachers [19]
or distilling ensembles into a single model [2]. Gains have been observed even when the teacher and
the student model are the same network, a regime commonly known as self-distillation [48, 69, 2].
Self-distillation has also been used to improve the generalization and robustness of semi-supervised
models. Xie et al. [65] proposed to cycle teacher and student training. Empirically, they found that the
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Figure 1: MILe. 1) Teacher and student are initialized with the same weights. 2) The teacher model
is trained with ground truth labels for k; iterations. 3) The student model is trained from the teacher
pseudo-label predictions for k; iterations. Finally, the teacher is initialized again with the student
weights (1) and the process is repeated until convergence.

cycles of self-distillation brought diminishing returns after three iterations. In this work, we propose
following the iterated learning paradigm by performing many cycles over the course of training and
using a limited number of iterations per cycle to create a learning bottleneck. It is worth noting that
Xie et al. [65] trained their model three times until convergence, which requires significantly more
computation than iterated learning, which is only trained once until convergence.

Iterated Learning The iterated learning hypothesis was first proposed by Kirby [31; 32] to explain
language evolution via cultural transmission in humans. Languages need to be expressive and com-
pressible to be effectively transmitted through generations. This learning bottleneck favors languages
that are compositional as they can be easily and quickly learned by the offsprings and support gener-
alization. Kirby et al. [33] conducted human experiments and mathematical modeling, which showed
that iterated transmission of unstructured language results in convergence to a compositional language.
Since then, it has seen many successful applications, especially in the emergent communication
literature [24, 52, 16, 17]. In these settings, the learning bottleneck is induced by limiting the data or
learning time of the student, which helps it to converge to a compositional language that is easier to
learn [38]. Iterated learning has also been used in the preservation of linguistic structure in addition to
its emergence by Lu et al. [45; 46]. Furthermore, Vani et al. [64] successfully applied it for emergent
systematicity in VQA. To the best of our knowledge, this is the first application of the iterated learning
framework in the visual domain.

3 METHOD

We propose MILe to counter the problem of label ambiguity in single-label datasets. We delineate
the details of our approach to perform multi-label classification from single-label ground truth.

Enforcing multi-label prediction. ImageNet is a single-label dataset and thus, labels are usually
represented as one-hot vectors (all dimensions are zero except one). Training on these one-hot vectors
forces models to predict a single class, even in the presence of other classes. Forcing models to predict
a single class exposes them to biases in the image labeling process such as the preference for centered
objects. Besides, constraining the model to output a single label per image limits the capability of
perceptual models to capture all the content of the image accurately. In order to solve this problem,
we propose to relax the model’s output predictions from single-label softmax prediction to multi-label
binary prediction with sigmoids. Thus, we treat the single-label classification problem as a set of
independent binary classification problems. Since the ground-truth labels are still represented as
one-hot vectors and training on them would still result in single-label predictions, we propose an
iterated learning procedure to bootstrap a multi-label pseudo ground truth.

Multi-label Iterated Learning. Our learning procedure is composed of two phases. In the first
phase, a feacher model interacts with the single-labeled data to improve its predictions. The interaction
is limited to a few iterations to prevent the binary classification model from overfitting to one-hot
vectors. In the second phase, we leverage the acquired knowledge to train a different model, the
student, on the multi-label predictions of the teacher. This yields a better initialization of the model
for further iterations as we repeat this two-phased learning multiple times (see Alg. 1).
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Specifically, we consider two parametric models, the teacher f(.;07) and the student f(.;62).
Parameters of the teacher 67 are initialized using the student parameters 0 at iteration 7. First, we
train the teacher for k; learning steps on the labeled images from the dataset, obtaining f(.; QTTH).
This constitutes the interaction phase of an iteration. We then move to the imitation phase, where we
train the student to fit the teacher model for &, steps, obtaining f(.; 6 +1)- This is done by training
the student on the pseudo labels generated by the teacher on the data. Finally, we instantiate a new
teacher by duplicating the parameters of this new student and iterate the process until convergence.
In addition to yielding a smooth transition during the imitation phase, this procedure ensures that
each iteration yields an improvement over the previous one (unless it is already optimal). Note
that in the supervised learning regime we do not pseudo label any unlabeled data. In Sec. 4.4 we
provide additional experiments showing that MILe can leverage unlabeled data in the semi-supervised
learning regime.

Both the teacher and the student are trained on the same dataset D composed of input-label pairs
{X,Y} € D. We train the teacher to maximize the likelihood p(§ = y|z,0) = o(f(z,0)), where §
is the label predicted by the model, y € ) is the true label, and o is a normalization function such as
the sigmoid. In order to alleviate the problem of label ambiguity, we consider )’ a multi-label binary
vector in ZS§ where C is the number of classes and optimize the binary cross-entropy loss:

1 B.C
Loep=—75 YD Wi 1og(Gi;) + (1 —vi;) - log(1 = giy), (1
i=1 j=1

where B is the number of samples in a batch when using batched stochastic gradient descent. We show
in our experiments that iterated learning along with multi-label objective provides a strong inductive
bias for modeling the effects of label ambiguity. Note that optimizing the binary cross-entropy on
one-hot labels would not solve the label ambiguity problem. Thus, during each cycle, we train the
teacher for a few iterations in order to prevent it from overfitting the one-hot ground truth. During
student training, we threshold the teacher’s output sigmoid activations to obtain multi-label pseudo
ground-truth vectors i = f(x,07) > p. The threshold p is 0.5 unless otherwise stated.

The MILe Learning Bottleneck. Enforcing the imitation phase with some form of a learning
budget is an essential component of the iterated learning framework [31]. This bottleneck regularizes
the student model not to be amenable to the specific irregularities in the data. Kirby [31] argue that
such a bottleneck enforces innate constraints on language acquisition. We believe that incorporating
such a mechanism into the prediction models could prevent them from overfitting label noise [42],
improving the quality of pseudo labels. Predominantly, there have been two ways to impose a learning
bottleneck. One way is to allow a newly initialized student to only obtain the knowledge from a
limited number of data instances generated by the teacher [31]. Another is by limiting the number of
learning updates that the student can perform while imitating the teacher [45]. In our setting, we find
it helpful to enforce the bottleneck via the number of learning updates.

As illustrated in Fig. 1 and Alg. 1, we iteratively refine a teacher network that is trained with the
original labels and a student network that is trained with labels produced by the teacher. In order to
prevent the student from overfitting the teacher, we restrict the amount of training updates [45] for
each of the modules. Formally, let N be the size of the dataset, k; be the number of training iterations
of the teacher, and k, the number of student iterations. In general, we set k; << N to prevent
the teacher from overfitting one-hot labels and ks <= k; to prevent the student from overfitting
the teacher. In other words, each of our iterations is composed of two finite loops of (a) model
improvement (teacher learning) and (b) model imitation (student learning).

4 EXPERIMENTS

We provide experiments showing the effects of iterated learning in multiple setups. We focus our study
on ImageNet and WebVision [40]. In Sec. 4.1, we study the robustness to noise on ImageNet Real
and WebVision. In Sec. 4.2, we test the proposed method on IIRC, a continual learning benchmark
with growing multi-label space. In Sec. 4.3, we explore the benefits of iterated learning for domain
generalization. In Sec. 4.4, we study the effect of MILe on models pre-trained with self-supervised
objectives. Finally, in Sec. 4.5, we provide ablation experiments and comparisons with other iterative
learning approaches such as self-distillation and noisy student.
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Algorithm 1 MILe

Require: Initialize Student network 82, 7 = 0. { Prepare Iterated Learning}
1: repeat
2 Copy 6% to 0T, {Initialize Teacher}
3 for i = 1to k. do
4: Sample a batch (z;, ¥s) € Dirain
S gi= for (@)
6: 0% «— 0%, +aVLEE (0T iy, ) {Update 07 to minimize L}
7 end for { Finish Interactive Learning}
8: fori=1tok; do
9: Sample a batch (z;,Y;) € Dirain
10: Ui = U(f0;1—"+1 (z:)) > p {Generate Pseudo Labels}
Mo s = fos (@)
12: 0% — 02 + VLB 02 §;,9:) {Update 0% to minimize L)
13:  end for { Finish Imitation}

14:  Copy 0% to Bfﬂ
150 7+ 7+4+1
16: until Convergence or maximum 7 reached

4.1 LABEL AMBIGUITY AND NOISE

Datasets: We train our models on the standard ImageNet image classification benchmark [53], which
is known to contain ambiguous labels [9]. Therefore, in addition to the validation set performance,
we also report the performance on Real. [9], an additional set of multi-labels for the ImageNet
validation set gathered using a crowd-sourcing platform. Real contains a total of 57,553 labels for
46,837 images. We report results when using fractions of the total amount of training examples (i.e.,
1%, 5%, 10%, 100%). To test the robustness of our method to label noise, we provide results on
WebVision [40], which contains more than 2.4 million images crawled from the Flickr website and
Google Images search. The same 1,000 concepts as the ImageNet ILSVRC 2012 dataset are used for
querying images. It is worth noting that many ImageNet (Real.) samples contain a single object and
a single label. In App. A.1, we explore the limits of MILe on a synthetic dataset. In addition, we
provide results on CelebA [43] in App. A.6.

Baselines: We train a ResNet-18 and a ResNet-50 [25] using three different methods. (i) Softmax:
standard softmax cross-entropy loss used to train the original ResNet backbone [25]. (ii) Sigmoid:
we substitute the cross-entropy loss for a binary cross-entropy (BCE) loss. (iii) MILe: the proposed
method as described in Sec. 3. For WebVision experiments, we also train an additional ResNet-50-
D [28] backbone following recent methodologies [66].

Metrics: We report accuracy on the original [53] and the Real. [9] ImageNet validation set. RealL
is a multi-label dataset, so we calculate the accuracy as described by Beyer et al. [9]. Namely, we
consider a top-1 prediction correct if it coincides with any of the ground-truth labels, i.e. Real.-Acc
=& ZZ\LI |§: NY;| > 0, where §; is the predicted label for the ith sample, Y; is the set of RealL
labels, and |.| counts the the number of elements in a set. Additionally, we report the F1-score, which
represents the proportion of correct predicted labels to the total number of actual and predicted labels,

averaged across all examples: ReaL-F1 = +; Zfil %{M, where TP is the number of true
positives, FP is the number of false positives, and FN is the number of false negatives. Finally, we
report the label coverage, which indicates the total fraction of labels per sample predicted by the

multi-label classifier. A number 1.15 indicates an additional 15% of labels was predicted.

ImageNet results. We report the results in Table 1. MILe surpasses baseline methods on all metrics
and all fractions of training data. With Sigmoid, we observe a substantial improvement on Real.-Acc
of ~ 2% and ~ 4% for ResNet-18 and ResNet-50 respectively. This is in agreement with the results
reported by Beyer et al. [9]. Incorporating iterative learning results in an extra ~ 1% performance
improvement when using all the training data and up to 5% of ReaL-F1 when using a smaller fraction
of the data. Interestingly, we find that using smaller fractions of data reduces the label coverage.
We hypothesize that using a smaller fraction of the data leads to memorization and overfitting for
the Softmax method and Sigmoid, which results in more confident predictions on a single class.
Additional results focused on ReaL label recovery can be found in App. A.2.
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| ImageNet fraction: | 1% 5% 10%  100% | 1% 5% 10%  100%

Metric | Method | ResNet-50 | ResNet-18

Softmax 6.32 36.71 53,50 7633 | 6.61 315 48.82 7041
Accuracy Sigmoid 6.70 369 5501 7635 | 688 31.1 49.14 70.46
MILe (ours) 910 4252 5729 7712 | 8.2 362 5131 7112
Softmax 7.19 4255 60.21 82.76 | 8.80 35.88 55.11 77.77
Real.-Acc Sigmoid 8.38 46.04 6296 8322 | 9.04 37.66 57.52 81.01
MILe (ours) 11.5 4836 6542 83.75 | 9.18 41.65 58.57 81.52
Softmax 6.77 4051 57.33 785 | 828 3420 5251 73.83
Real-F1 Sigmoid 717 4111 5846 78.61 | 839 3356 52.12 73.85
MILe (ours) 10.76 45.02 62.11 79.89 | 8.55 3849 538 7448

Softmax 1.00 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Label Coverage Sigmoid 1.09 1.11 1.10 1.11 1.07  1.10 1.15 1.15
MILe (ours) 1.05 1.08 1.09 1.16 | 1.06  1.07 1.12 1.17

Table 1: ImageNet results. The first row displays the fraction of the ImageNet data used to train the
models. Softmax: Vanilla ResNet with softmax loss. Sigmoid: ResNet trained for multi-label binary
classification with single labels. MILe: multi-label iterated learning. Label coverage refers to the
fraction of additional labels predicted by each model. All the models are trained for 100 epochs.

Real: polecat, ferret

ReaL: uniform, riffle RealL: chihuahua, bathtub
Baseline: laptop Baseline: pickelhaube, riffle Baseline: tub Baseline: ferret
MiLe: cleaver, laptop, notebook MiLe: uniform, pickelhaube, riffle MiLe: chihuahua, bathtub, tub MiLe: weasel, polecat, ferret

Real: cleaver, laptop

Real.: tabby, keyboard, desk, laptop, monitor,
notebook

Baseline: keyboard, laptop, notebook

MiLe: keyboard, desk, laptop, tabby, notebook

Real.: schooner, yawl, sandbar, shore
Baseline: sandbar
MiLe: yawl, sandbar MiLe: plate, mashed potato, meat MiLe: laptop, notebook

Real: plate, meatloaf
Baseline: plate, mashed potato, meat

Real.: laptop, notebook
Baseline: laptop, desktop computer

Figure 2: Qualitative results. Real.: original labels. Sigmoid: ResNet-50 with sigmoid output
activations. MILe: multi-label iterated learning (ours).

We report qualitative results in Fig. 2. As it can be seen, MILe produces more complete descriptions
of the image, sometimes capturing labels that were not included in the RealL ground truth. For
instance, our method was able to detect a pickelhaube (pointy hat) that was not labeled in the ground
truth.

WebVision results. We report results in Table 2 and put them in context with other state of the
art. For all setups, we observe that MILe attains the best performance, up to 2 points better than
methods using better architectures such as Inception-V3 [55]. We also validate the WebVision-trained
model on the ImageNet validation set, outperforming the previous state of the art and keeping
results consistent with the WebVision validation set. These results suggest that the iterated learning
bottleneck acts as a regularizer that prevents the model from learning noisy labels which are more
difficult to fit. This hypothesis is in agreement with Arpit et al. [4], Zhang et al. [68], Liu et al. [42],
who showed that noise memorization happens later in the training procedure.

4.2 TIRC BENCHMARK

We explore whether MILe can incrementally learn an increasingly complex class hierarchy by
teaching previously seen tasks to new generations. We experiment with Incremental Implicitly-
Refined Classification (IIRC) [1], an extension to the class incremental learning setup [47] where the
incoming batches of classes have two granularity levels, e.g. a coarse and a fine label. Labels are
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Method Architecture Web Vision ImageNet
Top-1 Top-5 | Top-1 Top-5
CrossEntropy [62] ResNet-50 66.4 83.4 57.7 78.4
MentorNet [30] InceptionResNet-V2 70.8 88.0 62.5 83.0
CurriculumNet [23] Inception-V2 72.1 89.1 64.8 84.9
CleanNet [37] ResNet-50 70.3 87.8 63.4 84.6
CurriculumNet [23, 62] ResNet-50 70.7 88.6 62.7 83.4
SOM [62] ResNet-50 72.2 89.5 65.0 85.1
Distill [71] ResNet-50 - - 65.8 85.8
MoPro (decoupled) [39] ResNet-50 72.4 89.0 65.7 85.1
Multimodal [55] Inception-V3 73.15 89.73 - -
Sigmoid ResNet-50 72.1 89.5 65.4 85.0
MILe (ours) ResNet-50 75.2 90.3 67.1 85.6
Initial Vanilla Model ResNet-50-D 75.08 89.22 | 67.23 84.09
SCC [66] ResNet-50-D 75.36 89.38 | 67.93 84.77
SCC+GBA [66] ResNet-50-D 75.69 89.42 | 68.35 85.24
MILe (ours) ResNet-50-D 76.5 90.9 68.7 86.4

Table 2: WebVision results. Methods are trained on Webvision-1000 and validated both on WebVi-
sion and ImageNet. MoPro (decoupled) is pre-trained on the same set as our method. CleanNet [37]
and Distill [71] require data with clean annotations.
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Figure 3: IIRC evaluation. (a) Average performance on [IRC-ImageNet-lite. (b) Average per-
formance on IIRC-CIFAR10. We run experiments on five different task configurations and report
the mean and standard deviation. Left: average performance when the tasks are equally weighted
irrespective of how many samples exist per task. Right: average performance over the number of
samples. In this case, the first task has more weight since it is larger in the number of samples.

seen one at a time, and fine labels for a given coarse class are introduced after that coarser class is
visited. The goal is to incorporate new finer-grained information into existing knowledge in a similar
way as humans learn different breeds of dogs after learning the concept of dog.

Results. Following the procedure described by Abdelsalam et al. [1], we train a ResNet-50 on
ImageNet and a reduced ResNet-32 on CIFAR100. Also following Abdelsalam et al. [1], we compare
with an experience replay (ER) baseline and a finetune lower-bound. We report the model’s overall
performance after training until task ¢ as the precision-weighted Jaccard similarity between the model
predictions and the ground-truth multi-labels over all classes encountered so far. See App. A.3 for
details on the metric. We report IIRC-ImageNet-lite evaluation scores in Fig. 3a and CIFAR in
Fig. 3b. In all cases, we find that iterative learning increases the performance with respect to the ER
baseline by a constant factor. This suggests that MILe helps prevent forgetting previously seen labels
by propagating them through the iterated learning procedure.

4.3 DOMAIN GENERALIZATION

A common problem of machine-learning models is that they tend to fail when presented with out-
of-distribution data [7]. Arjovsky et al. [3] claimed that this happens due to models relying on
spurious correlations rather than the causal factors of the data. Thus, we investigate whether iterative
learning can reduce the effect of spurious correlations by allowing the model to produce independent
predictions of the two correlated factors. Following Arjovsky et al. [3], we perform experiments on
ColoredMNIST [3], a version of MNIST where the color of the digits is spuriously correlated with
their value. The spurious correlation is removed at test time, i.e. colors are assigned randomly, to
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Method ImageNet Validation ImageNet Real.-F1

1% 10% 100% 1% 10%  100%
SimCLR [13] 483 656 7625 | 51.54 69.16 7691
BYOL [21] 532 68.8 772 | 5432 70.81 78.85
SwAV [11] 539 702 7774 | 55779 7122 79.18
MoCo-v2 [15] 51.72  66.5 77.12 | 5334 70.75 79.04
MILe (Ours) + MoCo-v2 52.62 674 77.38 | 56.08 71.48 80.03
SimCLR-v2-sk0 [14] 58.18 689 763 | 5725 70.11 78.83
MILe (Ours) + SimCLR-v2-sk0 | 61.85 70.5 77.29 | 60.49 7276 79.38
SimCLR-v2-sk1 [14] 647 724 787 | 62777 7421 7943
MILe (Ours) + SimCLR-v2-sk1 | 69.4 747 795 | 65.04 7640 81.53

Table 3: Self-supervised finetuning. The second row displays the fraction of ImageNet training data
used for fine-tuning. Accuracy top-1 predictions are used for reporting the numbers.

Method | CMNIST | CMNIST+ Method ‘ Teacher ‘ Label fraction
ERM 51.6+0.1 | 51.1 £0.1 1% 10%
IRM [3] 51.8+0.1 | 51.2+£0.2 Distilled [14] ‘ R50 (2x+SK) ‘ 69.0 75.1
REx [35] 51.6+0.1 | 51.2+0.2 Self-distlled [14] | R50 (1x+SK) | 70.15 74.43
MILe (ours) | 51.8+£ 0.1 | 53.5+ 0.6 MILe (ours) R50 (1x+SK) | 73.08 75.3

Table 4: OOD generalization on ColoredM-  Table 5: Self- semi-supervised learning. Ima-
NIST [3] (CMNIST), which consists in predict-  geNet top-1 accuracy for ResNet-50 (R50) dis-
ing digits and ColoredMNIST+, which consists  tilled from a SImCLR [13] model. 2 x: teacher
in color or digit prediction. has 2x parameters than the student.

reveal whether models are affected by color. During training, we add an extra color classification task
consisting of solid color images. For each task, models are either asked to predict the color or the
digit but never both. This setup brings ColoredMNIST closer to ImageNet’s label ambiguity problem,
where labels are biased towards foreground (cow on a beach) but backgrounds (beaches) are also part
of the classification problem. We call this setup ColoredMNIST+ (details in App. A.4).

Results. We compare with invariant risk minimization (IRM) [3] and risk extrapolation (REx) [35]
based on the DomainBed implementation [22]. These two approaches leverage differences between
multiple environments, with different levels of correlation between digit and color, to become invariant
to spurious attributes.We report results in Table 4. MILe surpasses REx by 2 points. Interestingly,
even though ERM and IRM are also required to solve the color classification task, only iterated
learning is able to use it to improve performance. Although the color and digit prediction tasks are
mutually exclusive, during iterated learning the teacher produces labels for both tasks simultaneously
and thus the student learns to predict the color even for images that contain a digit. This helps the
model to learn that these are two independent attributes, boosting its performance.

4.4 SELF-SUPERVISED FINE-TUNING

ImageNet’s label ambiguity [58, 61, 56, 9, 67] might be problematic for fully-supervised methods
but it is possible that self-supervised pre-training procedures such as MoCo [27] or SimCLR [13]
are immune to it. We explore whether iterated learning improves the performance of self-supervised
models in the fully- and semi-supervised fine-tuning regimes. We perform experiments on the
ImageNet dataset and report validation accuracy and RealL.-F1 as described in Sec. 4.1.

Baselines. We report results with ResNet-50 pre-trained with SimCLR [13], SimCLR-v2 [14],
BYOL [21], MoCo-v2 [15], and SWAV [20]. Results are reported after fine-tuning weights with
1%, 10%, and 100% of the ImageNet training set. We incorporate the proposed iterative learning
procedure in the fine-tuning process of MoCo-v2 and SimCLR-v2. For SimCLR-v2, we also tested
the "sk1" variant which was improved with selective kernels [41, 14], while "skO" is the vanilla
version. For the semi-supervised learning experiments, we compare with SimCLR-v2’s distillation
experiments, where a teacher predicts pseudo-labels on unlabeled data. We compare with ResNet-50
(2x+SK), where the teacher has 2x capacity than the student, and ResNet-50 (1 x+SK) where the
teacher and the student are the same models.
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Figure 4: Ablation study. Comparison between different iteration schedules. (a) Comparison with
noisy student (NS). (b)(c) Sweep over length of interactive learning phase k; and length of imitation
phase k5. We report the RealL-F1 score for 10% (b) and 100% (c) data fraction.

Results. We report fine-tuning results in Table 3. Iterated learning improves the performance of
MoCo-v2, SimCLR, and SimCLR-v2 for all fine-tuning data fractions. Interestingly, the improvement
gap grows when using better self-supervised initializations. For example, the RealL improvement
from the best performing SimCLR-v2-sk1 with 100% of the validation data is 4.6% while it is around
3% for MoCo-v2 and SimCLR-v2-sk0. We hypothesize that more accurate models lead to better
iterated learning teachers, improving the overall performance of the iterated learning procedure.

We report semi-supervised learning results in Table 5. Iterated learning performs 2.9% better with
1% of the training labels and 0.9% with 10% of the training labels when compared with the self-
distillation procedure presented in SimCLR-v2 [14]. Interestingly, we find that iterated learning
attains better performance than distilling from a teacher twice the size of the student.

4.5 ABLATION STUDY

We investigate the sensitivity to the number of teacher and student updates per cycle (k; and ks,
respectively). Note that training the teacher and the student until convergence for three cycles
resembles the noisy student (NS) procedure [65]. In Fig. 4a we compare the performance of the best
MILe iteration schedule with the NS schedule. We found that MILe achieves the best performance in
terms of the Real.-F1 score. In App. A.5 we ablate the pseudo label threshold (p) value.

We also investigate the effect of the number of teacher iterations (k;) and student iterations (k) per
cycle on the final performance (Fig. 4b, 4c). We report the Real.-F1 for different k; values (rows)
and k; values (columns). In Fig. 4b, we report the performance when training with 10% of the data,
and in Fig. 4c we report the performance when training with all the data. In general, we find that
the best performance is achieved with smaller values of k; and k. Extreme values of k; and kg lead
to lower performance, being the model most sensitive to large values of kg (dark regions). This is
expected since a small k; would let the imitation phase constantly disrupt supervised learning via
interaction with the data, while a large k; does not reap the benefits of distillation. For a given k; we
find that the optimal &, lies in the mid-range and the other way around. Regarding the influence of
the dataset size, we observe that it mostly influences the optimal number of teacher iterations (k).
We hypothesize that it takes few iterations for the teacher to overfit small datasets, which leads to
one-hot predictions and prevents the model from learning a multi-label hierarchy.

5 CONCLUSIONS

We introduced multi-label iterated learning (MILe) to address the problem of label ambiguity and label
noise in popular classification datasets such as ImageNet. MILe relaxes the single-label classification
problem to multi-label binary classification and alternates the training of a teacher and a student
network to build a multi-label description of an image from single labels. The teacher and the
student are trained for few iterations in order to prevent them from overfitting the single-label noisy
predictions. MILe improves the performance of image classifiers for the single-label and multi-
label problems, domain generalization, semi-supervised learning, and continual learning on IIRC. A
possible limitation of iterated learning is choosing the correct teacher (k;) and student iterations (k).
However, this is an inherent problem of iterated learning [45]. In addition, our ablation experiments
suggest that the proposed procedure is beneficial for a wide range of k; and k, values (Sec. 4.5). We
hope that our research will open new avenues for iterated learning in the visual domain.



Under review as a conference paper at ICLR 2022

6 REPRODUCIBILITY STATEMENT

We have presented MILe, a multi-label iterated learning procedure to alleviate the label ambiguity
problem in singly-labeled datasets such as ImageNet [18]. An overview of our method is depicted in
Fig. 1, and details are provided in Alg. 1. We describe datasets, baselines, and metrics used for the
experiments in each of their corresponding sections. We provide additional details about the metrics
used in IIRC in App. A.3. We provide ablation experiments in Sec. 4.5. We provide the code in the
supplementary material, and we will make it publicly available on Github.
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A APPENDIX

We provide additional experiment on a synthetic setup along with results to assess the fraction
of ImageNet-ReaL labels recovered with MILe. We then provide details on the metrics used for
evaluation on the IRCC benchmark [1] (Sec. A.3). Fianlly, we provide additional results for multi-
label classification on CelebA (Sec. A.6).

A.1 MULTI-LABEL MNIST

F1@0.25 F1@0.5 Label
0 0.60
Softmax 28.69 28.69 5 015
Sigmoid 29.10 28.67 o 10'
MILe (ours)  41.35 34.32 8 :
4 05
Table 5: Results on multi-label MNIST. The 3 05

first column displays the F1 score when the

threshold for positive labels is set to 0.25 and the Figure 6: Multi-MNIST. The center digit has a
second column shows the F1 score for a thresh- probability of 0.6 to be chosen as the label for
old of 0.5. the whole grid.

Sec. 4.1 explores whether the multi-label representations built by MILe help to alleviate the label
ambiguity problem in the ImageNet. However, many images in the ImageNet contain a single object,
which biases MILe towards predicting a small number of objects per image. In order to explore the
limits of MILe, we design a controlled experiment on a synthetic dataset where most samples contain
multiple classes. Each sample consists of a 3 x 3 grid of randomly sampled MNIST digits [36]. For
each grid, its single label corresponds to the center digit with probability 0.6 while the 8 remaining
digits are sampled with probability 0.05 each (see Fig. 6). Note that, similar to the ImageNet, digits
of the same class can repeat in the grid. However, the probability of having a 3 x 3 grid with the
same digit repeated in each position is 107°.

Results are shown in Table 5. We observe that MILe attains up to 12% better F1 score than the
Softmax and Sigmoid baselines. It is worth noting that the improvement is most significant when
thresholding the sigmoid output predictions to 0.25. Interestingly, for this experiment, we found the
best threshold to produce multi-pseudo-labels from the teacher output to be (p = 0.1). Having a low
threshold biases the student towards producing multi-label outputs. We find these results encouraging
and we believe that better performance could be attained by improving the pseudo-multi-label
generation strategy. We plan to explore these new strategies in future work.

A.2 REAL LABEL RECOVERY

The goal of MILe is to alleviate the problem of label ambiguity by recovering all the alternative labels
for a given sample. We define alternative labels as those that were not originally present in the ground
truth. In this section, we evaluate how much of those alternative labels are recovered with MILe.

Method ResNet-50 ResNet-18

10% data  100% data | 10% data  100% data
Softmax 0.2171 0.2679 0.1983 0.2648
Sigmoid 0.2310 0.2845 0.2047 0.2836
MILe (ours) | 0.3042 0.3248 0.2187 0.2880

Table 6: Secondary label recovery. Mean average precision over labels that appear in Real but not in the
original ImageNet validation set.

Table 6 displays the mean average precision on the alternative labels present in Real. [9]. As it can be
seen, MILe is able to recover up to 7% more labels than replacing softmax by sigmoid and binary
cross entropy during training.
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A.3 TIRC BENCHMARK METRICS

In this section we detail the metrics used to report results for the IIRC benchmark. As it can be
seen in Fig. 3, the two reported metrics are the precision-weighted Jaccard similarity and the mean
precision-weighted Jaccard similarity.

Precision-weighted Jaccard Similarity. The Jaccard similarity (JS) refers to the intersection over
union between model predictions Y; and ground truth Y; for the ith sample:

Y; Y|
JS == 2
Zmy‘ @

The precision-weighted JS for task £ is the product between the JS and the precision for the samples
belonging to that task:
\quﬁYzH |Yir N Y|

szf =
& \szUYzM Yir

where (j > k), sz is the set of (model) predictions for the ith sample in the kth task, Y;; are the
ground truth labels, and 7y, is number of samples in the task. I;; can be used as a proxy for the
model’s performance on the kth task as it trains on more tasks (i.e. as j increases).

Mean precision-weighted Jaccard similarity. We evaluate the overall performance of the model
after training until the task 7, as the average precision-weighted Jaccard similarity over all the classes
that the model has encountered so far. Note that during this evaluation, the model has to predict all
the correct labels for a given sample, even if the labels were seen across different tasks.

A.4 DOMAIN GENERALIZATION
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Figure 7: ColoredMNIST+. During training, the model is asked to classifier either digits or colors.
Digits are highly correlated with their color, e.g. 0-4 tend to be green while 5-9 tend to be red. At test
time, digits are less correlated with color.

In order to investigate how models perform outside of their original training distribution, Arjovsky
et al. [3] introduced ColoredMNIST, a dataset of digits presented in different colors. In order to create
spurious correlations, the color of the digits is highly correlated with the value itself. During training,
data is sampled from two different image-label distributions or environments. In the first one, the
correlation between digit and color is 90% and in the second is 80%. The correlation between the digit
and color is 10% at test time. Since we want to explore the effect on generalization when the model
is able to predict the digit and the color independently, we add a 33% chance of showing a blank
image with no digit and only background color, where the background color is the label. This would
be equivalent to a "beach" class in ImageNet. Note that this change does not remove the spurious
correlations between the existing digits and their color. We call this benchmark ColoredMNIST+,
see Fig. 7. During training, iterated learning builds a multi-label represenation of the digits, often
including their color, leading to better disentanglement of the concepts "digits" and "color".

A.5 PSEUDO-LABEL THRESHOLD ABLATION STUDY

In this section, we conduct an ablation study on the threshold value (p) used by MILe to produce
multi-pseudo-labels from sigmoid output activations (see Section 3 and Algorithm 1). Table 7 shows
the validation accuracies and Real.-F1 scores for different threshold values when trained with 10% of
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Threshold p \ Real.-F1  Accuracy
0.25 58.9 63.2
0.5 58.5 62.9
0.6 57.8 62.3
0.75 53.1 59.3
0.95 48.6 52.3

Table 7: Pseudo label threshold ablation study. RealL F-1 and accuracy scores for a threshold value
sweep (p). This experiment was conducted on ImageNet with the 10% data fraction setting.

Method F1-score
CE-Sigmoid 80.14
ResNet-18(FPR) [8] 77.55
ResNet-34 (FPR) [8] | 79.96
MILe (ours) 81.40

Table 8: Comparison on CelebA multi-attribute classification. Just as in Real. ImageNet validation, we use

F1-score (based on the intersection over union) measure to evaluate the methods.
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Triplet-kNN [54] 91 92 57 47 82 61 63 61 60 64 71 92 63 77 69 84 91 50 73 75
PANDA [70] 99 93 63 51 87 66 69 67 67 68 81 98 66 78 77 90 97 51 85 78
Anet [43] 99 96 61 57 93 67 77 69 70 76 79 97 69 81 83 90 95 59 79 84
MILe 99 95 74 77 94 64 75 69 77 74 87 94 74 83 84 94 93 56 77 81
Table 9: Mean per-class balanced accuracy in percentage points for each of the 40 face attributes on CelebA.

the ImageNet data. Lower thresholds bias the student towards producing multi-label outputs, even
for low-confidence classes. Larger threshold values makes the student tend towards single-label
prediction, only predicting labels for which the confidence is high. In the extreme, a high threshold
constrains the teacher to predict empty label vectors. Interestingly, we find that lower threshold values

result in higher RealL-F1 score and better accuracy.

A.6 MULTI-LABEL CLASSIFICATION ON CELEBA

We provide results on CelebA [43], a multi-label dataset. CelebA is a large-scale dataset of facial
attributes with more than 200K celebrity images, each with 40 attribute annotations that are known to
be noisy [57]. We report results in Table 8. Interestingly, despite the fact that CelebA is a multi-label
dataset, we observe a ~ 1% improvement in F1 score when using the proposed iterative learning
procedure. This along with per-class balanced accuracy in Table 9 is in line with our hypothesis that
the iterated learning bottleneck has a regularization effect that prevents the model from learning noisy
labels [45]. It is worth noting that MILe shows improved scores for the attributes that are difficult to

classify such as big-lips, arched-eyebrows and moustache.
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