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Abstract— Multimodal large language models (MLLMs) have
demonstrated remarkable abilities in comprehending visual
input alongside text input. Typically, these models are trained
on extensive data sourced from the internet, which are sufficient
for general tasks such as scene understanding and question
answering. However, they often underperform on specialized
tasks where online data is scarce, such as determining spatial
relationships between objects or localizing unique target objects
within a group of objects sharing similar features. In response
to this challenge, we introduce the SUN-Spot v2.0 dataset1, now
comprising a total of 90k image-caption pairs and additional
annotations on the landmark objects. Each image-caption pair
utilizes Set-of-Marks prompting as an additional indicator,
mapping each landmark object in the image to the correspond-
ing object mentioned in the caption. Furthermore, we present
Spatial-LLaVA, an MLLM trained on conversational data
generated by a state-of-the-art language model using the SUN-
Spot v2.0 dataset. Our approach ensures a robust alignment
between the objects in the images and their corresponding
object mentions in the captions, enabling our model to learn
spatial referring expressions without bias from the semantic
information of the objects. Spatial-LLaVA outperforms previous
methods by 3.15% on the zero-shot Visual Spatial Reasoning
benchmark dataset. Spatial-LLaVA is specifically designed to
precisely understand spatial referring expressions, making it
highly applicable for tasks in real-world scenarios such as
autonomous navigation and interactive robotics, where precise
object recognition is critical.

I. INTRODUCTION

Humans routinely refer to objects using their relative
locations to other objects. These types of descriptions, known
as spatial referring expressions, are vital for clarifying am-
biguous instructions and distinguishing unique objects in
cluttered environments. Humans excel at understanding these
descriptions but despite recent advancements in text un-
derstanding and multimodal processing through foundation
models, state-of-the-art models still struggle to reason over
spatial concepts [18]. Such descriptions are critical for tasks
in the real world such as self-driving cars, and human robot
interaction. Large Language Models (LLMs) are advanced
AI systems adept at processing and generating human-like
text. Rooted in complex neural network architectures such
as transformers [45], these models learn from vast datasets
to grasp context and output natural language text responses,
from answering questions [52] to storytelling [12]. Despite
their remarkable performance on many downstream tasks,
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Fig. 1. While LLaVA Agrees With Both Queries, Spatial-LLaVA Accu-
rately Identifies Right Side.

LLMs face challenges when precise identification of specific
targets within images is required [18]. Most state-of-the-art
LLMs are trained on the entire image and text describing
events and main object in the image [9], [44], [15], [38],
which restricts their ability to focus on specific target objects
and understand the relationships between these targets and
their surrounding environment or landmarks [32].

Despite the wide applicability of spatial referring ex-
pressions, the available datasets [19], [49], [34], [30], [27]
focusing on spatial understanding provide limited annota-
tions of landmarks present in the images which leads to
suboptimal performance by state-of-the-art LLMs for tasks
that require spatial awareness, rather than merely identifying
object attributes like color, shape, and size [18].

Our work directly addresses these challenges through the
introduction of SUN-Spot v2.0 dataset, the only RGB-D
dataset that includes both spatial referring expressions and
annotations on the landmark objects referred to in each cor-
responding expression. Compared to SUN-Spot dataset[35],
We enhanced the dataset by manually annotate each image
with the landmark objects mentioned in the captions, en-
suring precise identification of the referred objects. Further,
We fine-tuned Spatial-LLaVA, a large multimodal language
model designed to understand spatial relationships and dis-
tinguish objects within similar groups. Unlike prior methods
trained on image-caption pairs [28], [11], we adopt Set-of-
Marks (SoM) prompting [47]—a simple yet effective method
that not only ensures object grounding in the captions but
also enhances the learning of spatial relationships indepen-
dent of object semantic information. Our contributions are
summarized as follows:

• We introduce the SUN-Spot v2.0 dataset, the first and
only RGB-D dataset that includes spatial referring ex-



pressions and annotations for both target and landmark
objects. The dataset features 90k spatial referring ex-
pressions across 10k images, averaging 9 captions per
image.

• We present Spatial-LLaVA, a fine-tuned MLLM de-
signed to predict spatial relationships between objects
in images.

• We integrate set-of-marks prompting into the fine-
tuning pipeline to align objects in the images with their
mentions in captions, offering a new perspective not
commonly explored in previous work.

II. RELATED WORK

A. Multimodal Large Language Models

Significant advancements in natural language processing
have been achieved with the advent of the Transformer
architecture [13], [31], [48]. This innovation, coupled with
the realization that scaling model size and increasing data
size often enhance performance on downstream tasks, has
given rise to Large Language Models (LLMs) such as
PaLM [9], LLaMA [44], Gemini [15] and GPT-4 [38]. These
models demonstrate exceptional proficiency in text-based
tasks, including speech recognition [37], [16], [33], machine
translation [16], [51], [36], and information retrieval [21],
[43].

Nevertheless, these models are limited to processing
purely linguistic tasks. In real-world applications, multiple
modalities, such as images, audio, and video, are frequently
encountered. Consequently, researchers have turned their
attention to leveraging the capabilities of LLMs to reason
over inputs from various modalities. A typical Multimodal
Large Language Model (MLLM) comprises three primary
components: a modality-specific encoder [14], [40], [42], [7],
a pretrained LLM [10], [8], [44], and a learnable connector.
Encoders are selected based on the specific modality to ex-
tract modality-specific features [40], [42]. The LLM is gen-
erally pre-trained on extensive language data. The learnable
connector’s function is to process and integrate features from
different modalities, enabling them to be effectively input
into the pre-trained LLM [28], [29], [5]. The combination of
these components allows MLLMs to process and interpret
multimodal inputs, making them versatile and powerful tools
in various real-world applications.

B. Spatial Referring Expressions

Referring expressions [20] link natural language with
visual perception [19], [25], [17], [49], [50], enabling the
description and identification of objects within images. These
expressions often involve complex lexical structures; incor-
porating actions, object attributes, and spatial relationships,
such as in the sentence, “The girl eating ice cream to the
left of the yellow table.” Thus, to perform well on these
benchmarks, a trained model does not necessarily need to
fully understand the spatial relationships.

Spatial referring expressions, a specialized subset of re-
ferring expressions, emphasize the locations and spatial re-
lationships of objects relative to nearby landmarks. Modeling

Fig. 2. Top: SUN-Spot Expert, Middle: SUN-Spot Machine-generated,
Bottom: SUNRefer. Bounding boxes indicate landmarks are aligned to
mentions.

spatial referring expressions presents unique challenges due
to the need for contextual understanding. While appearance-
based descriptions, such as color, shape, or object class [46],
focus solely on the attributes of the target object, spatial
descriptions require comprehending the relationship between
the landmark object and the target object. Additionally,
spatial referring expressions are often perspective-dependent,
adding another layer of complexity. By incorporating spatial
context, these expressions enhance the clarity and precision
of object identification, which is particularly important in
scenes with multiple similar objects. Existing dataset [27],
[26], either lack comprehensive annotations for referred
landmark objects, limit expressions by using ground truth
object classnames from the image dataset, or contain too few
landmark objects. In contrast, our work introduces complex
spatial referring expressions with complete annotations.

III. METHODOLOGY

A. Dataset

1) SUN-Spot v2.0 Expert: The SUN-Spot v2.0 dataset
extends the SUN RGB-D dataset [41], which is comprised
of over 10,000 RGB-D images of indoor scenes with 2D
object segmentation and 3D object bounding boxes. SUN-
Spot v2.0 Expert focuses on a subset of 1948 images labeled
with 7987 spatial referring expressions (REs), averaging 2.6
spatial prepositions per expression.

The annotation process consisted of two stages. Stage one
introduced the SUN-Spot dataset, where human annotators
provided spatial referring expressions (REs) with prompts
designed to maximize spatial preposition usage. Unlike typi-
cal datasets that only include target object annotations, SUN-



Fig. 3. System Structure

dataset # of annotations # of target objects # of objects per caption w/ image annotation Annotated on avgerage caption length
ScanRefer[6] 51,583 11,046 1 704 scenes 20.3
Nr3D[1] 41,503 5,879 1 642 scenes 11.4
REVERIE[39] 21,702 4,140 1 90 scenes 18.0
SUNRefer[27] 38,495 7,699 1 7,699 RGBD images 16.3
SUN-Spot[35] 7,990 3,245 1 1,948 RGBD images 14.1
SUN-Spot v2.0 (expert) 7,990 3,245 2.91 1,948 RGBD images 14.1
SUN-Spot v2.0(machine-gen) 93,063 87,724 2.52 10, 333 RGBD images 10.0

TABLE I
COMPARISON OF SUN-SPOT V2.0 AND SIMILAR DATASETS.

Dataset Expert Machine-generated
# of descriptions 7,990 93,063
# of images 1,948 10,333
# of objects 3,245 87,724
# of objects per scene 20.26 19.06
# of descriptions per image 3.98 9.01
Size of vocabulary 2309 4484

TABLE II
SUN-SPOT V2.0 DATASET STATISTICS

Spot aimed to reduce ambiguity in object references. Stage
two improved visual grounding by requiring annotators to
click on objects corresponding to highlighted landmarks in
the captions. We then processed each click to determine
which pre-existing ground truth segmentation mask it corre-
sponded to, based on the click’s pixel location. When a click
falls onto multiple overlapping segmentation masks, the best
mask is selected based on the similarity between the ground
truth object label and the highlighted landmark object men-
tioned. On average, responses from three different human
annotators were collected for each landmark object in every
caption. To ensure the quality of the dataset, we hired an
additional expert annotator to perform a second-round review
of each caption and its landmark object annotation during the
evaluation process. The expert dataset provides higher quality
and more complex spatial referring expressions compared

to currently available datasets. We gathered and annotated a
total of 7,987 spatial referring expressions. The dataset’s high
quality makes it an excellent resource for researchers seeking
complex spatial referring expressions with strong alignment
between objects in images and their mentions in captions.
Consequently, SUN-Spot v2.0 Expert is designed to support
further research in spatial language and scene understanding.
See table I for more detailed comparison to other similar
datasets.

2) SUN-Spot v2.0 Machine-generated: To gather data
more cost-effectively, we introduced an alternative approach
for the SUN-Spot v2.0 Machine-generated dataset. First, we
annotate images with SoM markers and input them, along
with ground truth SoM labels, into an MLLM. The model
then generates captions incorporating these markers, which
we use to identify the corresponding object segmentation
masks. See Figure 4 for data collection details. Although
large language models are not particularly strong at answer-
ing questions that involves spatial relationships [32], [18],
they demonstrate good performance in caption generation.
We can leverage these high-quality captions to train the
models, enhancing their ability to answer questions more ac-
curately and reducing their tendency to default to agreement
with human input. However, this method has its limitations.
The MLLM requires a high level of autonomy to produce
high-quality captions. When prompts become more complex,



Fig. 4. Caption generation and annotation process. Top: SUN-Spot V2.0 Expert dataset, Bottom: SUN-Spot V2.0 Machine-generated dataset

such as requiring to include object attributes like color or
size, or including two or more landmark objects in the
caption, the quality of the captions can decline significantly.
Furthermore, the MLLM depends on ground truth labels
for objects to ensure accurate object mentions. Without
these labels, relying solely on the MLLM’s object detection
capabilities can lead to incorrect identifications. Additionally,
the captions generated by the MLLM are noticeably shorter
than those provided by human annotators. See Figure 5 for
more details. Despite those limitations, the method offers
a viable and cost-effective alternative for data collection,
particularly when the focus is on generating high-quality
captions for training models. Moving forward, refining the
balance between human annotation and machine-generated
data will be key to further enhancing both the quality
and efficiency of our dataset collection process. Table II
provides a detailed comparison between SUN-Spot Expert
and Machine-generated data.

3) SUNRefer: Finetuning MLLM requires a relatively
large amount of data, thus we also added SUNRefer [27] data
to our model training pipeline as additional data. SUNRefer
contains 7699 RGB-D images from the SUNRGBD dataset
and only one target object is chosen from each image. For
each target object, five descriptions from different annotators
were collected in order to ensure linguistic diversity. SUN-
Refer includes a total of 38k spatial referring expressions.

B. Set-of-Marks

Set-of-Marks (SoM) prompting is a visual prompting
method designed to enhance the visual grounding capabilities
of large multimodal models like GPT-4V. SoM prompting
avoids ambiguity by using abstract identifiers such as al-
phanumerics, masks, or boxes to mark regions within an
image. Importantly, markers are consistently applied across
different modalities: they are placed on the objects within the

images to visually distinguish them, and the same markers
are used in the captions, attached immediately after the cor-
responding object mentions. These markers serve as precise
spatial references, enabling the alignment of language and
visual input without over-relying on the semantic properties
of the objects, thus minimizing ambiguity.

According to [47], SoM offers enhanced capabilities to
accurately map object references in language to specific
image regions. This approach is crucial because it addresses
situations where semantic assumptions could lead to inac-
curacies. For example, if a cup is placed on the floor next
to a table, relying heavily on semantic information might
incorrectly lead the model to assume the cup is on the table.
SoM helps weaken the model’s reliance on such semantic
cues, thereby improving its comprehension of actual spatial
positions. This adjustment allows Spatial-LLaVA to more
accurately reflect real-world spatial relationships in visual
content, enhancing the model’s utility in complex scenarios
where accurate spatial understanding is key. See Figure 3
for an example of how we apply SoM to an image in our
dataset.

C. Conversation Generation

Despite the abundance of visual question answering
datasets available online, they often contain minimal or
no spatial referring expressions. In line with the original
LLaVA work, we employ the language-only LLM, GPT-4o,
to generate conversations composed of a series of questions
and answers that focus on the spatial relationship between
objects mentioned in the captions. The input to GPT-4o
comprises two elements: firstly, captions from the SUN-
Spot v2.0 Expert and SUNRefer dataset that describe the
locations of one or multiple targets using spatial referring
expressions. Secondly, SoM markers were added after each
object mention for both target and landmark objects pro-



viding additional spatial context. We employ a few-shot
learning approach in our conversation generation pipeline,
which involves manually constructing conversations for a few
images and using these as initial inputs to GPT-4o before
introducing real examples. This method, while similar to
other conversation generation methods, is distinguished by
our specific use of prompts that rigorously adhere to spatial
referring expressions. This ensures that the questions asked
are focused on exploring spatial relationships, rather than
broadly generated content by GPT-4o. We collected a total of
75k question-answer pairs using the SUN-Spot v2.0 Expert
and the SUNRefer dataset. One illustrative example of this
approach can be seen in Figure 3.

D. Model

As previously discussed, the pre-processing of each image
and its corresponding caption utilizes SoM prompting. While
our approach incorporates SoM, it aligns with methodologies
from ViP-LLaVA [4] and LLaVA by employing a pre-trained
CLIP visual encoder to process each input image, thereby
outputting the visual features. Unlike previous efforts that
capture object-level image features, our approach embeds
SoM markers as tiny digits at the center of each object.

The image features are then passed to a projection
layer—the only component with trainable parameters in this
pipeline except MLLM—which converts the image features
into language embedding tokens. These tokens are subse-
quently concatenated with language embeddings extracted
from the conversation data, forming a comprehensive repre-
sentation that seamlessly bridges visual and language input.

Spatial-LLaVA is trained in two stages: the first stage
focuses on aligning visual features with language features.
Here, we utilize the LLaVA pre-trained weights, which are
pre-trained on the LLaVA v1.5 instruction dataset alongside
their own dataset. In the second stage, the weights of the
visual encoder remain frozen, and only the projection pa-
rameters are updated based on our conversation data. LLaVA
v1.5 is trained on multi-turn conversation data, allowing the
model to access all previous questions and answers when
predicting the answer for the current question. Given that
questions in our dataset often focus on object relationships,
knowing the answer to one question can sometimes reveal
the answer to another. To prevent the model from relying
on such inferences and to ensure it treats each question
independently, we chose to fine-tune it on single-turn con-
versation data. This method helps the model generate more
independent and unbiased predictions for each question.

This two-stage approach is adopted due to the high com-
putational costs and large datasets required for initial training
in visual and language alignment. Given the limited dataset
available for spatial referring expressions, fine-tuning the pre-
trained model with our domain-specific data proves to be
an effective strategy. This method leverages the established
benefits of using pre-trained weights, significantly improving
model performance by allowing quick adaptation to task-
specific requirements without the need for extensive retrain-
ing from scratch.

Fig. 5. Caption Length Comparison

IV. EXPERIMENTS

In this section, we will discuss the training setup and
perform a comparative analysis of Spatial-LLaVA against a
selection of state-of-the-art LLMs.

A. Training Setup

We selected Vicuna-v1.5 [8] as our language tokenizer
to encode the conversation and the pre-trained CLIP visual
encoder ViT-L/14 to transform the image into a set of tokens.
These tokens are then projected into the same space as
the language tokens using a 2-layer MLP. Subsequently, the
concatenated features are fed into the large language model,
Vicuna, for fine-tuning. During this process, the parameters
of the MLP projector and the LLM are updated, while the
weights of the vision encoder and language tokenizer remain
frozen.

B. Training and Data

During the initial stage of training, the model was pre-
trained using a filtered CC-595K subset for one epoch with
a learning rate of 2e-3 and a batch size of 128. In total,
we generated 75k question-answer pairs using our SUN-Spot
Expert and SUNRefer dataset, and then utilized this spatial
conversation data to fine-tune the pre-trained weights. The
model was fine-tuned for three epochs with a learning rate
of 2e-6 and a batch size of 128. The fine-tuning process took
approximately 2 hours on 8 A100 GPUs.

C. Baseline Models

We compare Spatial-LLaVA against eight state-of-the-art
MLLMs, including BLIP2[22], InstructBLIP[11], BLIP[23],



Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
BLIP2[22] 37.55 48.04 49.57 30.87
InstructBLIP[11] 48.51 28.68 38.22 32.74
BLIP[23] 49.65 51.09 51.16 49.31
ALBEF[24] 61.48 48.32 49.58 42.53
Qwen-VL-Chat[2] 63.13 56.83 53.19 50.17
PaliGemma[3] 66.03 62.32 59.54 59.52
LLaVA v1.5 7b [29] 64.17 59.87 57.93 57.84
LLaVA v1.5 13b [29] 66.22 62.67 58.79 58.39
Spatial-LLaVA 7b 71.62 69.57 66.55 67.19
Spatial-LLaVA 13b 76.13 75.83 76.13 75.92

TABLE III
RESULTS, SUN-SPOT V2.0 EXPERT BENCHMARK

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
InstructBLIP[11] 52.05 53.99 50.71 38.59
BLIP[23] 45.25 39.70 44.27 37.72
ALBEF[24] 51.47 50.74 50.01 34.43
Qwen-VL-Chat[2] 53.44 58.30 52.17 41.98
PaliGemma[3] 53.58 54.86 52.40 46.11
LLaVA v1.5 7b [29] 52.95 57.99 51.63 40.27
LLaVA v1.5 13b [29] 52.37 54.79 51.08 39.94
Spatial-LLaVA 7b 53.60 54.77 52.61 47.08
Spatial-LLaVA 13b 56.14 60.19 55.10 49.26

TABLE IV
RESULTS, VISUAL SPATIAL REASONING BENCHMARK

Fig. 6. Comparison of Spatial-LLaVA and LLaVA Across Datasets: SUN-Spot v2.0, SUNRefer, and VSR



ALBEF[24], Qwen-VL-Chat[2], PaliGemma[3], LLaVA 7b
, and LLaVA 13b [29]. These models were chosen for
their excellence in various vision-language tasks such as
image captioning, visual question answering, and cross-
modal retrieval, enabling a thorough comparison of Spatial-
LLaVA’s performance against leading models. For BLIP,
we use the VQA checkpoint fine-tuned on VQAv2. BLIP2
is evaluated in its largest configuration, with ViT-g as the
frozen image encoder and FlanT5-XXL as the frozen LLM.
InstructBLIP, an instruction-tuned extension of BLIP-2, is
tested with frozen Vicuna 7b weights. ALBEF is used with
its model pre-trained on 14M images and fine-tuned on
VQAv2. PaliGemma is assessed using the paligemma-3b-
mix-224 weights, while Qwen-VL uses fine-tuned weights
from Qwen-VL-Chat.

D. Evaluation on the Spatial Benchmark Dataset

1) Evaluation on SUN-Spot V2.0 Expert and SUNRefer:
When generating conversations for training, three main types
of questions are asked as in Section III-C. However, evaluat-
ing these questions is challenging due to the high similarity
between correct and incorrect answers. For example, the
sentences “The yellow cup is on the left side of the phone”
and “The yellow cup is on the right side of the phone” have
a similarity of 95% when encoded using the BERT encoder.
To address this issue, we simplified the questions to binary
answers, asking the fine-tuned model to determine whether
the spatial relationship exists between the target object and
the landmark objects.

The evaluation is conducted using four key metrics: Ac-
curacy, Precision, Recall, and F1 Score, ensuring a thorough
assessment of the model’s ability to classify spatial relation-
ships. Accuracy reflects overall correctness in determining
whether a spatial relationship exists. Precision indicates
how often predicted relationships are correct, reducing false
positives. Recall measures the model’s ability to detect all
true spatial relationships, minimizing false negatives. F1
Score, as a balance of Precision and Recall, is particularly
important given the subtle differences between correct and
incorrect spatial descriptions. These metrics together capture
the model’s effectiveness in understanding and predicting
spatial relationships.

The MLLMs are tested using the SUN-Spot v2.0 Expert
and SUNRefer test datasets, which comprise 10% of the
total data and are held out separately from the training set.
As demonstrated in Table III,Spatial-LLaVA achieves state-
of-the-art performance, significantly surpassing the original
LLaVA by 7.5% for the 7b model and 9.91% for the 13b
model. To further understand these advancements, we con-
ducted an in-depth analysis to determine the specific spatial
relationships where Spatial-LLaVA has shown improvement
compared to models with relatively close performance. Our
findings reveal that Spatial-LLaVA excels in several key
spatial relationships, including “above”, “below”, ”under”,
“in front of”, “between”, “behind”, “left”, “right”, and “on
top of”. The improvements in Spatial-LLaVA are particularly
clear in its ability to interpret directional relationships like

”above” and ”below,” which are key for spatial orientation
and navigation. The model also excels in understanding
relative positioning (“in front of”, “behind”, “between”) and
hierarchical relationships (“under”, “on top of”), enhancing
its accuracy in predicting object placement.

2) Evaluation Results on Visual Spatial Reasoning: Table
IV presents the comparison with MLLMs using the Visual-
Spatial Reasoning (VSR) [26] test set, which contains a
total of 1,222 questions. We performed some prepossessing
on the questions, originally constructed as caption-label pairs
with “True” and “False” labels. To streamline the process,
we reconstructed the captions into questions, eliminating the
need for additional prompting to explain tasks, with answers
now being “Yes” or “No”. For example, the caption “The cup
on top of the table” with the label “True” was transformed
into “Is the cup on top of the table?” with the answer
“Yes.” Additionally, we incorporated SoM prompting into the
questions to ensure that unique objects are clearly referenced.
All the questions were answered as a zero-shot question-
answering task. As shown in the tableIV, Spatial-LLaVA
outperforms other models on the VSR dataset, demonstrating
that our collected dataset features high-quality annotations
and is suitable for various general downstream tasks. We also
analyzed the spatial relationships present in the VSR dataset,
which emphasize different relationships compared to those
in our dataset, resulting in limited overlap between the two
sets. See Figure 2 for qualitative comparison. More detailed
discussion is provided in the appendix.

V. CONCLUSION AND FUTURE WORK

In this work, we introduced the SUN-Spot v2.0 dataset
- the first RGB-D dataset to include both spatial referring
expressions and detailed annotations for target and landmark
objects. We presented Spatial-LLaVA, a fine-tuned MLLM
specifically designed to understand and predict spatial re-
lationships between objects in images using Set-of-Marks
prompting. Spatial-LLaVA outperforms existing models in
spatial reasoning tasks, underscoring the importance of pre-
cise spatial references and reducing the reliance on semantic
object labels. We hope this approach will inspire further
research in developing more MLLMs that are capable of
handling complex tasks in real-world scenarios. Building
on these advancements, future research could explore the
application of Spatial-LLaVA and similar models in visual
language navigation task. Specifically, integrating Spatial-
LLaVA with robotic systems could enhance their ability
to interpret and act upon spatial instructions provided in
natural language, thereby improving autonomous navigation
and interaction in complex environments. Further studies
could investigate real-time navigation scenarios and expand
the dataset to include more diverse environments and objects,
which could enhance model robustness and lead to the
development of more capable robotic systems.
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