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Abstract
To precisely evaluate a language model’s capa-
bility for logical reading comprehension, we
present a dataset for testing the understand-
ing of the rationale behind critical reasoning.
For questions taken from an existing multiple-
choice logical reading comprehension dataset,
we crowdsource rationale texts that explain why
we should select or eliminate answer options,
resulting in 3,003 multiple-choice subquestions
that are associated with 943 main questions. Ex-
periments on our dataset show that recent large
language models (e.g., InstructGPT) struggle
to answer the subquestions even if they are able
to answer the main questions correctly. We find
that the models perform particularly poorly in
answering subquestions written for the incor-
rect options of the main questions, implying
that the models have a limited capability for
explaining why incorrect alternatives should
be eliminated. These results suggest that our
dataset encourages further investigation into
the critical reasoning ability of language mod-
els while focusing on the elimination process
of relevant alternatives.

1 Introduction

Critical reasoning, a type of logical reasoning not
tied to formal logic, is a core ability of humans
that is required for thoughtful reading of text. It
involves not only understanding what a passage ex-
plicitly says but also comprehending its underlying
assumptions, argument structure, and supported
conclusions. Developing systems capable of crit-
ical reasoning as reliably as humans is one of the
ultimate goals of natural language processing. Re-
cent studies have proposed datasets that evaluate
logical reasoning including critical reasoning abil-
ity (Yu et al., 2020; Liu et al., 2020) in reading
comprehension. Owing to the recent development
of large language models (LLMs; Brown et al.,
2020; He et al., 2023), the performance of the state-
of-the-art models is nearing that of humans (Jiao
et al., 2022; Wang et al., 2022).

Statistical records of crime rates probably often reflect as 
much about the motives and methods of those who compile or 
cite them [...]. The police may underreport crime [...] or 
overreport crime [...]. Politicians may magnify crime rates to 
[...]. Newspapers often sensationalize [...].

Passage

The argument proceeds by doing which one of the following?
Main Question

Sub Question (on the rationale of eliminating Option A)

A. deriving implications of a generalization that it assumes to be true.
B. showing how evidence that apparently contradicts supports the 
conclusion. 
C. enumerating problems for which it proposes a general solution.
D. citing examples in support of its conclusion. 🤖🧔

Why is the method of drawing implications from an assumed true 
generalization not considered the way in which the argument proceeds?

A. This passage is giving examples of a claim, not generalizing 
anything.

B. Nothing in this passage contradicts its conclusion.
C. The passage proceeds to give reasons why crime rates are misleading. 
D. The passage approaches to its conclusion by citing various   

examples.

🧔
🤖

✅

✅

❌

Figure 1: Example of ReClor (Yu et al., 2020) and
its subquestion we create to test the understanding of
implicit rationale. We find that even if the model can
answer the original question correctly, it cannot answer
subquestions that should be answerable.

However, current multiple-choice questions in
existing logical reading comprehension datasets
may not sufficiently test the ability of critical rea-
soning. The example illustrated in Figure 1 shows
that even if a model can answer a question taken
from the ReClor dataset (Yu et al., 2020) that has
questions for graduate admission examinations, it
cannot answer an auxiliary question that queries the
implicit rationale for eliminating a relevant alter-
native. This behavior might be due to the model’s
limited generalizability that is exposed by input per-
turbation (Si et al., 2021; Lin et al., 2021; Shi et al.,
2023) or characterized as shortcut reasoning (Niven
and Kao, 2019; Geirhos et al., 2020). Because a
single question cannot fully ask the rationale of
why we select an option as the correct answer and
eliminate the others as the incorrect ones, current
datasets may not be sufficient to comprehensively
evaluate the process of critical reasoning.

Recent studies propose methods for probing the



reasoning process using auxiliary generation tasks
such as in the form of simple commonsense facts
(Aggarwal et al., 2021), logical graphs (Huang
et al., 2022), and arithmetic equations (Ribeiro
et al., 2023). However, this line of approach may
not be suitable to capture the implicit rationale of
critical reasoning. In particular, it cannot explicitly
consider the selection and elimination process of
relevant alternatives in logical reasoning. In addi-
tion, the format of such auxiliary tasks is usually
not the same as that of the main task, which may
fail to evaluate the target abilities consistently.

As a first step to address these limitations, we
construct a benchmark that comprehensively evalu-
ates language models’ ability of critical reasoning
in logical reading comprehension. Our dataset, ra-
tionale understanding for logical reasoning evalua-
tion (RULE), consists of main questions taken from
ReClor and auxiliary subquestions that we newly
create for this study. The process of constructing
our dataset is illustrated in Figure 2. Our core
idea is that for each answer option in a main ques-
tion, we crowdsource a free-form human-written
rationale that explains why that option should be
selected or eliminated, and use those rationales to
create a set of subquestions that are associated with
the main question. After manual filtering to ensure
human answerability, in addition to 943 main ques-
tions, we obtain 3,003 subquestions for the test-
only purpose. The common multiple-choice format
of the main questions and subquestions enables us
to evaluate the models’ capability of critical rea-
soning concisely and consistently.

In our experiments using strong baseline models
including LLMs, e.g., Flan-UL2, (Tay et al., 2023),
LLaMA 2 (Touvron et al., 2023b), and Instruct-
GPT (Ouyang et al., 2022), we observe that the
models cannot answer the main questions and sub-
questions consistently, showing a larger than 30%
gap against humans in our strict consistency metric.
In particular, we find that the models struggle to an-
swer eliminative subquestions, which are pertinent
to the rationale of eliminating incorrect options,
showing a large gap (≈ 20% accuracy) between
humans and the best-performing LLM. Conversely,
the models tend to correctly answer selective sub-
questions, which are pertinent to the rationale of
selecting the correct option. This clear contrast sug-
gests that these models provide the correct answer
without fully understanding why the other options
are incorrect. Our analysis using a follow-up task

and manual annotations supports this observation.
We also compare our human-written rationales with
model-generated ones using an LLM, finding that
our rationales are likely to be more detailed and
supportive than the model-generated ones.

Our contributions are as follows: (i) Based on
an existing logical reading comprehension dataset,
we create a dataset including over 3,000 auxiliary
questions designed to test a model’s consistent abil-
ity for critical reasoning. (ii) We evaluate cutting-
edge models, including LLMs, across finetuned,
few-shot, and zero-shot settings, showing that even
the best model falls short of human performance,
particularly lagging in understanding eliminative
rationales for incorrect answer options. (iii) Our
annotation analysis also highlights the model’s defi-
ciency in understanding eliminative rationales and
shows that our human-written rationales are of
higher quality than model-generated ones.1

2 Related Works

Critical and Logical Reasoning Critical reason-
ing is one of the core abilities of logical reasoning
that humans perform, along with analytical reason-
ing (Zhong et al., 2022) and abductive reasoning
(Bhagavatula et al., 2020). This reasoning is re-
lated to understanding the structure of practical
arguments that is generally composed of ground
(premise), warrant (rationale), and claim (conclu-
sion). As formulated by Toulmin (2003), given
facts or data as the ground, we provide the warrant
that acts as a bridge between the ground and the
claim we are making. Recent research includes
developing ways to model this behavior in tasks
such as argument mining and question answering
(QA) (e.g., ReClor). For example, Habernal et al.
(2018) propose a task of identifying implicit ratio-
nale (i.e., warrant) in arguments. However, Niven
and Kao (2019) find that successful systems on
the argument reasoning task exploit superficial in-
put features. Similarly, QA systems have been
shown to exhibit shallow understanding by input
perturbation (Si et al., 2021; Lin et al., 2021; Shi
et al., 2023). For example, Lin et al. (2021) demon-
strate that QA performance significantly decreases
when incorrect options are replaced with irrelevant
texts in an adversarial manner. This means that
successful models on those datasets do not nec-

1Our dataset, evaluation scripts with model hypterpa-
rameters, and annotation results are publicly available at
github.com/nii-cl/rule

https://github.com/nii-cl/rule
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Figure 2: Our dataset construction process. We first ask crowdworkers to write the rationale for each answer option.
After validating the collected rationale by aligning them to the source options, we use a large language model to
generate subquestion texts. We finally ensure the human answerability of the generated subquestions.

essarily exhibit generalizable capabilities in other
datasets. These findings necessitate the explain-
ability of the (informal) logical reasoning process
for better evaluation of intended reasoning abilities
(e.g., the critical reasoning in this study).

Reasoning Explanation Although some stud-
ies explain the rationale behind commonsense and
logical reasoning using graphs (Saha et al., 2021;
Ribeiro et al., 2023), others explain it as a decom-
position (Khot et al., 2020; Dalvi et al., 2021; Geva
et al., 2021), a combination of supporting textual
spans in the input (Yang et al., 2018; Inoue et al.,
2020), commonsense rules (Saha et al., 2022), or
underlying facts (Aggarwal et al., 2021). The work
most similar to ours is MetaLogic (Huang et al.,
2022), which focuses on generating graphs explain-
ing the logical relations between sentences in Re-
Clor examples, aiming to model the valid reasoning
process. In contrast, we employ free-text rationales
that explain the process of critical reasoning, en-
abling us to construct multiple-choice questions
about the understanding of rationales. We also aim
to faithfully test the models’ performance on the
main questions as well as auxiliary subquestions in
the multiple-choice discrimination task, instead of
the generation of the reasoning process in a differ-
ent format from the original task.

3 RULE Data Collection

3.1 Design Choices

We construct a new dataset, RULE (rationale un-
derstanding for logical reasoning evaluation), to
evaluate the consistent rationale understanding in
logical reading comprehension. The dataset com-
prises main questions and their auxiliary questions
(subquestions). The subquestions are designed to

test the understanding of the rationale necessary
for answering the main questions correctly. In con-
structing our dataset, we make three decisions in
its design choices.

Source Dataset Among existing datasets for test-
ing logical reading comprehension, we use ReClor
for the following reasons: (1) It covers various
types of logical reasoning required in the multiple-
choice format, (2) its context passages are of suf-
ficient length to compose a meaningful rationale
(e.g., the contexts in LogiQA (Liu et al., 2020) are
shorter), and (3) it contains a sufficient number
of examples to create an auxiliary benchmarking
dataset. We cannot find other candidate datasets,
but our approach is applicable to similar ones.

Rationale Collection The task of writing im-
plicit rationales from scratch for logical reason-
ing questions is not straightforward because the
reasoning process can involve multiple steps with
differing granularity. Therefore, to facilitate ratio-
nale writing, we use answer options in the multiple-
choice questions. To answer a question with four
options, the reasoning process should involve the
rationale of both identifying the correct option and
eliminating the three incorrect options. By fo-
cusing on the correctness of each option, we can
decompose the complex task of rationale writing
into smaller intuitive tasks. In addition, we collect
human-written free-form rationales to expect ben-
efits over model-generated rationales (Sun et al.,
2022), in particular for covering the implicit pro-
cess of critical reasoning.

Task Format We also aim to design auxiliary
questions so that we can easily evaluate models on
both main questions and subquestions in the same
task format. To this end, we use four rationales



collected for a main question as the four answer op-
tions of its subquestion. A single main question has
at most four subquestions that share the same set
of answer options, which can be seen as question-
wise contrastive evaluation (Gardner et al., 2020;
Ashida and Sugawara, 2022).

3.2 Collecting Rationales

We use crowdsourcing to collect rationales for cre-
ating our subquestions. Appendix A shows our
crowdsourcing instructions and examples.

Qualification We conduct a two-stage qualifica-
tion test to recruit crowdworkers for our tasks. The
first stage is a QA task to identify workers who
carefully answer logical reading comprehension
questions. The task consists of ten questions taken
from ReClor, and workers achieving ≥ 80% accu-
racy advance to the next test. In the second stage,
workers are presented with a single ReClor ques-
tion that is randomly sampled from a pool of ten
questions. The task is to write four implicit ra-
tionales (one sentence each) behind each option’s
(in)correctness. To guide them, we provide detailed
instructions with eight writing examples.

Through preliminary pilot studies, we define two
essential criteria for writing rationales: specificity
and necessity. Specificity requires rationales to
be well informed and support the corresponding
options exclusively. This requirement is crucial
because non-specific rationales could support mul-
tiple options, rendering them unsuitable for options
in subquestions. Necessity emphasizes the impor-
tance of ensuring that the rationale is essential for
validating the option’s correctness. Even if a de-
tailed rationale is provided, it must be aligned with
the main question’s point to preserve its validity.

Following these criteria, the authors manually
assess the rationales provided by the workers. We
identify 57 workers through this qualification pro-
cess. These workers are invited to both the rationale
writing and subsequent validation tasks.

Rationale Writing We take 1,200 questions
from the training set of ReClor. As with the second
phase of the qualification task, we present workers
with a context, question, and four options marked
as either correct or incorrect, and then ask workers
to write rationale sentences for each option. Of
these qualified individuals, 50 were actively en-
gaged in this task. We collect 4,800 rationales in
total and send them to the rationale validation step.

Rationale Validation To validate the collected
rationales, we first focus on their specificity, which
is critical for creating a set of reasonable subques-
tions about a given main question. Because assess-
ing the necessity of rationales may not be straight-
forward, we analyze the reasoning types involved
in understanding rationales in Section 5.

For the validation, we conduct an alignment test
between a set of rationales and answer options.
In this test, workers are presented with one main
question, its four options, and one rationale. They
are then asked to identify which one of the options
is supported by the given rationale. If a rationale is
insufficiently detailed and could potentially support
other options, it would be difficult for workers to
correctly match the rationale to its corresponding
option. We ensure that the worker who validates a
rationale is different from the one who wrote it.

This test enables us to refine our initial pool
of 4,800 rationales down to 3,828, ensuring that
each rationale is sufficiently specific to support its
corresponding option.

3.3 Subquestion Construction

Question Generation We then generate ques-
tion texts to construct subquestions using a lan-
guage model. Given one main question and one
of its options, the model is instructed to generate
a subquestion that asks about the reason for the
correctness of the option. For example, when we
input the prompt “What mistake does the argument
make in its reasoning?” and the incorrect answer
option “It confuses probability and certainty,” the
model generates the question “What evidence is
there that the argument does not make the mistake
of confusing probability and certainty?” We use
different prompts for the correct and incorrect op-
tions to avoid the problem of the model omitting
negatives (e.g., “not”) when generating eliminative
subquestions. For the generation, we use Instruct-
GPT (text-davinci-003), which is one of the
strong large language models. Appendix B shows
an example of our prompt.

Subquestion Construction Coupling the vali-
dated rationales with generated question texts, we
construct at most four subquestions for a single
main question. Each subquestion corresponds to
each of the four answer options in the main ques-
tion. The four answer options of the subquestions
are identical to the four rationales written for the
main question. The correct answer option of a sub-



question is the rationale written for the option that
the subquestion is made from.

A subquestion must have four validated ratio-
nales to compose the multiple-choice format. How-
ever, when we look at a main question, all four
rationales are not always valid, which could largely
decrease the number of possible subquestions. To
mitigate this issue, we create a subquestion even
if three out of the four rationales are valid, by re-
placing the invalid rationale with the “None of the
above choices” option. Through this process, we
obtain 3,824 subquestions. We discard a main ques-
tion if it has no valid subquestions.

3.4 Human Validation

As the final step of our data collection, we validate
the answerability of the subquestions by humans.
Despite the ensured specificity of rationales, the
complexity of the subquestion texts could poten-
tially make the subquestions unanswerable. To
address this issue, we ask three workers to answer
each subquestion to evaluate its human answer-
ability. A subquestion is considered answerable if
at least two workers answer it correctly, or if all
workers select “None of the above choices.” In the
latter scenario, we replace the correct answer in the
question with “None of the above choices.” This
process results in 3,003 answerable subquestions
with 943 main questions. We expect the number of
questions in our dataset can demonstrate statistical
power for meaningful model benchmarking and
comparison (Card et al., 2020).

We then ask different workers to answer the ques-
tions, collecting three additional labels for each
question to measure human accuracy.

3.5 Dataset Statistics

Table 1 shows the dataset statistics. Compared to
the main questions (ReClor), our subquestions have
longer questions and answer options. The subques-
tions that have “None of the above choices” as the
correct answer comprise 7.4% (222/3,003) of the
dataset, which is comparable to a similar multiple-
choice reading comprehension dataset (6.7% in
CosmosQA; Huang et al., 2019). We also report
the crowdsourcing details in Appendix C.

4 Baseline Performance on RULE

We measure the baseline performance of recent
state-of-the-art models on our dataset. Because the
main purpose of our dataset is to perform an exten-

# Main / Sub Questions 943 / 3,003
# SubQ / MainQ 3.18
# Selective / Eliminative (S/E) 785 / 2,218
Avg. context length 73.8
Avg. question length 31.4 (15.5)
Avg. option length 23.5 (17.7)
Avg. correct option length 24.0 (18.6)
# Question vocabulary 8,843 (1,085)
# Option vocabulary 9,849 (9,652)
# SubQ w/ “None” (# answer) 1,102 (222)

Table 1: Dataset statistics of our RULE dataset. S/E indi-
cates the numbers of two types of subquestions written
about the correct (selective) or incorrect (eliminative)
options of their main questions, respectively. The ques-
tion and option lengths of the main questions are sepa-
rately reported in parentheses for comparison. “None”
denotes “None of the above choices.”

sive evaluation of the models tested on ReClor, we
use all of our main questions and subquestions as
a test set. Our hypothesis is that if the models can
effectively generalize to understand the rationale
behind the correct answer, they should exhibit a
similar degree of performance on both the main
questions and subquestions.

Evaluation Metrics In addition to the simple ac-
curacy over the main questions (MainQ Accuracy)
and subquestions (SubQ Accuracy), we calculate
the accuracy across the subquestions written for
the correct and incorrect original options (Selective
and Eliminative SubQ Accuracy), respectively. We
also calculate the Consistency score to see how of-
ten a model answers both the main question and
all of its subquestions correctly and thereby shows
the comprehensive capability of critical reasoning.
Because the SubQ accuracy is a micro average, we
also report a macro average for reference (MainQ-
wise SubQ Accuracy). To compute these scores for
humans, we take a majority vote of the three labels
for each main question and subquestion.

4.1 Models and Settings

The models we evaluate are either in the fully-
finetuned setting on the training set of ReClor (ex-
cluding our main questions), few-shot of ReClor,
and zero-shot that uses only the task instruction.

Fully-Finetuned Models We use DeBERTa-v3
(large; He et al., 2023) and UnifiedQA-v2 (base,
large, and 3B; Khashabi et al., 2020, 2022). Both



models are reported to exhibit strong generalization
performance on QA datasets.

Few- and Zero-Shot Models We include recent
LLMs such as FLAN-T5 (XXL; Chung et al.,
2022), Flan-UL2 (20B; Tay et al., 2023), Vi-
cuna (7B and 13B; Chiang et al., 2023), LLaMA
2 (7B to 70B; Touvron et al., 2023b), Mis-
tral (7B; Jiang et al., 2023) and InstructGPT
(text-davinci-003; Ouyang et al., 2022). In
the few-shot setting, the input prompt has five Re-
Clor exemplars. Because some models only accept
a limited length of input, we only report one-shot
results of those models. For reference, we report
few-shot results using RULE examples. The zero-
shot prompt only has the task instruction. We also
include Chain-of-Thoughts (CoT; Wei et al., 2022)
and zero-shot CoT (Kojima et al., 2022) of Instruct-
GPT, providing the models with explanatory exam-
ples to potentially enhance their performance. In
CoT, the prompt includes ReClor exemplars each
of which is followed by the rationale of the cor-
rect answer option that is collected in this study.
Appendix D shows examples of our CoT prompt.

In the few- and zero-shot settings, we follow
the test split approach used by Ravichander et al.
(2022) and split our dataset into five disjoint sets
to measure the variability of models’ performance.
Appendix E describes the details.

4.2 Results

Table 2 presents our main results. In the fully-
finetuned setting, we observe that the SubQ accu-
racy does not significantly exceed the chance rate
(25.0%), which is far below the zero-shot perfor-
mance of UnifiedQA-v2 as well as the human per-
formance. This degradation may be due to overfit-
ting to ReClor examples, by which the models rely
heavily on superficial features of answer options
that are not useful in answering the subquestions.
In our dataset, a group of subquestions shares the
same set of four rationales, which requires that the
models closely examine the question texts.

In the few- and zero-shot settings, we observe
that the highest accuracy is 80.3% on the main
questions by LLaMA 2 70B with five-shot exem-
plars of ReClor and 65.7% on the subquestions by
Flan-UL2 in the zero-shot setting. Both the MainQ
and the SubQ accuracies are lower than the human
accuracy by large margins (∆ = 11.2%, 16.9%),
highlighting a severe limitation in the models’ ratio-
nale understanding; in most cases, the models may

only understand part of the necessary rationales for
the comprehension process.

Although it is not our intended task setting, when
we use a part of the subquestions for in-context
learning, the highest SubQ accuracy is 70.1% by
InstructGPT in the five-shot setting. This result
is still below the human accuracy by a noticeable
margin. Interestingly, the in-context learning on
subquestions is not helpful for smaller models such
as Vicuna 7B and 13B.

Looking at the best Selective and Eliminative
SubQ Accuracies, we find that although the for-
mer accuracy (five-shot LLaMA 2 70B, 90.0%) is
close to the human performance, the latter accuracy
(zero-shot Flan-UL2, 59.1%) is significantly below
the human performance (78.9%). This contrast
shows that answering the eliminative subquestions
is difficult for the models, highlighting the limited
capacity of LLMs: Even if the models can choose
the correct answer option, they may not understand
why incorrect answer options should be refuted.

Consistency and MainQ-wise SubQ Accuracy
also conform to this trend. Although the con-
sistency by humans is not high (52.9%), proba-
bly owing to the difficulty of the subquestions, a
large margin still exists between the human con-
sistency and the best consistency by InstructGPT
(18.2%). MainQ-wise SubQ Accuracy provides
a bit more intuitive observation: The best model
answers only 64.3% of the subquestions per one
main question, although humans get them wrong
less often (81.5%). We report the detailed number
of MainQ-wise SubQ Accuracy in Appendix F.

Contrary to our expectations, CoT does not im-
prove the performance of InstructGPT. Rather, it
leads to a decline in the MainQ and SubQ accu-
racies. This result is consistent with findings on
the unreliable nature of CoT (Wang et al., 2023;
Turpin et al., 2023), which may be exposed by the
complexity of critical reasoning.

Does the Model Answer “None of the above
choices” Questions Correctly? Some of our sub-
questions contain “None of the above choices,”
which might make the questions challenging. In
particular, the model performance on this type
of question might be strongly affected by the in-
context learning of exemplars. To investigate this
hypothesis, we calculate the accuracy of the sub-
questions that include the “None” option. In the
five-shot InstructGPT using RULE examples, we
find that although the model achieves 62.7% ac-



Model # Param MainQ
Acc.

SubQ
Acc.

Selective
SubQ Acc.

Eliminative
SubQ Acc. Consist. MainQ-wise

SubQ Acc.

Fully Finetuned on ReClor
DEBERTA-V3-LARGE 304M 66.0 33.1 56.1 25.0 2.4 32.8
UNIFIEDQA-V2-BASE 220M 40.5 25.8 21.3 27.4 0.7 26.0
UNIFIEDQA-V2-LARGE 770M 57.7 25.0 19.9 26.8 1.4 24.7
UNIFIEDQA-V2-3B 3B 66.8 25.3 21.8 26.6 1.4 25.2

Five-Shot on ReClor
VICUNA 13B 13B 46.2±0.7 50.0±4.4 78.2±3.0 40.1±4.6 5.6 49.4
FLAN-UL2 20B 58.5±0.3 65.5±5.1 88.0±4.0 57.6±5.4 16.9 64.3
INSTRUCTGPT N/A 71.8±1.0 65.3±1.8 88.4±2.5 57.1±1.5 18.2 64.0
INSTRUCTGPT + COT N/A 67.8±0.5 63.2±2.1 88.5±2.5 54.2±2.8 17.2 61.8
LLAMA2 13B 13B 48.5±2.5 44.6±3.2 75.3±3.4 33.8±4.0 5.3 44.7
LLAMA2 70B 70B 80.3±0.4 60.0±2.6 90.0±1.1 49.4±2.9 17.7 59.3
MISTRAL 7B 7B 59.9±0.9 55.3±3.4 83.6±3.4 45.4±3.6 9.0 54.4

Five-Shot on RULE (for reference)
VICUNA 13B 13B 43.9±1.3 44.2±2.7 72.6±2.6 34.2±2.6 4.1 44.0
FLAN-UL2 20B 57.9±0.2 66.0±4.9 87.7±4.6 58.4±5.0 17.8 64.9
INSTRUCTGPT N/A 70.2±0.4 70.1±2.3 90.0±3.5 63.0±2.0 23.1 69.2
LLAMA2 13B 13B 47.7±3.0 46.3±4.0 80.0±2.1 34.4±4.7 5.1 47.1
LLAMA2 70B 70B 78.9±0.6 64.0±4.8 90.6±2.5 54.6±5.5 21.1 63.5
MISTRAL 7B 7B 58.2±1.6 57.5±5.4 88.1±3.0 46.7±7.3 9.4 57.2

Zero-Shot
UNIFIEDQA-V2-3B 3B 45.5 47.9±2.1 71.6±2.9 39.4±2.2 5.7 47.8
UNIFIEDQA-V2-11B 11B 55.2 57.3±2.7 74.8±5.2 51.1±2.7 9.7 56.5
FLAN-T5-XXL 11B 60.0 64.3±4.0 86.2±5.4 56.5±3.3 14.7 63.4
VICUNA 13B 13B 44.2 49.5±2.7 77.1±1.7 39.7±2.7 6.2 49.4
FLAN-UL2 20B 56.2 65.7±5.2 84.5±4.4 59.1±5.1 14.7 64.2
INSTRUCTGPT N/A 64.1 62.8±2.2 89.9±2.0 53.2±2.1 15.5 61.8
INSTRUCTGPT+ COT N/A 63.8 62.3±1.0 89.6±1.5 52.6±1.5 14.2 61.2
LLAMA2 13B 13B 43.8 44.4±3.0 75.3±3.1 33.5±2.5 4.7 44.5
LLAMA2 70B 70B 70.8 58.0±3.7 88.1±3.4 47.3±4.0 14.1 57.3
MISTRAL 7B 7B 54.0 55.9±3.2 85.9±2.0 45.3±3.6 8.6 55.0

HUMAN - 91.5 82.6 93.0 78.9 52.9 81.5

Table 2: Model performance on our RULE dataset consisting of the main questions (MainQ) and subquestions
(SubQ). We report the accuracy for the subquestions written about the correct option (Selective SubQ Acc.) and
incorrect options (Eliminative SubQ Acc.) of the main questions. Consistency holds only when the model answers
both the main question and its subquestions correctly. InstructGPT is text-davinci-003.

Batch Acc. # None in shot None Acc.

#1 70.1 0 10.3
#2 69.7 0 25.9
#3 72.9 0 0.0
#4 71.3 1 43.8
#5 66.0 1 40.6

Avg. 70.1 0.4 32.0

Table 3: Accuracy of the subquestions that have “None
of the above choices” as the correct answer (None Acc),
compared to that of all subquestions (Acc). None in shot
indicates how many “None” examples are included in
the few-shot prompt for each test split.

curacy for the subquestions that have the “None”
option, it shows 32.0% when “None” is the cor-
rect answer. This low accuracy is decomposed into
40.9% accuracy if the prompt includes the “None”

option as the correct answer and 13.7% accuracy
otherwise. These results demonstrate that using
exemplars helps to answer those questions to some
extent but not significantly. Table 3 reports the
accuracy of five-shot InstructGPT across the five
batches.

We report the complementary results of the main
experiment in Appendix G, in which the one-shot
setting does not improve the model performance
consistently. Appendix H shows the SubQ accuracy
only for the main questions the models answer
correctly. Appendix I shows the performance plot
across the question and option length.

5 Analysis

To qualitatively investigate the models’ behavior
observed in Section 4, we aim to answer the fol-
lowing research questions.



Why Are the Eliminative Subquestions Diffi-
cult? As discussed in the previous section, we
find a performance discrepancy between the selec-
tive and eliminative subquestions. We attribute this
discrepancy to two potential reasons. First, the
eliminative subquestions are inherently complex
because of the negation included in their question
text, which the models may find difficult to handle
(Ravichander et al., 2022). Second, the model may
lack the ability to comprehend why certain options
are incorrect, which is partially supported by stud-
ies that highlight the susceptibility for distractors
in the multiple-choice QA (Si et al., 2021).

To distinguish between the difficulty of compre-
hending complex questions and that of refuting rel-
evant alternatives in the eliminative subquestions,
we develop a follow-up task, rationale alignment.
In this task, given a context, the main question, one
of the main options, and four rationales, the model
selects one out of the four rationales that validates
the correctness of the given option. We use Instruct-
GPT in the five-shot setting and report the average
results from five different prompts. Appendix J
provides the input prompt.

Because the subquestion text is not used in this
task, we expect that the results are not affected by
the complexity of subquestion texts. The result
is 89.7% and 31.5% accuracy for the correct and
incorrect answer options, respectively, showing a
distinct difference between them. This discrepancy
suggests the model’s serious deficiency in compre-
hending eliminative rationales.

Is the Model Better at Writing Rationales than
Humans? Given that CoT does not improve the
model performance, we are interested in the quality
and potential usefulness of model-generated ratio-
nales compared to our human-written rationales.
We use a similar prompt to that used in our CoT
setting, instructing InstructGPT to generate ratio-
nales for 50 options. We then randomly shuffle
the order of human-written and model-generated
rationales, and manually annotate which rationale
is better in terms of necessity and specificity. The
result is 35 wins by humans and 15 wins by the
model among the 50 comparisons, showing that
the human-written rationales are likely to be more
detailed and supportive than the model-generated
ones. In particular, we find that the model ratio-
nales struggle to capture the implicit rationale nec-
essary for certifying the validity of the target option.
When the rationale is explicit and described well

Direct Indirect Total

Contextual 37 / 47 28 / 22 65 / 69
External 22 / 20 13 / 11 35 / 31

Total 59 / 67 41 / 33 100

Table 4: Annotation results of rationale types on 100
examples randomly sampled from all subquestions (left)
and from the error examples by InstructGPT (right).

in the context, the model rationale looks convinc-
ing and close to the human rationale. Among the
15 examples where humans lose, we find five ex-
amples unsatisfactory to validate the target option,
implying that approximately 10% of unreasonable
rationales are potentially included in our dataset.

What Types of Reasoning are Required in the
Rationale Understanding? To qualitatively an-
alyze the collected rationales, we first sample 100
subquestions to annotate reasoning types. We de-
fine two dichotomies: direct/indirect and contex-
tual/external. Direct reasoning occurs if a rationale
involves an explicit description for the certification
of a target option’s (in)validity, whereas indirect
reasoning only provides relevant facts for the va-
lidity. Context reasoning includes facts (or their
interpretation and summarization) described in the
context, while external reasoning is pertinent to
commonsense and norms that are not described in
the context. For comparative error analysis, we
also sample 100 subquestions among those that
InstructGPT answers incorrectly.

We report our annotation results in Table 4. The
number of the direct and contextual rationales is
the largest among the other types, which further
increases when we look at the error cases of In-
structGPT. We find that our dataset covers a suffi-
cient number of indirect and external reasoning, i.e.,
various modes of rationale understanding. Error ex-
amples for the four reasoning types are reported in
Appendix K. Although we also examine the reason-
ing types originally labeled in the ReClor dataset,
we do not observe any remarkable trends in the
subquestion accuracy (Appendix L).

Do the Rationales Help the Model to Answer the
Main Questions? Because the collected ratio-
nales are expected to support the decision of select-
ing and eliminating answer options, we investigate
whether adding the rationales to the main questions
improves the performance in the five-shot Instruct-



Input Accuracy

Context 72.2
+ Selective Rationale 91.4
+ Eliminative Rationale 66.0
+ Both 89.6

Table 5: MainQ accuracy of InstructGPT that uses the
selective or eliminative rationales in the input.

GPT. We append the rationale to the context, main
question, and four options with the Rationale:
label. The results are shown in Table 5. We ob-
serve an improvement when the selective rationale
is added; however, degradation occurs when we
add the eliminative rationale, even if it is provided
with the selective rationale. This result adds insight
to the observation by Sun et al. (2022), showing
that the model cannot use eliminative rationales
for answering main questions and becomes con-
fused by those rationales. We also investigate the
context-ablated setting in Appendix M.

6 Conclusion

We construct a dataset to evaluate the models’ abil-
ity of critical reasoning in logical reading compre-
hension. We crowdsource free-form rationale for
main questions taken from an existing dataset and
use an LLM to generate subquestion texts. Result-
ing questions ask about the underlying rationales
for why a certain answer option should be selected
and the others should be eliminated. We find that
LLMs are particularly bad at answering elimina-
tive subquestions, highlighting that those models
do not necessarily have the comprehensive ability
of critical reasoning. For future work, we will de-
velop a more efficient pipeline for data collection
and facilitate better rationale generation by LLMs.

Ethical Consideration

We use crowdsourcing in our data collection. We
make sure to be responsible to the crowdworkers
and to make fair compensation for their work. We
do not collect any personal information other than
worker IDs on the platform, which are removed
in our data release. Before the workers accept our
tasks, we inform them of our purpose for the data
collection. This study is approved by the internal
review board of the authors’ institutes.

Limitations

We recognize the following limitations in this
study.

Task Format In this study, we focus on the
multiple-choice QA task. This task format allows
us to flexibly ask about various linguistic phenom-
ena and human reasoning by selecting and elimi-
nating alternatives, and we consider solving such
a discriminative task would be a minimal require-
ment for human-like linguistic behaviors. However,
it has an inherent limitation in assessing the ability
of natural language understanding. For example,
we cannot evaluate the models’ ability to produce
an intended output.

Annotation Analysis We conduct the annotation
analysis in Section 5, in which we define the rea-
soning types and manually review the sampled ex-
amples. Although we make our annotation data
and guideline publicly available for ensuring the
reproducibility of annotation results, the results
of our annotation analysis inevitably involve our
subjective judgments.

Source Dataset We create our auxiliary ques-
tions on top of an existing English logical read-
ing comprehension dataset, ReClor. Although our
methodology of the data collection (i.e., writing
the rationale for selecting and eliminating alterna-
tives) is widely applicable to other datasets and
languages, using the single dataset in the single
language would limit the generalizability of our
findings.
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B Question Generation Prompt

Figure 14 shows an example of our prompt used
for generating subquestions in Section 3.3.

C Crowdsourcing Details

To access a pool of crowdworkers, we used Ama-
zon Mechanical Turk. The crowdworkers who took
the qualification test are based in the United States,
United Kingdom, or Canada, have an approval rate
of at least 98%, and have at least 1,000 approved
tasks. We ensure that the average payments exceed
$12.00 USD per hour for each task. The ratio-
nale writing task costs $2.00 per main question
(estimating that it takes seven to ten minutes to
write the rationales), the rationale validation task
costs $0.30 per rationale (one minute), and the hu-
man validation task $1.50 per five questions (five
minutes). The rationale writing tasks, rationale
validation tasks, QA validation tasks, and human
performance tasks are taken by 48, 39, 52, and 24
workers, respectively. We use the crowdsourcing
tool used in Nangia et al. (2021).

D Chain-of-Thought Prompt

Figure 15 shows an example of the prompt used
in our chain-of-thought experiment. We insert the
rationale between the Answer: label and the cor-
rect option label, with an expectation that it would
help the model (InstructGPT) select the correct op-
tion.

E Test Split Setting

The in-context learning performance of LLMs may
vary depending on the exemplars of the prompt,
but it incurs a high computational cost (or finan-
cial cost for proprietary models) if we repeatedly
evaluate the models on the entire dataset using var-
ious sets of different exemplars to take the average
performance. Because of this cost limitation, we
follow the test split approach used by Ravichander
et al. (2022), splitting our dataset into five disjoint
sets and testing the models on each set with differ-
ent exemplars to measure the performance variance
across the disjoint sets. Note that we do not split the
set of the main questions, because it has only 943
examples; hence, in the few-shot setting, we take
the average across five runs on all main questions.
In the few-shot setting using ReClor, we sample
questions disjointly from its training set, whereas
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Figure 3: Distribution of correctly answered subques-
tions (C) out of the total number of subquestions (N ),
for both InstructGPT (top) and humans (bottom).
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Figure 4: Distribution of the question length (#tokens)
of the main questions.

in using RULE, the exemplars are sampled from
the corresponding disjoint set.

F MainQ-wise SubQ Results of
InstructGPT

Because a single main question has multiple sub-
questions in our dataset, we report the detailed
numbers of correctly-answered SubQ by Instruct-
GPT in Figure 3.



Model # Param MainQ
Acc.

SubQ
Acc.

Selective
SubQ Acc.

Eliminative
SubQ Acc. Consist. MainQ-wise

Acc.

Five-Shot on ReClor
LLAMA 7B 7B 25.8±1.6 28.6±7.1 39.8±13.1 24.6±6.3 0.8 28.2
LLAMA 13B 13B 38.7±2.7 36.3±3.5 63.6±4.0 26.6±3.6 2.9 36.6
VICUNA 7B 7B 33.4±2.6 38.6±3.3 61.4±5.8 30.5±3.4 2.8 38.3
LLAMA2 7B 7B 36.4±2.1 35.2±3.9 63.6±6.5 25.1±3.2 1.7 35.6

One-Shot on ReClor
UNIFIEDQA-V2-BASE 220M 27.4±1.4 34.7±6.4 42.8±7.7 31.9±6.2 0.7 34.6
UNIFIEDQA-V2-LARGE 770M 27.1±1.7 28.0±4.7 29.2±5.3 27.6±4.9 0.0 27.6
UNIFIEDQA-V2-3B 3B 31.3±3.2 26.2±2.8 26.0±9.8 26.2±1.4 0.3 26.1
UNIFIEDQA-V2-11B 11B 44.1±5.9 37.2±7.4 53.8±16.6 31.4±4.4 2.0 36.5
FLAN-T5-XXL 11B 61.3±0.3 63.7±3.7 85.9±2.6 55.9±3.9 14.0 62.5
FLAN-UL2 20B 58.0±0.5 66.0±5.3 87.4±3.9 58.5±5.7 17.7 65.1
LLAMA 7B 7B 26.6±0.9 32.4±4.2 50.7±11.1 26.1±3.7 1.6 32.5
LLAMA 13B 13B 32.7±2.4 33.8±1.9 56.0±5.8 26.0±2.5 1.4 34.1
LLAMA 33B 33B 56.1±1.0 49.3±4.3 80.1±3.8 38.5±4.3 7.4 49.6
LLAMA 65B 65B 65.2±1.4 52.6±3.4 85.2±1.3 41.1±4.3 9.4 51.9
VICUNA 7B 7B 35.8±2.0 38.9±2.2 65.3±3.1 29.5±2.3 1.8 38.1
VICUNA 13B 13B 42.5±0.8 45.2±3.1 72.1±3.3 35.8±4.0 4.2 45.1
INSTRUCTGPT N/A 67.8±0.5 64.6±1.9 87.8±2.0 56.3±1.8 17.5 63.6
INSTRUCTGPT + COT N/A 64.3±2.5 64.3±2.4 88.8±1.3 55.7±2.5 15.4 62.5
LLAMA2 7B 7B 35.0±1.1 34.8±2.4 61.7±4.2 25.2±2.6 2.2 35.2
LLAMA2 13B 13B 46.4±2.4 43.7±2.9 72.6±3.6 33.4±2.8 4.7 43.6
LLAMA2 70B 70B 77.2±0.2 61.3±0.7 90.0±1.4 51.2±1.2 20.0 61.0
MISTRAL 7B 7B 52.6±1.4 53.4±2.3 81.9±2.8 43.4±2.7 7.4 52.7

Five-Shot on RULE (for reference)
LLAMA 7B 7B 29.1±2.3 34.9±2.5 64.3±4.3 24.5±2.4 1.5 35.5
LLAMA 13B 13B 36.8±3.5 35.6±2.5 68.1±3.0 24.2±2.8 2.4 36.0
VICUNA 7B 7B 35.0±1.1 39.9±3.9 60.2±8.9 32.7±4.4 3.2 39.8
LLAMA2 7B 7B 37.8±1.1 32.0±4.4 62.3±6.5 21.1±3.4 1.5 32.4

One-Shot on RULE (for reference)
UNIFIEDQA-V2-BASE 220M 27.7±2.7 36.5±2.5 38.5±4.0 35.8±2.5 1.6 36.9
UNIFIEDQA-V2-LARGE 770M 28.3±1.4 27.4±1.2 27.4±10.2 27.4±3.0 1.0 27.7
UNIFIEDQA-V2-3B 3B 35.0±1.4 30.1±4.8 35.8±10.7 28.2±4.0 2.0 30.6
UNIFIEDQA-V2-11B 11B 42.6±7.1 37.4±11.7 47.5±17.7 33.9±9.7 3.1 38.0
FLAN-T5-XXL 11B 60.6±0.5 64.1±3.6 85.8±3.1 56.5±3.9 14.0 63.2
FLAN-UL2 20B 57.6±0.4 66.0±4.5 87.4±3.8 58.5±4.7 17.2 64.9
LLAMA 7B 7B 28.2±2.4 32.9±2.5 48.3±8.1 27.4±4.1 1.6 33.6
LLAMA 13B 13B 30.0±3.2 32.9±1.3 50.9±4.3 26.6±1.8 1.7 33.4
LLAMA 33B 33B 53.3±3.2 48.4±4.5 79.7±3.4 37.3±4.7 6.0 48.4
LLAMA 65B 65B 62.8±3.4 52.8±6.0 84.9±4.4 41.5±6.5 7.5 52.0
VICUNA 7B 7B 34.7±1.8 41.2±2.4 65.3±6.4 32.6±3.3 3.4 41.2
VICUNA 13B 13B 40.7±2.3 41.7±1.6 67.3±4.8 32.7±1.8 3.5 41.8
INSTRUCTGPT N/A 65.4±1.9 66.5±1.3 89.0±0.8 58.5±1.2 19.5 65.5
INSTRUCTGPT + COT N/A 64.3±2.5 64.3±2.4 88.8±1.3 55.7±2.5 15.4 62.5
LLAMA2 7B 7B 32.8±3.3 33.4±1.7 56.1±1.8 25.4±1.9 1.4 34.0
LLAMA2 13B 13B 45.0±5.5 40.9±2.9 70.6±4.4 30.3±2.6 2.8 41.1
LLAMA2 70B 70B 76.0±0.2 61.5±2.8 90.4±3.1 51.4±2.7 19.2 61.1
MISTRAL 7B 7B 50.8±1.1 53.8±3.3 84.0±3.7 43.2±3.6 6.5 54.0

Zero-Shot
UNIFIEDQA-V2-BASE 220M 30.4 42.2±1.0 48.5±2.9 39.9±1.3 2.7 41.7
UNIFIEDQA-V2-LARGE 770M 41.4 42.9±1.8 55.0±4.9 38.5±1.3 3.3 41.9
LLAMA 7B 7B 27.7 27.4±4.1 38.2±4.2 23.6±4.6 0.8 27.1
LLAMA 13B 13B 31.7 36.0±3.3 59.3±2.1 27.8±3.7 1.4 36.7
VICUNA 7B 7B 36.7 40.5±2.3 73.1±3.2 28.9±2.9 2.4 40.1
LLAMA2 7B 7B 32.3 35.9±3.9 66.4±4.7 25.1±3.4 2.5 36.3

HUMAN - 91.5 82.6 93.0 78.9 52.9 81.5

Table 6: Complementary results of the model performance on our dataset including the models in the one-shot
setting and omitting those in the five-shot and zero-shot settings.

G Complementary Few-Shot and
Zero-Shot Results

In Table 6, we report the complementary results of
few-shot settings, including the models on the one-
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Figure 5: Comparison between the model and human
accuracy and question length for the main questions.
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Figure 6: Distribution of the question length (#tokens)
of the subquestions.
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Figure 7: Comparison between the model and human
accuracy and question length for the subquestions.

Instruction Corr. Opt. Incorr. Opt.

Yes 89.7 (784) 31.5 (2,218)
No 88.7 (781) 28.1 (2,213)

Table 7: Result of the rationale alignment task with and
without the task instruction.
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Figure 8: Distribution of the option length (#tokens) of
the main questions.
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Figure 9: Comparison between the model and human
accuracy and option length for the main questions.
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Figure 10: Comparison between the model and human
accuracy and option length for the subquestions.

shot setting. We also report the results of LLaMA
(7B to 65B; Touvron et al., 2023a) for reference.

H Main Results of the Subquestions for
the Correctly-Answered Main
Questions

Table 8 shows the main results of the model perfor-
mance on the subquestions for the main questions
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Figure 11: Distribution of the option length (#tokens)
of the subquestions.

that are correctly answered by the model. Overall,
we observe similar trends to the main results with
the standard SubQ accuracy. Interestingly, the mod-
els’ SubQ accuracies do not significantly improve
even when we focus only on the correctly-answered
main questions.

I Relationship between Question and
Option Length and Model Performance

In Figures 4 to 10, we plot the distribution of the
questions and options length and the model perfor-
mance according to those lengths.

J Rationale Alignment Task

In the rationale alignment task, we test Instruct-
GPT in the five-shot setting. Similar to the main
experiment, we report the average results from five
prompts. Each prompt is composed of five exem-
plars, with two exemplars presenting the correct
option and three exemplars presenting the incorrect
option. Figure 12 shows an example of our prompt.

The results with and without the task instruction
are shown in Table 7. The performance gap be-
tween the correct and incorrect options implies that
such advanced models may simply infer the cor-
rect answer without properly discriminating against
incorrect options. Such a situation raises two is-
sues: (1) the inability to reason logically like a
human, and (2) the limitations of ability measure-
ment using distractors. The first issue suggests
that the model may not be able to make a clear
distinction between what is correct and what is in-
correct. The second issue is that the alternatives in
the multiple-choice QA task are generally expected
to distinguish between test takers with and without
sufficient knowledge (Gierl et al., 2017), but such
an expectation may not be met in our dataset.

K Reasoning Type Annotation

Table 10 shows examples of reasoning types we
define in the annotation analysis. See Table 11 for
a full example that has the main question and two
subquestions.

L ReClor Reasoning Types and
Subquestion Accuracy

Figure 13 shows the relation between the subques-
tion accuracy and the reasoning types defined in the
original ReClor dataset. Although we do not ob-
serve significant performance differences, we see
higher accuracy in Match Structures, Evaluation,
Strengthen, and Weaken reasoning, and lower ac-
curacy in Sufficient Assumptions, Technique, and
Role reasoning.

M Context-Ablation Analysis

We try to answer the question “Does the context
help in answering subquestions?” in the context-
ablation setting. By removing the context, we an-
alyze the model performance on the subquestions
(and the main questions for reference) to see the
dependency between question texts and answer op-
tions. The results in Table 9 show the performance
reduction by approximately 4 points in the zero-
shot setting and no reduction in the five-shot setting.
This result implies question texts depend on answer
options to some extent, which potentially makes
the subquestions difficult for the models, given the
first analysis in this section.

N Similarity of Rationale with MainQ
Option

In our process to validate specificity, even if a ratio-
nale has the same meaning as the MainQ’s option,
we can not exclude it. This implies that some ratio-
nales might have the similar meaning as the option
and not serve as a valid rationale. To examine this
potential issue, we sample 50 random questions
from both the selective SubQ and the eliminative
SubQ. We then count how many of these rationales
are semantically similar to the MainQ’s option. We
found three such instances in the selective SubQ
and one in the eliminative SubQ, which are shown
in Table 12.



Model # Param MainQ
Acc.

SubQ
Acc.

Selective
SubQ Acc.

Eliminative
SubQ Acc. Consist. MainQ-wise

SubQ Acc.

Fully Finetuned on ReClor
DEBERTA-V3-LARGE 304M 66.0 33.1 60.4 22.5 3.7 32.2
UNIFIEDQA-V2-BASE 220M 40.5 25.8 19.7 26.7 1.8 25.0
UNIFIEDQA-V2-LARGE 770M 57.7 25.0 17.3 27.7 2.4 24.6
UNIFIEDQA-V2-3B 3B 66.8 25.3 19.9 25.7 2.1 24.1

Five-Shot on ReClor
FLAN-UL2 20B 58.5±0.3 66.3±6.3 89.6±4.6 57.2±5.1 28.8 65.1
LLAMA 7B 7B 25.8±1.6 28.5±7.5 34.3±12.2 24.2±5.7 3.4 27.2
LLAMA 13B 13B 38.7±2.7 37.0±4.0 65.0±6.7 25.9±3.8 7.4 37.2
LLAMA 33B 33B 58.5±1.2 47.7±4.2 77.5±6.3 38.3±5.8 10.6 47.3
LLAMA 65B 65B 69.1±0.9 54.4±1.7 85.5±2.8 46.9±5.6 16.0 54.1
VICUNA 7B 7B 33.4±2.6 40.0±5.1 62.7±6.9 30.0±3.0 8.5 39.7
VICUNA 13B 13B 46.2±0.7 48.5±6.1 76.0±8.8 42.2±5.4 12.1 48.1
INSTRUCTGPT N/A 71.8±1.0 64.1±3.5 89.2±3.8 60.7±6.1 25.1 62.8
INSTRUCTGPT + COT N/A 67.8±0.5 62.9±3.1 89.5±4.2 55.8±3.6 24.9 61.5
LLAMA2 13B 13B 48.5±2.5 45.8±4.2 79.1±4.0 33.1±5.2 11.1 45.8
LLAMA2 70B 70B 80.3±0.4 59.9±2.5 90.7±1.9 50.5±7.2 21.8 59.4
MISTRAL 7B 7B 59.9±0.9 54.7±4.4 84.5±2.8 46.8±2.8 15.0 53.7

Five-Shot on RULE (for reference)
FLAN-UL2 20B 57.9±0.2 67.2±6.2 89.4±4.4 57.1±3.6 30.9 66.2
LLAMA 7B 7B 29.1±2.3 34.6±3.2 66.2±8.0 23.7±1.3 5.4 34.9
LLAMA 13B 13B 36.8±3.5 35.1±3.2 67.4±5.3 24.4±2.6 6.6 35.0
LLAMA 33B 33B 53.6±0.4 48.5±6.0 78.5±5.9 36.8±5.4 10.6 47.6
LLAMA 65B 65B 66.2±0.7 57.2±5.1 86.4±3.1 53.7±10.3 18.3 56.0
VICUNA 7B 7B 35.0±1.1 40.3±3.1 61.4±8.8 32.4±4.8 9.5 40.8
VICUNA 13B 13B 43.9±1.3 43.9±2.6 73.0±3.1 34.2±3.7 9.4 43.4
INSTRUCTGPT N/A 70.2±0.4 70.2±3.5 91.0±4.6 64.3±2.4 32.7 69.3
INSTRUCTGPT + COT N/A 67.8±0.5 62.9±3.1 89.5±4.2 55.8±3.6 24.9 61.5
LLAMA2 13B 13B 47.7±3.0 46.9±4.7 79.4±6.3 33.6±4.6 11.0 47.0
LLAMA2 70B 70B 78.9±0.6 63.7±4.2 90.8±2.5 55.2±9.2 26.5 63.0
MISTRAL 7B 7B 58.2±1.6 56.2±5.1 88.0±3.6 49.4±7.9 16.3 55.6

Zero-Shot
UNIFIEDQA-V2-BASE 220M 30.4 43.0±2.9 51.0±7.5 39.8±1.7 8.7 43.4
UNIFIEDQA-V2-LARGE 770M 41.4 43.9±4.1 59.9±7.6 39.0±2.7 7.9 42.5
UNIFIEDQA-V2-3B 3B 45.5 49.3±2.4 75.4±4.1 38.9±3.1 12.6 49.5
UNIFIEDQA-V2-11B 11B 55.2 56.8±2.9 77.6±7.1 53.0±3.8 17.5 55.9
FLAN-T5-XXL 11B 60.0 63.2±3.4 87.3±4.8 59.2±4.6 24.6 62.7
FLAN-UL2 20B 56.2 65.3±5.9 86.0±4.8 60.5±4.7 26.2 63.7
LLAMA 7B 7B 27.7 27.0±4.5 37.5±2.8 23.6±3.9 3.1 26.9
LLAMA 13B 13B 31.7 35.5±3.0 55.9±4.0 27.5±3.8 4.3 35.9
LLAMA 33B 33B 54.5 50.2±4.6 81.8±4.3 41.4±5.5 12.5 50.2
LLAMA 65B 65B 52.1 47.5±2.2 80.1±2.5 38.0±5.4 10.4 46.6
VICUNA 7B 7B 36.7 40.8±2.8 77.5±2.8 29.4±2.8 6.6 40.3
VICUNA 13B 13B 44.2 48.9±4.8 76.9±3.4 40.4±1.8 13.9 48.2
INSTRUCTGPT N/A 64.1 61.9±2.9 89.8±2.9 55.8±3.6 24.2 60.8
INSTRUCTGPT + COT N/A 63.8 60.9±1.4 89.1±2.4 55.9±3.2 22.3 59.7
LLAMA2 13B 13B 43.8 45.5±3.7 77.6±5.3 33.3±3.0 10.7 45.4
LLAMA2 70B 70B 70.8 57.2±4.0 88.2±3.2 49.9±5.4 19.9 56.3
MISTRAL 7B 7B 54.0 54.7±3.4 85.1±5.5 47.1±4.3 15.9 53.3

HUMAN - 91.5 82.9 92.8 79.3 57.8 81.6

Table 8: Main results of the model performance on our dataset focusing on the subquestions for the main questions
that are correctly answered by the model.

Setting MainQ SubQ Selective
SubQ

Eliminat.
SubQ

0-shot 41.0−23.0 58.8−4.2 86.4−3.7 53.4−4.3

5-shot 42.5−29.7 70.5+0.0 86.9−3.1 64.7+1.7

Table 9: Context-ablated accuracy. The subscript values
indicate the accuracy gap against the full-input setting.



In a given context, you'll be given a question, an answer, and four rationales.  Your task is to identify the rationale that explains the correctness of the provided option 
the best.  If the option is wrong, choose the rationale that explains why it is wrong.  Conversely, if the option is correct, choose the rationale that explains why it is 
correct.

Context: Teachers should not do anything to cause their students to lose respect for them. And students can sense when someone is trying to hide his or her 
ignorance. Therefore, a teacher who does not know the answer to a question a student has asked should not pretend to know the answer. Question: The conclusion is 
properly drawn if which one of the following is assumed? 
Question: The conclusion is properly drawn if which one of the following is assumed? 
Option: Students' respect for a teacher is independent of the amount of knowledge they attribute to that teacher. 
Rationale0: The ranking of students' respect for honesty is not relevant to the conclusion of a teacher shouldn't pretend to know an answer to question they don't 
know the answer to. 
Rationale1: The assumption is that students' respect for the teacher is based on how much knowledge the teacher has. 
Rationale2: The conclusion is that teachers shouldn't pretend to know the answer to a question that they don't know, so the assumption is that student's respect for a 
teacher is interlinked to the student's perceived knowledge of the teacher. 
Rationale3: The conclusion does not have anything to do with a teacher being effective. 
Answer: The answer is Rationale2

Context: Miguel has four family members who plan to come to his graduation on Sunday afternoon, but it is likely that only three of them will be allowed to attend. 
Normally graduation is held in the football stadium, where there is no limit on the number of family members who can attend. However, the ceremony is relocated to 
the gymnasium if it rains, and each graduate receives just three admission tickets for use by family members. 
Question: The conclusion of the argument is most strongly supported if which one of the following is assumed? 
Option: The weather service has indicated that there is a very high likelihood of rain on Sunday afternoon. 
Rationale0: No mention is made of whether un-needed spaces can be transferred between students, and so this cannot be assumed to impact the number of spaces 
available to Miguel's family. 
Rationale1: Abnormally large class size may not preclude Miguel from having more than three family members attend, as the football stadium is a possible venue and 
has no limitation on the number who may attend. 
Rationale2: A family member who cannot attend the graduation has no relevance to how many may be allowed to attend. 
Rationale3: Rain would preclude the use of the stadium which has no limit of the number of family members attending and force the use of the gymnasium, which 
limits the number attending to three. 
Answer: The answer is Rationale3 
[…]

E
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Test Instance

Context: Because it permits a slower and more natural rhythm of life, living in the country is supposed to be more healthy and relaxed than living in the city. But 
surveys show that people living in the country become ill as often and as seriously as people living in the city, and that they experience an equal amount of stress.
Question: The statements above, if true, provide the most support for which one of the following?
Rationale0: This passage kind of disputes this line of thinking, living in the country should have a slower rhythm yet they experience the same amount of stress as a 
city dweller.
Rationale1: This passage is not saying this specifically, just that a natural rhythm might not have as many benefits as people want to believe.
Rationale2: The passage kind of focuses on both the thoughts that living in the country should be healthier but surveys show that it is not the case.
Rationale3: None of the above choices
Answer:

Incorrect Option

Correct Option

Figure 12: Example of the prompt used for rationale alignment task.
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Figure 13: Accuracy of InstructGPT and reasoning types originally annotated in the ReClor dataset.



Reasoning
Type

Passage Question Option Correct Rationale

Direct
Contextual

Trisha: Today’ s family is de-
clining in its ability to carry out
[...]. There must be a return to
the traditional values of commit-
ment and responsibility. Jerod:
We ought to leave what is good
enough alone. Contemporary
families may be less stable than
traditionally, but most people do
not find that to be bad. [...].

Trisha and Jerod dis-
agree over whether
the institution of the
family is

no longer tradi-
tional.

FALSE Both Trisha and
Jerod agree that
families are no
longer traditional,
this is not what the
argument is about.

Direct
External

A just government never re-
stricts the right of its citizens
to act upon their desires except
when their acting upon their de-
sires is a direct threat to the
health or property of other of its
citizens.

Which one of the
following judgments
most closely con-
forms to the princi-
ple cited above?

A just government
would not censor
writings of Shake-
speare, but it could
censor magazines
and movies that
criticize the govern-
ment.

FALSE A just government
would not censor
magazines and
movies that criticize
the government
because these things
do not threaten the
health or property of
its citizens.

Indirect
Contextual

Doctor: The practice of using
this therapy to treat the illness
cannot be adequately supported
by the claim that any therapy for
treating the illness is more effec-
tive than no therapy at all. What
must also be taken into account
is that this therapy is expensive
and complicated.

Which one of the
following most accu-
rately expresses the
main point of the
doctor’s argument?

The therapy’s pos-
sible effectiveness
in treating the ill-
ness is not suffi-
cient justification
for using it.

TRUE Therapy’s other
costs must be
considered be-
fore enlisting the
treatment as it is
not cheap and not
simple.

Indirect
External

On average, corporations that
encourage frequent social events
in the workplace show higher
profits than those that rarely do.
This suggests that the EZ Corpo-
ration could boost its profits by
having more staff parties during
business hours.

Which one of the fol-
lowing, if true, most
weakens the argu-
ment above?

Frequent social
events in a cor-
porate workplace
leave employees
with less time
to perform their
assigned duties
than they would
otherwise have.

FALSE Frequent social
events in a corporate
workplace can re-
energize employees,
like a lunch break
does.

Table 10: Examples of the reasoning types with a passage, a question, an option, the correctness of the option, and
its human-written rationale.

Combine Question and Option and generate a new sentence that asks the reason as follows.

Question: Which one of the following is an assumption required by the department store manager's argument?
Option: Either few customers would want free gift wrapping or most customers would want it.
Answer: Which of the following reasoning justifies that the department store manager's argument requires the assumption that either few customers would want 
free gift wrapping or most customers would want it?
Question: The main point made in Kim's argument is that
Option: replacing gasoline-powered cars with battery-powered electric cars will require building more generating facilities.
Answer: Why is it valid to conclude that Kim's argument focuses on the claim that replacing gasoline-powered cars with battery-powered electric cars will require 
building more generating facilities?
Question: The argument's conclusion follows logically if which one of the following is assumed?
Option: A work of science fiction cannot achieve greatness unless it contains compelling characters.
Answer: Why does the argument's conclusion follow logically if it is assumed that a work of science fiction cannot achieve greatness unless it contains 
compelling characters?

[…]
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Question: Which one of the following conclusions can be validly drawn from the passage?
Option: Unless Charles is an expert in some branch of psychology, Charles should not offer a solution to Patrick's behavioral problem.
Answer:

Figure 14: Example of the prompt used to generate subquestions.



Paragraph: Trisha: Today’ s family is declining in its ability to carry out its functions of child-rearing
and providing stability for adult life. There must be a return to the traditional values of commitment
and responsibility. Jerod: We ought to leave what is good enough alone. Contemporary families may
be less stable than traditionally, but most people do not find that to be bad. Contemporary criticisms
of the family are overblown and destructive.

MainQ

Question: Trisha and Jerod disagree over whether the institution of the family is
Options:
1) valued by most people.
2) changing over time.
3) adequate as it is.
4) no longer traditional.

Selective
SubQ

Question: What is the source of the disagreement between Trisha and Jerod regarding
whether the institution of the family is adequate as it is?
Options:
1) The argument does not mention value to the people.
2) Trisha is arguing that things were better with traditional families and Jerod is arguing
that they are good now, the argument is about the quality of the relationship now.
3) Both Trisha and Jerod agree that families are no longer traditional, this is not what the
argument is about.
4) None of the above choices.

Eliminative
SubQ

Question: What evidence is there to suggest that Trisha and Jerod’s disagreement over
whether the institution of the family is no longer traditional is not valid?
Options:
1) Both Trisha and Jerod agree that families are no longer traditional, this is not what the
argument is about.
2) Trisha is arguing that things were better with traditional families and Jerod is arguing
that they are good now, the argument is about the quality of the relationship now.
3) The argument does not mention value to the people.
4) None of the above choices.

Table 11: Examples of the main questions and subquestions in our dataset. The options in bold indicate the correct
answer.

Question Type Option Rationale

Selective

Delays in the communication of dis-
coveries will have a chilling effect on
scientific research.

Delays in communicating discoveries
would limit the time other scientists have
to investigate and contribute.

Kimmy is a highly compensated
and extremely popular television and
movie actress.

All the information in the passage in-
dicates that Kimmy is affluent and
renowned.

Before new therapeutic agents reach
the marketplace, they do not benefit
patients.

The passage states that new therapies aid
patients only after they are introduced to
the marketplace.

Eliminative
The speed of eye orientation corre-
lates with intelligence, not overall
health.

The speed at which one can orient one’s
eye to a stimulus has been closely associ-
ated with overall health.

Table 12: Rationales that are semantically similar to the MainQ’s option in Selective and Eliminative SubQs.



Context: Teachers should not do anything to cause their students to lose respect for them. And students can sense when someone is trying to hide his or 
her ignorance. Therefore, a teacher who does not know the answer to a question a student has asked should not pretend to know the answer. 
Question: The conclusion is properly drawn if which one of the following is assumed? 
Option0: Students respect honesty above all else. 
Option1: Students lose respect for teachers whenever they sense that the teachers are trying to hide their ignorance.
Option2: Students' respect for a teacher is independent of the amount of knowledge they attribute to that teacher. 
Option3: A teacher cannot be effective unless he or she retains the respect of students.
Answer: The assumption is that students' respect for the teacher is based on how much knowledge the teacher has. Therefore the answer is Option1

Context: Miguel has four family members who plan to come to his graduation on Sunday afternoon, but it is likely that only three of them will be allowed to 
attend. Normally graduation is held in the football stadium, where there is no limit on the number of family members who can attend. However, the ceremony 
is relocated to the gymnasium if it rains, and each graduate receives just three admission tickets for use by family members.
Question: The conclusion of the argument is most strongly supported if which one of the following is assumed?
Option0: Miguel has several friends who have fewer than three family members coming to graduation.
Option1: Miguel's graduating class is much larger than usual. 
Option2: Miguel has a fifth family member who is unable to come to his graduation.
Option3: The weather service has indicated that there is a very high likelihood of rain on Sunday afternoon. 
Answer: Rain would preclude the use of the stadium which has no limit of the number of family members attending and force the use of the gymnasium, 
which limits the number attending to three. Therefore the answer is Option3
[…]
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Context: Because it permits a slower and more natural rhythm of life, living in the country is supposed to be more healthy and relaxed than living in the city. But 
surveys show that people living in the country become ill as often and as seriously as people living in the city, and that they experience an equal amount of stress.
Question: The statements above, if true, provide the most support for which one of the following?
Option0: Living in the country is neither healthier nor more relaxing than living in the city.
Option1: The amount of stress a person experiences depends on that person's rhythm of life.
Option2: People whose rhythm of life is slow and natural recover quickly from illness.
Option3: Despite what people believe, a natural rhythm of life is unhealthy.
Answer: 

Figure 15: Example of the prompt using the chain-of-thought approach.

Figure 16: Instructions for the rationale writing task (1/4).



Figure 17: Instructions for the rationale writing task (2/4).



Figure 18: Instructions for the rationale writing task (3/4).



Figure 19: Instructions for the rationale writing task (4/4).



Figure 20: Rationale writing task interface. The workers are given a context, question, and four options along with
their correctness, and are asked to provide a rationale for each choice.



Figure 21: Instructions for the rationale validation task.



Evaluate explanation for reading comprehension

Instructions

In this task, you are given a passage, question about it, and four answer options where one option is the correct answer and the

others are incorrect (the check and cross marks indicate it).
In addition, you are given a rationale, which corresponds to one of the options and its correctness.

You are asked to answer which option the given rationale corresponds to by checking the radio button.
You can accept up to 160 HITs for this batch.

Passage 1 / 1 Match the Rationale → Completed

A university study reported that between 1975 and 1983 the length of the average workweek in a certain

country increased significantly. A governmental study, on the other hand, shows a significant decline in the

length of the average workweek for the same period. Examination of the studies shows, however, that they

used different methods of investigation; thus there is no need to look further for an explanation of the

difference in the studies' results.

Question

The argument's reasoning is flawed because the argument fails to

Options

 ❌    recognize that varying economic conditions result in the average workweek changing in length

 ✅    recognize that two different methods of investigation can yield identical results

 ❌    distinguish between a study produced for the purposes of the operation of government and a study

produced as part of university research

 ❌    distinguish between a method of investigation and the purpose of an investigation

Rationale

It does not fail to distinguish the different studies, it blatantly says that one study was a university and one was

by the government. 

Answer which option corresponds to the ratinale!

Submit your answer

Figure 22: Rationale validation task interface. The workers select the option best supported by the provided
rationale.



Solve reading comprehension questions!
This is a HIT of answering multiple choice reading comprehension questions. Spend up to five minutes for answering five

questions (no rejection happens). You can take up to 30 HITs for this batch.

Passage 1 / 3

1. uses as evidence a source that there is reason to believe is unreliable

2. fails to consider that several different effects may be produced by a single cause

3. treats one main factor considered in the selection of plays to perform as though it were a condition that

must be met in order for a play to be selected

4. takes a condition necessary for a playwright's being critically acclaimed to be a condition sufficient for a

playwright's being critically acclaimed

5.

Clark: Our local community theater often produces plays by critically acclaimed playwrights. In fact, the

production director says that critical acclaim is one of the main factors considered in the selection of plays to

perform. So, since my neighbor Michaela' s new play will be performed by the theater this season, she must be

a critically acclaimed playwright.

Question

The reasoning in Clark's argument is most vulnerable to criticism on the grounds that the argument

Options

Invalid or unanswerable question

Go to the next passage

Figure 23: Human validation task interface. The workers are asked to answer subquestions.


