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Abstract

Privacy issues arise prominently during the001
inappropriate transmission of information be-002
tween entities. Existing research primarily stud-003
ies privacy by exploring various privacy attacks,004
defenses, and evaluations within narrowly pre-005
defined patterns, while neglecting that privacy006
is not an isolated, context-free concept limited007
to traditionally sensitive data (e.g., social se-008
curity numbers), but intertwined with intricate009
social contexts that complicate the identifica-010
tion and analysis of potential privacy viola-011
tions. The advent of Large Language Mod-012
els (LLMs) offers unprecedented opportuni-013
ties for incorporating the nuanced scenarios014
outlined in privacy laws to tackle these com-015
plex privacy issues. However, the scarcity of016
open-source relevant case studies restricts the017
efficiency of LLMs in aligning with specific018
legal statutes. To address this challenge, we019
introduce a novel framework, GOLDCOIN, de-020
signed to efficiently ground LLMs in privacy021
laws for judicial assessing privacy violations.022
Our framework leverages the theory of contex-023
tual integrity as a bridge, creating numerous024
synthetic scenarios grounded in relevant pri-025
vacy statutes (e.g., HIPAA), to assist LLMs in026
comprehending the complex contexts for identi-027
fying privacy risks in the real world. Extensive028
experimental results demonstrate that GOLD-029
COIN markedly enhances LLMs’ capabilities030
in recognizing privacy risks across real court031
cases, surpassing the baselines on different ju-032
dicial tasks.033

1 Introduction034

Privacy violations happen through improper in-035

formation transmission, including the disclosure036

of personally identifiable information, inappropri-037

ate data collection, and unauthorized access, all038

of which contradict societal expectations (Martin039

and Nissenbaum, 2016) and legal statutes such as040

HIPAA (Act, 1996), COPPA (Aftab and Savitt,041

1999), and GDPR (Voigt and Von dem Bussche,042

 Related Legal Norm: HIPAA Privacy Rule
 164.502 (a)(1)(ii): A covered entity is
permitted to use or disclose protected health
information for treatment, payment, or  
health care operations.

        Background: Jane, a 45-year-old woman,   
  visited her primary care physician, Dr.
Smith, for her annual checkup. During the
appointment, Dr. Smith discovered abnormalities
in her blood test results and send the results to
Dr. Adams, for specialist diagnostic assessment
and treatment planning. 

Contextual Integrity: Feature Mapping

Transmission Principle
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Figure 1: An overview of how our proposed GOLD-
COIN bridge case background and legal norms through
contextual integrity theory (Nissenbaum, 2004).

2017). In the past few decades, current research has 043

mainly focused on exploring privacy violations in 044

limited pre-defined patterns or manually annotated 045

rules, such as RBAC (Sandhu, 1998; Kuhn et al., 046

2010), EPAL (Ashley et al., 2003, 2002), thereby 047

diminishing the capacity to detecting privacy risks 048

across diverse social contexts. 049

Intuitively, we consider applying the wealth of 050

real-world scenarios contained in legal statutes and 051

case law to address the limitation. However, con- 052

verting legislation into an actionable framework 053

remains a significant challenge. Previous efforts 054

have involved translating legislation into logical 055

languages (Lam et al., 2009; DeYoung et al., 2010; 056

Robaldo et al., 2020), yet this method heavily re- 057

lies on expert annotation and struggles to adapt to 058

legislative changes or scale across different privacy 059

laws. The recent emergence of LLMs (OpenAI, 060
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2022; Touvron et al., 2023b; Anthropic, 2024), has061

introduced new potential for addressing the prob-062

lem. Specifically, legal LLMs like LawGPT (Zhou063

et al., 2024), Lawyer LLaMA (Huang et al., 2023),064

ChatLaw (Cui et al., 2023) have all leveraged the065

vast existing statutes and cases to assist public in066

general legal tasks.067

Nonetheless, aligning LLMs with specific pri-068

vacy laws is a non-trivial task. The scarcity of069

open-source public court cases makes it challeng-070

ing to ensure that the datasets used in model train-071

ing are comprehensive enough to encompass all072

aspects of the laws. This limitation significantly073

undermines the LLMs’ ability to generalize to un-074

familiar cases. Moreover, we observe unstable and075

limited improvements when training LLMs directly076

on statutory laws (Section 5.2), as court cases gen-077

erally provide a richer source of practice-oriented078

information, such as factual backgrounds, judicial079

analyses, and judge opinions.080

To fill these gaps, we introduce GOLDCOIN,081

a novel framework that GrOunds Large Lan-082

guage MoDels into Privacy Laws via COntextual083

INtegrity, which is a theory proposed by Nis-084

senbaum (2004) to assess the appropriateness of pri-085

vacy information flows. Within contextual integrity,086

privacy information flows are conceptualized as ac-087

tivities involving three relevant entities: the sender,088

the recipient, and the subject of the information. It089

argues that entities do not merely act as individu-090

als in an undifferentiated social world (Barth et al.,091

2006), but rather as individuals playing various092

roles within specific contexts (e.g., healthcare, edu-093

cation, employment). Within each distinct context,094

information flows are regulated by norms (a.k.a.095

regulations, legal clauses) that specify the types of096

the transmitted information and the transmission097

principles (e.g., purpose, consent, belief). Then098

we can abstract privacy laws as the framework099

for determining the legality of information flow100

in diverse contexts, including entities, information101

type, and transmission principles. Each clause in102

privacy laws, such as 164.502(a)(1)(ii) refer-103

enced in Figure 1, can be interpreted as a legal-104

grounded norm, either permitting or forbidding105

information transmission.106

Based on this, GOLDCOIN combines the formal-107

ization of contextual integrity with concrete seed108

norms in privacy laws to generate the synthetic109

background stories by GPT-4 (Achiam et al., 2023).110

To ensure high-quality generation, we employ au-111

tomatic filters to select cases that include essen-112

tial features (e.g., sender, recipient) in contextual 113

integrity and are consistent with the seed norms. 114

Additionally, we develop a diversity ranking mech- 115

anism to improve the semantic diversity of the case 116

backgrounds, enhancing training robustness. Ulti- 117

mately, our framework combines background con- 118

texts and seed norms to construct synthetic court 119

cases tailored to specific privacy laws. 120

For evaluation, we develop the case dataset 121

GOLDCOIN-HIPAA under the HIPAA Privacy 122

Rule (Act, 1996), including a ground-truth 123

benchmark sourced from the Caselaw Access 124

Project (CAP)1 (Chang et al., 2020), which col- 125

lectes numerous real-world court cases in the 126

United States. We experiment with several 127

transformer-based LLMs by instruction-tuning 128

them with GOLDCOIN. The evaluation results 129

demonstrate that our synthetic dataset effectively 130

aids LLMs in comprehending privacy laws. The 131

models tuned with our framework show superior 132

ability in identifying the applicability of HIPAA in 133

real cases, surpassing other baselines by 8% to 23%. 134

Meanwhile, these models show enhanced capabili- 135

ties in detecting privacy risks, outperforming others 136

by 8% to 18%. Moreover, human analysis and ab- 137

lation studies confirm the efficacy of contextual 138

integrity in case synthesis and the enhancements 139

in data quality provided by the automatic filter and 140

diversity ranking. 141

2 Related Work 142

2.1 Privacy and Contextual Integrity 143

To effectively ground language models into privacy 144

laws for judgment in reality, we first introduce the 145

contextual integrity theory (Nissenbaum, 2004) and 146

propose a brief framework based on the existing 147

works (Barth et al., 2006; Lam et al., 2009). 148

Roles, Information, and Transmission Principle 149

Each information transmission inherently involves 150

three main entities P: the sender, recipient, and 151

subject whose information is about. The roles of 152

these entities are deeply contextual, as individuals 153

participate in specific roles R tailored to distinct 154

social contexts such as healthcare and commerce. 155

Moreover, the information type associated with the 156

subject is denoted as T . Transmission principles, 157

represented as Ω, comprise specific constraints ω ∈ 158

Ω (e.g., purpose, authorization) that regulate the 159

information flow. 160

1https://case.law/
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Expressing in Norms Applying contextual in-161

tegrity to the privacy law L, we can abstract each162

legal clause as a norm n, which governs the infor-163

mation flow between entities.164

permittedbyn
+

⟺ (P,R) ∧ T ∧ Ω,

forbiddenbyn
−

⟺ (P,R) ∧ T ∧ Ω,
(1)165

where a permit norm n
+ allows an information166

transmission when satisfying conditions, and a167

forbid norm n
− prohibits it when aligning with168

the specified features. Further details and examples169

are provided in the Appendix A.170

2.2 LLMs in Law171

Recent advancements in legal LLMs, such as172

LawGPT (Nguyen, 2023; Zhou et al., 2024),173

Lawyer LLaMA (Huang et al., 2023; Touvron et al.,174

2023a) and SaulLm (Colombo et al., 2024) have175

shown significant improvements in a broad array of176

legal services, including judgment prediction (Yue177

et al., 2021a; Zhang et al., 2023), court view gen-178

eration (Yue et al., 2021b), and question answer-179

ing (Duan et al., 2019; Zhong et al., 2020). Chat-180

Law (Cui et al., 2023) specializes in processing Chi-181

nese legal queries, excelling in keyword extraction182

and court case similarity-matching. However, these183

LLMs often underperform in the privacy domain,184

where related training and evaluation datasets are185

limited and generally close-sourced.186

2.3 LLMs for Instruction Generation187

A series of works have explored the use of LLMs188

for data generation (Meng et al., 2023; Liu et al.,189

2022; Wang et al., 2021; Schick and Schütze, 2021).190

Recent studies have particularly concentrated on191

enhancing instruction generation (Honovich et al.,192

2022a; Zhou et al., 2023; Singh et al., 2023; Hon-193

ovich et al., 2022b; Wang et al., 2023) to improve194

zero-shot (Ye et al., 2022) and few-shot (Brown195

et al., 2020; Wei et al., 2021) learning, abstraction196

reasoning (Wang et al., 2024) capabilities, as well197

as the instruction-following proficiency of LLMs.198

Inspired by it, our approach utilizes the strong gen-199

erative capabilities of GPT-4 to address the case200

scarcity based on contextual integrity theory by in-201

structing it to generate datasets and align LLMs202

with privacy laws for judicial.203

3 Method204

Legal judgments on privacy violations typically205

involve two tasks (Lam et al., 2009): (1) Applica-206

bility, assessing whether the privacy law L applies207

HIPAA PART 164 164.502(a)(1)

... ...

164.502(a)(1)(i)

164.502(a)(1)(ii)

164.502(a)(1)(iii)

: SUBSUME

Figure 2: We concatenate all the content along the
whole path from the leaf (164.502(a)(1)(ii)) to the
root (HIPAA) node and refer to it as a norm, as illustrated
in the norm part of Figure 8.

to the case background s; and (2) Compliance, 208

determining if the transmission described in s com- 209

pliant with L. In this section, we introduce GOLD- 210

COIN, which applies contextual integrity theory 211

to generate synthetic cases. After postprocessing 212

the instances, we instruction-tune LLMs and evalu- 213

ate their performance of the above two tasks. The 214

overview of our pipeline is shown in Figure 3. 215

3.1 Legal Statute Preprocessing 216

To evaluate the effectiveness of GOLDCOIN, we 217

apply it to the U.S. Health Insurance Portability 218

and Accountability Act (HIPAA) Privacy Rule. 219

Initially, we dump the content of the HIPAA 220

Privacy Rule from the official Code of Federal 221

Regulations (CFR) website2. We then trans- 222

form the textual data into a structured graph 223

G, comprising nodes V that represent sections 224

and two types of relations E . These relation- 225

ships are identified as subsume, denoting hierar- 226

chical relationships (e.g., (164.502(a), subsume, 227

164.502)), and refer, indicating cross-references 228

between sections (e.g., (164.502(a)(1)(ii), 229

refer, 164.504(b))). Each node consistes of a 230

labeled identifier and the paragraph content. We 231

start from each leaf node vli and recursively identify 232

all parent nodes {vl−1i , v
l−2
i , . . . , v

0
i } where v

0
i is 233

the root node. Then we aggregate their content, as 234

depicted in Figure 2 and refer to each such path 235

as a norm. These norms can be categorized into 236

three types: permit n
+, forbid n

−, and others. 237

The first two categories describe the permissions 238

and prohibitions regarding information transmis- 239

sion under the law, while the last category contains 240

general definitions, exceptions, and requirements. 241

We leverage GPT-4 to classify and label these leaf 242

norms and filter the permit and forbid norm for the 243

subsequent generation steps. The examples of per- 244

mit and forbid norms are shown in the upper part 245

of Figure 8 and Figure 9, respectively. All the de- 246

tails of the HIPAA Privacy Rule and preprocessing 247

are depicted in Appendix B. 248

2https://www.ecfr.gov/current/title-45/subtitle-A/
subchapter-C
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§ PART 164 
SECURITY AND PRIVACY 

§§ Subpart E 
Privacy of Individually Identifiable Health Information 

§§§ 164.502—Uses and disclosures of protected health
information: General rules. 

   (a) Standard...
      (1) Covered entities:  ...A covered entity permitted 
        to use or disclose protected health information 
   as follows: 
               (i) To the individual;
               (ii) For treatment, payment, or health care        
        operations, ...
               (iii) Incident to a use or disclosure .... 

   (b) Standard: Minimum necessary...

HIPAA 

Jane ... visited ...
physician, Dr. Smith ...
blood test results and
send ... to Dr. Adams, ...
for ... treatment planning.

Background Features

- Sender/Role
- Recipient/Role
- Subject/Role
- Information Type
- Purpose
- ...

Related Legal Norm

Permit / Forbid

Instruction Tuning For Judgment 
 

Law-Grounded 
Case Generation

Task 1: Applicability Task 2: Compliance 

Contextual Integrity Theory 

Compliance Result

164.502(a)(1)(ii)

The HIPAA Privacy Rule

Figure 3: The overview of our GOLDCOIN framework. We use 164.502(a)(1)(ii) as a seed norm to generate
cases based on the contextual integrity theory and instruction-tune the models for downstream judicial tasks.

3.2 Law-Grounded Case Generation249

After classification, we select the norms N =250

{n1, n2, . . . , nm}, a filtered subset of L, as seeds251

for case synthesis. Our objective is to generate the252

case set K = {k1, k2, . . . , km}, with each case ki253

derived from ni. In a synthetic case, four key ele-254

ments are considered: case background, contextual255

features, related norm, and conclusion.256

Instruction Compilation with Norm Given the257

seed norm ni and the conclusion ci which corre-258

spond to the norm type (i.e., permit, forbid), we259

manually build the instructions combined with ni260

for background generation. To ensure the gener-261

ation of background narratives that align with ni262

and preserve the integrity of the privacy informa-263

tion transmission context, we construct a detailed264

prompt (see Appendix C.1) that includes the de-265

scription of the key features in contextual integrity,266

such as entities, roles, information type, and trans-267

mission principles.268

Response Collection and Parsing To enhance269

the reliability of the model outputs, we sample270

several responses for each norm. Following the271

collection of GPT-4 outputs, we parse the re-272

sponses and focus on the five components of ki:273

(1) Background si, which is the background de-274

scription of the information transmission. (2) Con-275

textual features {(Pi,Ri), Ti,Ωi}, which denotes276

the key features in the transmission context. (3)277

Norm ni, which denotes the related legal clause278

(e.g., 164.502(a)(1)(ii)) to the generated back-279

ground, (4) Applicability conclusion c
appl
i , which280

denotes whether the case applies to L. (5) Compli-281

ance conclusion c
comp
i , which represents whether282

ni permits or forbids the case.283

3.3 Case Postprocessing 284

After collecting all cases, we implement several 285

filters to ensure the consistency and quality of the 286

selected cases. 287

Contextual Feature Integrity Filter By analyz- 288

ing the key characteristics that are entailed in the 289

generated cases, we observe that GPT-4 sometimes 290

omits some main features in contextual integrity 291

due to unstable instruction-following ability. To 292

ensure the integrity of context in case background, 293

we filter out all cases that lack any vital features 294

in sender, sender role, recipient, recipient role, 295

subject, subject role, and information type. 296

Consistency Filter Each synthetic case is de- 297

rived from a specific norm; however, the proba- 298

bilistic variability of GPT-4 outputs may result in 299

the related norm n̂ of the synthetic case not align- 300

ing with the initial seed norm n. To improve the 301

consistency of the cases, we filter out the cases that 302

are not related to the given seed norm: 303

fnorm(n, n̂) = 1(n = n̂), (2) 304

where fnorm denotes the compare function between 305

the seed norm and the case norm. Moreover, we 306

expect the model to generate cases applicable to L 307

and its compliance c
comp (i.e., permit or forbid) is 308

consistent with the type of seed norm n
+/−: 309

fconc(cappl) = 1(cappl = applicable),
fconc(n+/−

, c
comp) = 1(n+/−

= c
comp),

(3) 310

Then fconc filters out all conclusion-inconsistent 311

cases, ensuring that all cases apply to L and com- 312

pliance with the seed norms. 313

4



doctor

prim
ary care physician

physician

nurse

res
ea
rch

er
ps
yc

hi
at
ris

t specialist
pediatrician

health insurance issuer
patient

therapist

hospital staff

oncologist

psychologist

psychotherapist

patient

doctor
health oversig

ht agency

per
son

al r
epr

ese
nta

tiv
e

res
ea
rch

er

sp
ec

ial
ist

 do
cto

r

ap
pr

op
ria

te 
m

ili
tar

y 
au

th
or

ity

di
re

ct
or

 o
f d

ev
el

op
m

en
t

di
re

ct
or

 o
f f

un
dr

ai
sin

g

di
sa

bi
lit

y 
se

rv
ic

es
 c

oo
rd

in
at

or

sp
ec

ia
lis

t

cardiologist

clinical psychologist

consulting derm
atologist

m
arketing agent

nurse

patient

research com
pany

researcher

therapistresearcher

parentlead scientist
personal trainer

pharmaceutical company

pharmacovigilance specialist

public health authoritypublic health officialresearch institute
research institution

law enforcement officer

correctional officer

doctor

front desk staff

government authority

health department official

medical director

pati
ent

police
 offic

er

pri
vac

y o
ffic

er

pri
mary

 ca
re 

ph
ys

ici
an

pr
iva

cy
 of

fic
er,

 ho
sp

ita
l

re
vi

ew
 bo

ar
d, 

re
se

ar
ch

er
s

po
lic

e o
ffi

ce
r

la
w

 e
nf

or
ce

m
en

t o
ffi

ce
r

no
n-

cu
sto

di
al

 p
ar

en
t

sc
ho

ol
 p

rin
ci

pa
l

at
to

rn
ey

prim
ary care physician

prim
ary care doctor

school nurse
governm

ent authority

public health authority
plan sponsor

plan sponsor (em
ployer)

plan sponsor representative

doctor

clinic receptionist

patient

primary care physician

therapist

fundraising coordinator

patient's sister

cancer researcher

researcher

educational program

health insurance company

legal counsel
patient

Figure 4: Top 15 common sender roles (inner circle)
and their top 10 recipient roles (outer circle).

Diversity Ranking To mitigate the reduction314

in semantic complexity and alignment robustness315

caused by similar features across different case316

backgrounds, we implement the methodology from317

prior studies (Wang et al., 2023, 2024) to promote318

background diversity. We calculate the ROUGE-319

L (Lin, 2004) similarity for each case background320

against others, ranking them accordingly. For each321

norm, we select the case with the highest ROUGE-322

L score to ensure optimal diversity.323

3.4 Real Court Case Collection324

To rigorously validate the grounding efficacy of325

GOLDCOIN, we retrieve all relevant real court326

cases featuring the “HIPAA Privacy Rule" from327

the Caselaw Access Project (CAP)3, developed by328

Harvard Law School. These cases are systemati-329

cally processed and distilled into the same format330

as synthetic cases, utilizing both GPT-4 and man-331

ual annotation. Additionally, as delineated in Sec-332

tion 3.2, our methodology focuses exclusively on333

constructing cases applicable to the HIPAA Privacy334

Rule, because privacy cases unrelated to HIPAA335

are readily available. To provide a negative training336

and testing set for the applicability task, we also337

curate a collection of cases that, while closely re-338

lated to privacy violations, do not apply to HIPAA.339

The details of CAP are explained in Appendix D.340

3.5 Instruction and Response Compilation341

Using the case background as input, we manually342

build multi-step instructions (see Table 8(b) and Ta-343

ble 9(b)) with the Chain-of-Thought (CoT) prompt-344

3https://case.law/

ing (Wei et al., 2022), for both applicability and 345

compliance tasks as follows: 346
347

Instruction: <task-specific instruction>
Input: <case background>

348

We construct responses for applicability task fol- 349

lowing two steps: first, extracting context-specific 350

features; second, determining HIPAA applicability: 351

Step1: <sender>, <recipient>, ...
Step2: Applicable/Not applicable

352

In the compliance task, we initially guide LLMs 353

to extract features based on contextual integrity, 354

focusing on principles of information transmission. 355

Subsequently, we retrieve the relevant norm and 356

finally determine whether the norm permits or pro- 357

hibits the transmission as the format: 358

Step1: <sender>, <recipient>, ...
Step2: <norm id>, <norm content>
Step3: Permit/Forbid

359

4 GOLDCOIN-HIPAA Dataset Overview 360

In this section, we apply our framework to the 361

HIPAA Privacy Rule as a case study and introduce 362

the GOLDCOIN-HIPAA dataset. Statistics of the 363

dataset are provided in Table 5. 364

4.1 GOLDCOIN Synthetic Cases 365

In HIPAA, we analyze 269 permit and 40 forbid 366

norms, generating multiple cases for each norm. 367

We filter and select the case with the highest 368

ROUGE-L scores for each norm, ultimately collect- 369

ing 309 cases. Comparisons between original and 370

filtered cases in terms of ROUGE-L score distribu- 371

tions are shown in Figure 5, indicating the efficacy 372

of diversity ranking. Moreover, we plot a sunburst 373

chart to display the top 15 most common roles of 374

sender and their top 10 recipients (Figure 4), and 375

another chart to detail the common combination 376

between information subjects and types (Figure 7). 377

Human Analysis To further investigate the qual- 378

ity, we enlist two experts to evaluate the synthetic 379

cases using the criteria outlined in Table 1. The 380

results confirm that all cases apply to HIPAA, with 381

the majority being related to the seed norm. 382

4.2 CAP Real Court Cases 383

Due to reasons outlined in Section 3.4, we directly 384

collect cases irrelevant to HIPAA as negative train- 385

ing examples. We select cases tagged with “Pri- 386

vacy Violation” using the “Most Relevant First” 387

search function on the CAP website, gathering 388

5
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Figure 5: The ROUGE-L score distribution between the
original and filtered cases.

Quality Review Question Yes %

Does HIPAA apply to this case? 100.0%

Is the case strongly related to the seed norm? 99.35%

Is the compliance of the case correct? 99.03%

All fields are valid 98.38%

Table 1: Human analysis of synthetic case quality.

309 non-applicable cases for training. For eval-389

uation, after a combined screening by GPT-4 and390

human experts, we identify 107 real court cases391

relevant to HIPAA, serving as the ground truth for392

the compliance task. Correspondingly, we also393

sample an equivalent number of HIPAA-irrelevant394

cases and combine them with the 107 cases to form395

the test set for the applicability task. Ultimately,396

we combine synthetic and real cases to create the397

GOLDCOIN-HIPAA dataset.398

5 Experiment399

In this section, we conduct extensive experiments400

to demonstrate the efficacy of GOLDCOIN in401

grounding LLMs into real-world privacy laws.402

5.1 Experimental Settings403

Datasets and Metrics As illustrated in Table 5,404

our framework generates 309 synthetic cases that405

either comply with or violate the HIPAA Privacy406

Rule (Act, 1996). Also, we collect 309 cases that407

do not apply to HIPAA. For evaluation, we collect408

107 HIPAA-related and 107 unrelated real court409

cases from the CAP and calculate Accuracy (Acc)410

and Macro F1-score (Ma-F1) as metrics between411

predicted and ground truth conclusion.412

Models We conduct instruction tuning on four413

open-source LLMs: MPT-7B-Chat-8k (MosaicML414

NLP Team, 2023), Mistral-7B-Instruct-v0.2 (Jiang415

et al., 2023), Llama-2-7b-chat-hf and Llama-2-13b-416

chat-hf (Touvron et al., 2023b). These models all417

support at least 4k tokens content length and have418

superior instruction-following ability. Addition- 419

ally, we evaluate our method against closed-source 420

LLMs in zero-shot and few-shot settings, including 421

models such as ChatGPT (gpt-3.5-turbo) (OpenAI, 422

2022) and GPT-4 (gpt-4) (Achiam et al., 2023; Ope- 423

nAI, 2024), both with the version 2024-02-01 via 424

Azure OpenAI API. 425

Baseline Methods We conduct comparative ex- 426

periments against the following baselines to demon- 427

strate the improvement introduced by GOLDCOIN. 428

(1) Zero-shot: Given the background of cases, 429

the LLMs should directly determine whether the 430

case applies to HIPAA and violates HIPAA or not. 431

(2) Law Recitation: No learning from cases, we 432

tune the LLMs directly on the legal norm content. 433

(3) Direct Prompt: Different from zero-shot, we 434

instruction-tune the LLMs with vanilla prompts, 435

where the responses are solely (“Applicable,” “Not 436

Applicable”) or (“Permit,” “Forbid”). The baseline 437

prompts are shown in Appendix E. 438

5.2 Overall Performance 439

We present comprehensive results for two judicial 440

tasks in Table 2, which includes the baseline meth- 441

ods and our GOLDCOIN. Besides, Figure 6 dis- 442

plays a comparison results with the GPT-series. 443

Applicability We first analyze the performance 444

of four LLMs in determining the HIPAA applica- 445

bility of real court cases sourced from CAP. Our 446

results demonstrate that GOLDCOIN can align the 447

LLMs with the comprehensive understanding of 448

the HIPAA Privacy Rule, exceeding all baseline 449

methods. Notably, MPT-7B, which performed near- 450

random levels (Acc 50%, Ma-F1 50%), see sub- 451

stantial improvements with our method—accuracy 452

and Macro F1-scores increase by 12.62% and 453

11.81%, respectively, compared to the zero-shot 454

setting. Meanwhile, Mistral-7B and Llama2-13B 455

tuned with our framework, achieve exceptional 456

accuracy rates of 97.66% and 99.53%, respec- 457

tively, even attaining 100% in “Not applicable” cat- 458

egory (see Table 12), surpassing the performance 459

of ChatGPT and GPT-4. We observe that MPT-7B, 460

when trained exclusively with “Direct Prompt,” ex- 461

hibits only a limited improvement of 2.49% in Ma- 462

F1. This underscores the integration of contextual 463

features is crucial for decomposing and deeply un- 464

derstanding legal case topics. Additionally, our re- 465

sults indicate that merely continuing to train LLMs 466

on legal statutes results in limited effectiveness and 467
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Task Method MPT-7B Llama2-7B Mistral-7B Llama2-13B
Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1

Applicability

Zero-shot 55.61 55.49 72.89 71.05 89.25 89.24 91.12 91.07
Law Recitation 44.86 44.69 74.30 72.75 85.98 85.96 91.59 91.57
Direct Prompt 63.55 57.97 89.25 89.13 95.33 95.32 94.39 94.39
GOLDCOIN 68.22 67.30 94.39 94.39 97.66 97.66 99.53 99.53

Compliance

Zero-shot 46.73 40.75 56.07 47.14 50.47 49.02 65.42 56.71
Law Recitation 39.25 32.43 42.99 41.69 53.27 43.23 68.22 59.79
Direct Prompt 66.36 56.46 62.62 53.68 53.27 51.75 73.83 62.40
GOLDCOIN 69.16 58.62 79.44 59.58 75.70 66.98 76.64 64.83

Table 2: Performance of four LLMs under three baselines and our GOLDCOIN, showing Acc and Ma-F1 across
both applicability and compliance tasks. We bold the best results and underline the second-best results in each task.

ChatGPT GPT-4 Mistral-7B Llama2-13B0.00

0.25

0.50

0.75

1.00

Re
ca

ll 
(%

)

Permit Forbid Applicable Not applicable

Figure 6: Comparative performance of GPT series mod-
els and our GoldCoin framework measured by Recall
across all categories, with multi-step instructions.

even leads to diminished performance in determin-468

ing applicability (e.g., MPT-7B ↓10.8%).469

Compliance Our GOLDCOIN framework intro-470

duces multi-step simulated trial instructions, ef-471

fectively aligning LLMs with privacy law and en-472

hancing their reasoning capabilities on compliance473

tasks. It significantly improved Macro-F1 scores474

across several models: MPT-7B (17.87%), Llama2-475

7B (12.45%), Mistral-7B (17.96%), and Llama2-476

13B (8.12%) compared to the zero-shot setting.477

Mistral-7B, specifically tuned on our dataset, ex-478

cels in precision for both “permit” and “forbid”479

cases, surpassing ChatGPT and approaching GPT-480

4’s performance. However, using “Direct Prompt”481

result in a notable decline for Mistral-7B, from482

66.98% to 51.75%, indicating limited grounding483

ability. Direct training on abstract legal concepts484

leads to reasoning confusion, as seen with Llama2-485

7B, which tends to misclassify cases as “forbid,”486

(see Table 13). Our results reaffirm the high quality487

of cases generated under contextual integrity the-488

ory and the feasibility of the reasoning pipeline for489

adjudicating privacy law cases.490

5.3 Ablation Study491

To better understand how to ensure the quality of492

synthetic cases grounded in real law, we conduct493

Model Applicability ∆App Compliance ∆Com

Llama2-13B 99.53 - 64.83 -

⋄ w/o Feature F 96.27 ↓3.26 62.47 ↓2.36
⋄ w/o Norm F 97.59 ↓1.94 61.34 ↓3.49
⋄ w/o Conclusion F 94.54 ↓4.99 61.07 ↓3.76
⋄ w/o Diversity R 95.67 ↓3.86 62.33 ↓2.50

⋄ w/o All Parts 93.01 ↓6.52 60.11 ↓4.72

Mistral-7B 97.66 - 66.98 -

⋄ w/o Feature F 95.22 ↓2.44 65.04 ↓1.92
⋄ w/o Norm F 95.98 ↓1.68 63.34 ↓3.62
⋄ w/o Conclusion F 93.61 ↓4.05 63.05 ↓3.91
⋄ w/o Diversity R 95.54 ↓2.12 64.45 ↓2.51

⋄ w/o All Parts 91.77 ↓5.89 61.91 ↓5.05

Table 3: Ablation study for GOLDCOIN. Macro F1-
scores are presented, with ∆ indicating score changes.

several ablation studies. These studies demonstrate 494

the effectiveness of our contextual feature filter, 495

consistency checks, and diversity ranking. The 496

complete results of these ablation studies are pre- 497

sented in Table 11. 498

Contextual Feature Filter We conduct ablation 499

studies to assess the effect of contextual feature 500

filters. After generating case backgrounds, we 501

retain all cases including those that lacked key 502

features (e.g., sender, recipient) of contextual in- 503

tegrity. The results, denoted as (⋄ w/o Feature F), 504

reveal significant performance declines. Specifi- 505

cally, there is a drop of 3.26% and 2.36% in the ap- 506

plicability and compliance tasks, respectively, for 507

Llama2-13B (see Table 3). These findings demon- 508

strate the importance of feature integrity. 509

Consistency Filter First, we remove the norm 510

consistency filter (⋄ w/o Norm F) and do not verify 511

whether the legal norms in synthetic cases match 512

the seed norms. Here, Mistral-7B drops by 3.62% 513

in the compliance task illustrating the efficacy of 514

the norm consistency checker in mitigating issues 515
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Models Norm.Acc Conc.Ma−F1

w/ CI w/o CI w/ CI w/o CI

MPT-7B 34.58 29.91 58.62 53.44
Llama2-7B 46.73 39.25 59.58 56.72
Mistral-7B 51.40 45.79 66.98 61.22
Llama2-13B 53.27 43.93 64.83 59.69

Table 4: Performance comparison with and without con-
textual feature extraction in the first step during tuning
and evaluation. Norm.Acc denotes norm retrieval ac-
curacy, and Conc.Ma−F1 indicates Macro F1-scores of
conclusions (permit, forbid).

such as hallucinations during generation. Subse-516

quently, we observe a significant performance de-517

cline when we bypass the check of the conclusion518

(⋄ w/o Conclusion F). Incorrect conclusions lead519

to increased perplexity in legal judgments during520

training, which in turn causes a 4.99% drop in the521

applicability judgments for Llama2-13B.522

Diversity Ranking We remove the diversity523

ranking (⋄ w/o Diversity R) and randomly sam-524

ple cases for each norm. Low diversity often re-525

sults in high similarity among cases, such as in the526

roles of entities or specific categories of informa-527

tion. The lack of diversity can decrease the robust-528

ness of training, as demonstrated in (Wang et al.,529

2024, 2023). This impact is further reflected in a530

3.86% decline in the Macro F1-score for applica-531

bility judgments in Llama2-13B. Furthermore, we532

deactivate all of the above filters and ranking mech-533

anisms (⋄ w/o All Parts) and observe significant534

decreases across all language models, with Mistral-535

7B experiencing drops of 5.89% and 5.05% in each536

task respectively. These findings underscore the537

importance of enhancing the integrity, consistency,538

and diversity of generated cases.539

5.4 Discussion of GOLDCOIN Instruction540

To further investigate whether the improvement in541

model performance stems from the quality of syn-542

thetic cases or the instructions themselves, we con-543

duct experiments utilizing multi-step instructions544

on all baseline models (see results in Table 14).545

Additionally, we discuss how contextual integrity546

affects norm retrieval accuracy and judgment per-547

formance as shown in Table 4.548

Multi-step Instruction As shown in Table 14,549

we can compare this with Table 2 and notice that550

the Macro F1-scores for MPT-7B and Mistral-7B551

exhibit a slight average improvement of 1.70%552

when determining the applicability of HIPAA un- 553

der the zero-shot setting. Nonetheless, the Llama2 554

series shows a decline of 2.17%, indicating unsta- 555

ble performance when not aligned with specific 556

cases. Similar results are reflected in the compli- 557

ance tasks, demonstrating that merely relying on 558

detailed instructions is insufficient to guide LLMs 559

to follow contextual integrity for effective judg- 560

ment. The instability may arise when the models 561

are not exposed to such case types and legislation 562

during pre-training, underscoring the importance of 563

our approach that utilizes synthetic cases grounded 564

in actual laws. 565

Features in Contextual Integrity Contextual In- 566

tegrity (CI) (Nissenbaum, 2004) serves as a bridge 567

between abstract privacy laws and specific cases, 568

enhancing norm retrieval and subsequently improv- 569

ing judgment capabilities. We omit the contex- 570

tual feature extraction step in the compliance task 571

(w/o CI), and the results are presented in Table 4. 572

The norm retrieval accuracy declines significantly 573

across all open-source LLMs tuned by GOLDCOIN, 574

demonstrating that contextual features effectively 575

aid the model in understanding information trans- 576

mission within cases and aligning them with per- 577

tinent legal statutes. Llama2-13B, which exhibits 578

the best norm retrieval performance, experiences a 579

significant decrease of 5.14% in conclusion perfor- 580

mance when contextual integrity features are not 581

extracted. These findings substantiate that contex- 582

tual integrity is an effective formalization method 583

in the privacy domain, further demonstrating the 584

efficacy of our GOLDCOIN framework in aligning 585

LLMs with privacy laws. 586

6 Conclusion 587

In this paper, we introduce GOLDCOIN, a pio- 588

neering framework that leverages the contextual 589

integrity theory to effectively apply privacy laws to 590

privacy violation detection. Specifically, we prac- 591

tice the HIPAA Privacy Rule and build synthetic 592

cases for aligning LLMs. Our experimental re- 593

sults demonstrate that this approach significantly 594

enhances models’ capability to assess legal rele- 595

vance and pinpoint privacy risks, providing a novel 596

perspective for the integration of privacy legisla- 597

tion within LLMs. In the future, this generation 598

and alignment method could be extended to other 599

privacy laws such as GDPR and COPPA, or gen- 600

eral legal domains. We hope our GOLDCOIN sheds 601

light on the development of legal LLMs. 602

8



Limitations603

Although our approach considers all permit and604

forbid norms within HIPAA, it does not account605

for interconnections between these norms. In prac-606

tice, legal norms often contain cross-references and607

a single case may be adjudicated based on multi-608

ple norms (Lam et al., 2009). Future work should609

construct cases based on multiple norms to better610

reflect real-world scenarios and potentially yield611

improvements. Additionally, we do not consider612

the few-shot setting due to multiple examples of-613

ten exceeding the maximum input length of LLMs.614

For the selection of laws, we conduct experiments615

on HIPAA due to its prominence in the privacy616

domain and the relatively abundant availability of617

open-source cases, which can serve as ground truth618

for testing. We invite legal professionals with ac-619

cess to cases related to other privacy laws to contact620

us, as this would facilitate the extension of our ap-621

proach to additional privacy regulations such as622

COPPA (Aftab and Savitt, 1999), GDPR (Voigt623

and Von dem Bussche, 2017), etc. Moreover, this624

paper primarily focuses on case generation, and625

we do not employ techniques such as retrieval-626

augmented generation (Gao et al., 2024; Lewis627

et al., 2020) or vector embedding (Douze et al.,628

2024) for retrieving relevant norms. We believe629

that dynamically indexing (Liu, 2022) and retriev-630

ing related norms, based on the statute graph con-631

structed in Section 3.1, is a promising direction.632

Ethics Statement633

We use the API provided by the Code of Federal634

Regulations official website to access the HIPAA635

Privacy Rule. We follow contextual integrity the-636

ory (Nissenbaum, 2004) to generate synthetic cases637

for constructing GOLDCOIN-HIPAA, and manually638

remove cases that could potentially leak real-world639

private information. We follow the official usage640

and access rules of the Caselaw Access Project4641

during downloading relevant cases. Human evalua-642

tions and annotations are performed by two legal643

experts to review the quality of synthetic cases and644

remove cases that contain explicit content such as645

gore or violence. Annotations are compensated at646

15 USD per hour, above the local minimum wage.647

To the best of our knowledge, this work complies648

with open-source agreements and does not pose649

risks of information leakage or other hazards.650

4https://case.law/about/#usage-access
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A Contextual Integrity: Theory and914

Framework915

In this appendix, we explore the concept of contex-916

tual integrity as developed by Nissenbaum (2004).917

This theory serves as a framework (Barth et al.,918

2006) for formalizing information transmission,919

particularly within various societal contexts.920

A.1 Information Transmission921

Information transmission involves three primary922

entities: the sender of the message, the recipient923

who receives the information, and the subject who924

is related to the information, also referred to as the925

about. The information type t ∈ T is another cru-926

cial element, referring to the specific category of927

the transmitted information (e.g., health plan, ad-928

dress). These elements constitute the fundamental929

components of transmission.930

A.2 Roles and Contexts931

At the core of contextual integrity lies the con-932

cept of context. Nissenbaum emphasizes that in-933

dividuals operate not merely as undifferentiated934

entities but in specific roles within different social935

contexts, such as healthcare, education, employ-936

ment, and marketplaces. Each entity within a con-937

text plays specific roles r ∈ R. Understanding938

these roles is crucial as they significantly influence939

the nuanced judgments individuals make concern-940

ing potential privacy violations. For instance, Mr.941

Smith, depicted in Figure 1, may act as a doctor942

within a healthcare setting, subject to HIPAA (Act,943

1996), a consumer in a supermarket, subject to the944

CCPA (Pardau, 2018), or a father within his fam-945

ily setting. Each role carries distinct expectations946

and norms regarding privacy. Accurately identify-947

ing and comprehending the role of entities within948

the specific context is essential for determining the949

appropriate law to apply in privacy risk detection.950

A.3 Transmission Principles951

After understanding the concept of information952

flows and context, we then expand to the concept953

of transmission principle, which is a distinctive as-954

pect of the contextual integrity approach to privacy.955

These principles define the specific constraints reg-956

ulating the flow of information from one entity to957

another. In this work, we select Purpose, In Reply958

To, Consented By, Belief as the key transmission959

principles. The meanings of these principles are960

shown in Appendix C.1. Future extensions to other961

privacy legislations could involve adding new prin- 962

ciples manually or guiding LLMs to automatically 963

induce principles based on the target laws. 964

A.4 Informational Norms 965

With all features of contextual integrity in place, 966

we introduce the concept of norm. Norms govern- 967

ing the transmission of personal information from 968

one party to another, referred to as “informational 969

norms”, are derived from societal expectations and 970

legal standards. These norms restrict, for exam- 971

ple, what physicians can disclose about the health 972

conditions of patients under their care. Since so- 973

cietal expectations are challenging to define and 974

subjective, this work relies on standardized legal 975

frameworks to extract norms. We can represent a 976

norm of information flow as (P,R)∧T ∧Ω. Legal 977

regulations such as HIPAA provide a formal def- 978

inition for each type of information transmission, 979

as expressed abstractly in Equation (1). Then the 980

legality of each information transmission can be 981

defined as: 982

inrole(ps, r̂s) ∧ inrole(pr, r̂r) ∧ inrole(pa, r̂a)
∧ (t ∈ t̂) ∧ Ω → {permit, forbid},

(4) 983

where ps, pr, pa represent the sender, recipient, 984

and subject, respectively. Besides, current re- 985

search (Mireshghallah et al., 2023) explores ex- 986

pressing personal privacy expectations as norms to 987

assess privacy risks. This approach also represents 988

a valuable area for further exploration. 989

A.5 Example 990

To illustrate the application of norms, we consider 991

the example from Figure 1. With the theory of con- 992

textual integrity, we map the features of the health- 993

care context to the formal representation in Equa- 994

tion (4) as follows: 995

inrole(ps, doctor) ∧ inrole(pr, doctor)∧
inrole(pa, patient) ∧ (t ∈ blood test results)∧
(ωpurp ∈ treatment planning),

(5) 996

where ωpurp denotes the purpose of the informa- 997

tion transmission. Given that the doctor is a cov- 998

ered entity under HIPAA and blood test results are 999

health information, this information transmission 1000

aligns with the legal norm 164.502(a)(1)(ii) of 1001

HIPAA, thereby being permitted. 1002
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B HIPAA Privacy Rule1003

B.1 Brief Introduction1004

The Health Insurance Portability and Accountabil-1005

ity Act (HIPAA) of 1996 Title II sets national stan-1006

dards for protecting personal health information1007

(PHI). Defined as PHI, this includes any individ-1008

ually identifiable health information managed by1009

entities such as health plans, health care clearing-1010

houses, and health care providers who transmit1011

health information electronically. The HIPAA Pri-1012

vacy Rule, detailed in 45 CFR Parts 160, 162,1013

and 164, provides federal protections for PHI, lim-1014

its its disclosure without consent, and gives patients1015

rights regarding their health information, such as1016

accessing and amending their records. The Pri-1017

vacy Rule is codified at 45 CFR Part 160
5 and1018

Subparts A and E of Part 164
6.1019

B.2 Requirement, Exception, and General1020

Definition1021

In Section 3.1, besides norms like permit and1022

forbid that describe compliance with privacy in-1023

formation transmission, HIPAA also includes the1024

following basic types of norms:1025

• Requirement indicates that an action is per-1026

missible under the rule only if specific con-1027

ditions are met. For example, according to1028

164.508(a)(2), an action is allowable only1029

with proper authorization.1030

• Exception refers to a specific scenario where1031

a standard rule or requirement does not need1032

to be applied. For instance, 164.508(a)(2)1033

specifies that if psychotherapy notes are used1034

for the treatment of the originator, the usual1035

authorization requirement is waived.1036

• General definition provides a broad ex-1037

planation of concepts or terms. For example,1038

in HIPAA terminology, a “covered entity” is1039

defined as a health plan, a health care clearing-1040

house, or a health care provider who transmits1041

health information in electronic form.1042

Single norm may consist of multiple types (e.g.,1043

permit with requirement, permit with exception).1044

In this work, we focus only on norms containing1045

the permit and forbid types.1046

5https://www.ecfr.gov/current/title-45/subtitle-A/
subchapter-C/part-160?toc=1

6https://www.ecfr.gov/current/title-45/subtitle-A/
subchapter-C/part-164
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Figure 7: Top 10 common information subjects (inner
circle) and their corresponding top 10 information types
(outer circle).

♦ Applicability # Train # Test

Synthetic (Applicable) 309 -
Synthetic (Not Applicable) - -
Real (Applicable) - 107
Real (Not Applicable) 309 107

♦ Compliance # Train # Test

Synthetic (Permit) 269 -
Synthetic (Forbid) 40 -
Real (Permit) - 80
Real (Forbid) - 27

Table 5: Statistics of GOLDCOIN-HIPAA.

B.3 Details of Norm Classification 1047

In this appendix, we provide the prompt for norm 1048

classification in Table 15. We compile each norm 1049

with the classification instruction and utilize GPT-4 1050

to extract the basic norm type. 1051

Statistics In this work, we mainly focus on the 1052

45 CFR Part 164, which governs security and 1053

privacy concerns in the healthcare sector. Follow- 1054

ing the classification in Section 3.1, we analyze 1055

the types within each norm, the statistical results 1056

are presented in Table 6. We have identified 269 1057

of 691 HIPAA norms that permit certain informa- 1058

tion transmission and 40 of 691 norms that prohibit 1059

specific transmission. 1060

C Details of GOLDCOIN-HIPAA Dataset 1061

C.1 Prompt of Background Generation 1062

To ensure that contextual integrity is considered 1063

when constructing case backgrounds, we incorpo- 1064

rate the definition of privacy information flow along 1065
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Norm Type # Number

Total 691

- Permit 269
- Forbid 40
- Requirement 555
- Exception 112
- Definition 44

Table 6: Statistics of norm categories within HIPAA
Privacy Rule. Each norm may encompass several norm
types, thereby the Total number of norms is less than
the cumulative sum of individual types.

with key contextual features into the prompt, as1066

shown in Table 16. Based on the provided norm1067

(i.e., regulation, clause) and its type (e.g., permit,1068

forbid), we prompt GPT-4 to generate the corre-1069

sponding case background.1070

C.2 Statistics1071

This appendix presents the statistics of the train-1072

ing and testing datasets used in this study. The1073

term “Synthetic” refers to cases generated by1074

GOLDCOIN, which are based on HIPAA regula-1075

tions, while “Rea” indicates cases collected from1076

CAP (see Appendix D) and processed through1077

our pipeline. The statistics of GOLDCOIN-HIPAA1078

dataset are provided in Table 5.1079

C.3 Case Study1080

We present two examples to visually show the1081

quality of the cases generated by our frame-1082

work. The first example is a case permitted un-1083

der 164.502(j)(1)(i), as shown in Figure 8.1084

The second example is a case forbidden by the1085

164.502(a)(5)(ii)(B)(1), as detailed in Fig-1086

ure 9. Each case includes one seed norm, a back-1087

ground story, features related to contextual in-1088

tegrity, and a conclusion.1089

D Details of the Caselaw Access Project1090

The Caselaw Access Project (CAP), an initiative1091

by the Harvard Law School Library, has digitized a1092

comprehensive collection of American case law.1093

This monumental effort has converted approxi-1094

mately 40 million pages of court decisions into a1095

machine-readable format, thus making these legal1096

documents accessible online in a consistent format.1097

The collection includes all official, book-published1098

state and federal U.S. case law up to the year 2020,1099

covering a wide range of courts, including state,1100

federal, and territorial courts.1101

D.1 Dataset Collection 1102

We utilized the official API7 provided by CAP, em- 1103

ploying “HIPAA Privacy Rule” as the keyword 1104

for dumping relevant cases. We filtered out cases 1105

longer than 30,000 words and shorter than 100 1106

words before proceeding with further processing. 1107

Additionally, we sampled 2,000 cases related to 1108

general privacy violations using the keyword “pri- 1109

vacy violation” to provide a training and testing set 1110

for the applicability task. 1111

D.2 Prompt 1112

In this appendix, we provide the prompt as depicted 1113

in Table 17 for case processing by GPT-4. Since a 1114

real case may relate to other legal regulations ex- 1115

cept HIPAA, we target to extract the factual back- 1116

ground, contextual features, related norms, and 1117

court conclusions that are relevant to the HIPAA 1118

Privacy Rule. 1119

D.3 Human Annotation 1120

After the preliminary processing by GPT-4, we 1121

engaged two human experts who had studied pri- 1122

vacy protection and privacy laws for over a year to 1123

manually annotate, correct, and filter the HIPAA- 1124

related cases. The annotations focused on three 1125

main tasks:(1) Removing cases not related to infor- 1126

mation transmission. (2) Deleting the court anal- 1127

ysis from the background. (3) Assessing whether 1128

the court conclusions were correctly extracted. 1129

D.4 Case Study 1130

In this appendix, we present three real court cases 1131

processed by our pipeline. The first case is an 1132

example where HIPAA permits the transmission, as 1133

shown in Figure 11. The second case is an example 1134

where HIPAA forbids the transmission, as detailed 1135

in Figure 12. The third case is an example that 1136

HIPAA is not applicable, as outlined in Figure 10. 1137

E Implement Details 1138

We select four open-source language models that 1139

support at least 4K tokens input and instruction- 1140

tune them on one H800 (80G) GPU. Specifically, 1141

we parameter-efficient fine-tune MPT-7B, Mistral- 1142

7B, Llama2-7B, and Llama2-13B using LoRA. For 1143

LoRA, we choose a rank and alpha of 8 and 16, 1144

respectively. All language models are trained for 1145

3 epochs, and we select the final checkpoints for 1146

evaluation. The batch size is 1, and the learning 1147

7https://old.case.law/docs/site_features/api
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Below is an instruction that describes a task, paired with
an input that provides further context. Write a response
that appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:

(a) Template for examples with an input.

Below is an instruction that describes a task. Write a
response that appropriately completes the request.

### Instruction:
{instruction}

### Response:

(b) Template for examples with an empty input.

Table 7: The prompt templates used to concatenate
instructions and example inputs. Two templates are
shown to account for cases where the input is optional.
Placeholders instruction and input are replaced with
actual instructions and inputs.

rate is set to 1e-5. For API-based LLMs, we ac-1148

cess ChatGPT and GPT-4 via the Azure OpenAI1149

API Service8, using the versions gpt-3.5-turbo1150

(2024-02-01) and gpt-4 (2024-02-01). The to-1151

tal generation and evaluation costs of using the API1152

are approximately $100 and $20. respectively.1153

E.1 Instruction Template1154

To align the knowledge in our case instructions1155

with the language models without compromising1156

its overall performance, we follow the approach de-1157

scribed in (Taori et al., 2023). The specific prompt1158

used as the instruction template can be found in Ta-1159

ble 7.1160

E.2 Vanilla and Multi-step Prompts for the1161

Applicability Task1162

This appendix details the prompts utilized in the1163

applicability task. For the “Direct Prompt” along1164

with other baseline approaches, we employed the1165

vanilla prompt, as illustrated in Table 8(a). The1166

response format for the vanilla prompt is straight-1167

forward, consisting of either “Applicable” or “Not1168

Applicable”. Additionally, we implemented multi-1169

step prompts for GOLDCOIN, which are depicted1170

in Table 8(b).1171

8https://azure.microsoft.com/en-us/products/ai-services/
openai-service

Instruction: Please determine whether the HIPAA Pri-
vacy Rule is applicable to the case.

Input: Read the case background: <background>.

Response: Applicable / Not applicable.

(a) Vanilla prompt of the applicability task.

Instruction: Please assess the applicability of the HIPAA
Privacy Rule to the case through the following steps: Step
1: Annotate the message characteristics [Sender, Sender
Role, Recipient, Recipient Role, Subject, Subject Role,
Type] about the flow of private information in the case
as a list. Step 2: Determine whether the HIPAA Privacy
Rule is applicable to the case.

Input: Read the case background: <background>.

Response:
Step 1: Sender: <sender>, Sender Role: <sender role> ...
Step 2: Applicable / Not applicable.

(b) Multi-step instruction of the applicability task.

Table 8: The vanilla and multi-step prompts we used in
the applicability task.

E.3 Vanilla and Multi-step Prompts for the 1172

Compliance Task 1173

In the compliance task, we utilize the same prompt 1174

settings as those in the applicability task. For “Di- 1175

rect Prompt”, the response to the vanilla prompt is 1176

limited to either “Permit” or “Forbid”. This setting 1177

is depicted in Table 9(a). For the multi-step instruc- 1178

tion presented in Table 9(b), we instruct language 1179

models to analyze contextual features and retrieve 1180

relevant norms for making informed judgments. 1181

E.4 Prompt of Law Recitation 1182

To align language models with the content from 1183

privacy laws as a baseline, we build an instruction 1184

that guides the models to recite the content of the 1185

HIPAA Privacy Rule. As shown in Table 10, we 1186

incorporate all norms from HIPAA Part 164 into 1187

this template for tuning. 1188

F Supplementary Experiments 1189

This section provides additional supplementary ex- 1190

periments to Section 5. 1191

F.1 Full Results of Ablation Study 1192

In this appendix, we provide an overall compari- 1193

son of four LLMs under different ablation settings, 1194

focusing on their specific performance deficits as 1195

detailed in Table 11. It is observed that inaccu- 1196

racies in conclusion lead to the most substantial 1197

performance degradation, particularly for MPT-7B, 1198

which experiences a 6.25% reduction in accuracy 1199
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Instruction: Please determine whether the HIPAA Pri-
vacy Rule permits or forbids the case.

Input: Read the case background: <background>.

Response: Permit / Forbid.

(a) Vanilla prompt of the compliance task.

Instruction: Please assess the case for compliance with
the HIPAA Privacy Rule through the following steps:
Step 1: Annotate the eleven message characteristics
[Sender, Sender Role, Recipient, Recipient Role, Subject,
Subject Role, Type, Purpose, In Reply To, Consented By,
Belief] about the flow of private information in the case
as a list. Step 2: Identify and list all applicable HIPAA
regulation IDs (e.g., 164.xxx) and their content. Step 3:
Determine whether the HIPAA Privacy Rule permits or
forbids the case.

Input: Read the case background: <background>

Response:
Step 1: Sender: <sender>, Sender Role: <sender role> ...
Step 2: <norm id>, <norm content>.
Step 3: Permit / Forbid.

(b) Multi-step instruction of the compliance task.

Table 9: The vanilla and multi-step prompts we used in
the compliance task.

Instruction: Please recite the contents of <norm id> in the
HIPAA Privacy Rule.

Response: <norm content>.

Table 10: Prompt of the baseline “Law Recitation”.

when determining applicability. The performance1200

loss due to inconsistencies in norms reveals that1201

GPT-4 continues to manifest certain hallucinatory1202

and random behaviors during case generation.1203

F.2 Overall Performance across Categories1204

In this appendix, we extend the experimental re-1205

sults introduced in Table 2 across four LLMs and1206

GPT series. Table 12 provides a comprehensive1207

dataset of experimental results for the applicability1208

task using “Zero-shot,” “Law Recitation,” “Direct1209

Prompt,” and our proposed method GOLDCOIN.1210

Metrics such as Precision (Prec), Recall (Rec), and1211

F1-score (F1) are evaluated for both “Applicable”1212

and “Not Applicable” categories, alongside aver-1213

age Accuracy (Acc) and Macro F1-score (Ma-F1).1214

GPT-4 exhibits optimal performance with the “Di-1215

rect Prompt”, whereas its efficacy declines when1216

employing multi-step instructions, corroborating1217

the findings discussed in Section 5.4. Utilizing1218

GOLDCOIN, Mistral-7B and Llama2-13B achieve1219

100% in precision for the positive category and re-1220

call in the negative category. We also provide a1221

Model Applicability ∆App Compliance ∆Com

MPT-7B 67.30 - 58.62 -

⋄ w/o Feature F 65.39 1.91↓ 57.87 0.75↓
⋄ w/o Norm F 66.28 1.02↓ 55.43 3.19↓
⋄ w/o Conclusion F 61.05 6.25↓ 53.75 4.87↓
⋄ w/o Diversity R 64.28 3.02↓ 56.27 2.35↓

⋄ w/o All Parts 60.48 6.82↓ 53.14 5.48↓

Llama2-7B 94.39 - 59.58 -

⋄ w/o Feature F 92.88 1.51↓ 57.94 1.64↓
⋄ w/o Norm F 93.74 0.65↓ 56.23 3.35↓
⋄ w/o Conclusion F 91.03 3.36↓ 54.56 5.02↓
⋄ w/o Diversity R 92.15 2.24↓ 56.85 2.73↓

⋄ w/o All Parts 89.06 5.33↓ 53.02 6.56↓

Mistral-7B 97.66 - 66.98 -

⋄ w/o Feature F 95.22 ↓2.44 65.04 ↓1.92
⋄ w/o Norm F 95.98 ↓1.68 63.34 ↓3.62
⋄ w/o Conclusion F 93.61 ↓4.05 63.05 ↓3.91
⋄ w/o Diversity R 95.54 ↓2.12 64.45 ↓2.51

⋄ w/o All Parts 91.77 ↓5.89 61.91 ↓5.05

Llama2-13B 99.53 - 64.83 -

⋄ w/o Feature F 96.27 ↓3.26 62.47 ↓2.36
⋄ w/o Norm F 97.59 ↓1.94 61.34 ↓3.49
⋄ w/o Conclusion F 94.54 ↓4.99 61.07 ↓3.76
⋄ w/o Diversity R 95.67 ↓3.86 62.33 ↓2.50

⋄ w/o All Parts 93.01 ↓6.52 60.11 ↓4.72

Table 11: Ablation study for MPT-7B, Llama2-7B,
Mistral-7B and Llama2-13B. Macro F1-scores are ex-
hibited, and ∆All indicates score changes.

detailed analysis of the compliance task as shown 1222

in Table 13 and the inherent instability of the “Di- 1223

rect Prompt” is evident; for instance, Mistral-7B 1224

reached a precision of 97.44% in the “permit” cat- 1225

egory, yet the precision for “forbid” was merely 1226

27.94%. These findings underscore the necessity 1227

of integrating our multi-step instructions with the 1228

generated cases to achieve optimal outcomes. 1229

F.3 Baselines under Multi-step Instruction 1230

Table 14 outlines the performances when multi- 1231

step instructions are integrated into all baseline 1232

models. As discussed in Section 5.4, the direct ap- 1233

plication of multi-step prompting in LLMs without 1234

instruction-tuning on GOLDCOIN-HIPAA results in 1235

performance degradation. Notably, Llama-2 13B 1236

exhibits a 3.33% decrease in the “Zero-shot” set- 1237

ting. This decline is attributed to the model’s inabil- 1238

ity to comprehend and apply contextual integrity 1239

without direct reference to legal knowledge. Fur- 1240

thermore, the top sections of Table 13 and Table 12 1241

illustrate how GPT models fare when subjected to 1242

multi-step instruction scenarios. 1243
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Method Models Applicable Not Applicable All
Prec Rec F1 Prec Rec F1 Acc Ma-F1

LLM API

ChatGPT 94.90 86.92 90.73 87.93 95.33 91.48 91.12 91.11
GPT-4 97.17 96.26 96.71 96.30 97.20 96.74 96.73 96.73
ChatGPT (MS) 95.00 88.79 91.79 89.47 95.33 92.31 92.06 92.05
GPT-4 (MS) 92.79 96.26 94.50 96.12 92.52 94.29 94.39 94.39

Zero-shot

MPT-7B 55.08 60.75 57.78 56.25 50.47 53.20 55.61 55.49
Llama2-7B 65.22 98.13 78.36 96.23 47.66 63.75 72.90 71.05
Mistral-7B 91.18 86.92 89.00 87.50 91.59 89.50 89.25 89.25
Llama2-13B 98.89 83.18 90.36 85.48 99.07 91.77 91.12 91.07

Law Recitation

MPT-7B 44.21 39.25 41.58 45.38 50.47 47.79 44.86 44.69
Llama2-7B 66.46 98.13 79.25 96.43 50.47 66.26 74.30 72.75
Mistral-7B 88.89 82.24 85.44 83.48 89.72 86.49 85.98 85.96
Llama2-13B 95.88 86.92 91.18 88.03 96.26 91.96 91.59 91.57

Direct Prompt

MPT-7B 100.00 27.10 42.65 57.84 100.00 73.29 63.55 57.97
Llama2-7B 100.00 78.50 87.96 82.31 100.00 90.30 89.25 89.13
Mistral-7B 100.00 90.65 95.10 91.45 100.00 95.54 95.33 95.32
Llama2-13B 97.03 91.59 94.23 92.04 97.20 94.55 94.39 94.39

GOLDCOIN

MPT-7B 77.46 51.40 61.80 63.64 85.05 72.80 68.22 67.30
Llama2-7B 97.03 91.59 94.23 92.04 97.20 94.55 94.39 94.39
Mistral-7B 100.00 95.33 97.61 95.54 100.00 97.72 97.66 97.66
Llama2-13B 100.00 99.07 99.53 99.07 100.00 99.53 99.53 99.53

Table 12: Performance of GOLDCOIN and baselines under different settings across “Applicable” and “Not Appli-
cable” categories. We bold the best results and underline the second-best results in each setting. MS denotes the
setting of employing multi-step instruction.

Method Models Permit Forbid All
Prec Rec F1 Prec Rec F1 Acc Ma-F1

LLM API

ChatGPT 88.00 75.86 81.48 34.38 55.00 42.31 71.96 61.89
GPT-4 87.21 86.21 86.71 42.86 45.00 43.90 78.50 65.30
ChatGPT (MS) 86.59 81.61 84.02 36.00 45.00 40.00 74.77 62.01
GPT-4 (MS) 92.86 74.71 82.80 40.54 75.00 52.63 74.77 67.72

Zero-shot

MPT-7B 77.78 48.28 59.57 15.09 40.00 21.92 46.73 40.75
Llama2-7B 81.25 59.77 68.87 18.60 40.00 25.40 56.07 47.14
Mistral-7B 94.74 41.38 57.60 26.09 90.00 40.45 50.47 49.02
Llama2-13B 86.76 67.82 76.13 28.21 55.00 37.29 65.42 56.71

Law Recitation

MPT-7B 70.37 43.68 53.90 7.55 20.00 10.96 39.25 32.43
Llama2-7B 86.11 35.63 50.41 21.13 75.00 32.97 42.99 41.69
Mistral-7B 78.46 58.62 67.11 14.29 30.00 19.35 53.27 43.23
Llama2-13B 88.41 70.11 78.21 31.58 60.00 41.38 68.22 59.79

Direct Prompt

MPT-7B 85.92 70.11 77.22 27.78 50.00 35.71 66.36 56.46
Llama2-7B 85.07 65.52 74.03 25.00 50.00 33.33 62.62 53.68
Mistral-7B 97.44 43.68 60.32 27.94 95.00 43.18 53.27 51.75
Llama2-13B 87.34 79.31 83.13 35.71 50.00 41.67 73.83 62.40

GOLDCOIN

MPT-7B 86.49 73.56 79.50 30.30 50.00 37.74 69.16 58.62
Llama2-7B 84.21 91.95 87.91 41.67 25.00 31.25 79.44 59.58
Mistral-7B 90.67 78.16 83.95 40.62 65.00 50.00 75.70 66.98
Llama2-13B 87.80 82.76 85.21 40.00 50.00 44.44 76.64 64.83

Table 13: Performance of GOLDCOIN and baselines under different settings across “Permit” and “Forbid” categories.
We bold the best results and underline the second-best results in each setting. MS denotes the multi-step instruction.
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Task Method MPT-7B Llama2-7B Mistral-7B Llama2-13B
Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1

Applicability
Zero-shot 57.01 57.01 70.09 70.03 91.12 91.11 87.85 87.74
Law Recitation 44.86 44.82 71.03 70.82 89.72 89.70 92.06 92.05
GOLDCOIN 68.22 67.30 94.39 94.39 97.66 97.66 99.53 99.53

Compliance
Zero-shot 48.60 41.80 57.01 46.73 57.01 49.61 67.29 54.95
Law Recitation 42.99 37.39 48.60 41.18 53.27 45.23 67.29 58.15
GOLDCOIN 69.16 58.62 79.44 59.58 75.70 66.98 76.64 64.83

Table 14: Performance of four LLMs with multi-step instruction setting, showing Acc and Ma-F1 across both
applicability and compliance tasks. We bold the best results and underline the second-best results in each task.

Now you are a legal expert on HIPAA Privacy Rule that answers questions as simply as possible.
Please read the following regulation text, and finish the following task.

Q1: (Classification) Classify the regulation type of the following regulation. The regulation type is one of the following:
“Definition”, “Permit”, “Forbid”, “Exception”, “Requirement”, “Permit and Exception”, “Forbid and Exception”, “Permit
and Requirement”, “Forbid and Requirement”, “Permit and Exception and Requirement”, “Forbid and Exception and
Requirement”, “Other”.
Definition: The regulation defines a term or characteristic.
Permit: The regulation permits certain actions regarding the flow of private information.
Forbid: The regulation forbids certain actions regarding the flow of private information.
Exception: The regulation defines an exception to a certain action about privacy information flow.
Requirement: The regulation defines a requirement for privacy information flow.
Other: The regulation is not in the above types.

Q2: If the regulation type is “Definition”, please annotate the name of the term or characteristic defined in the regulation.

Q3: If the regulation type is “Definition”, please annotate the definition of the term or characteristic defined in the regulation.

Q4: If the regulation type contains “Permit”, please annotate the action permitted in the regulation.

Q5: If the regulation type contains “Forbid”, please annotate the action forbidden in the regulation.

Q6: If the regulation type contains “Exception”, please annotate the exception defined in the regulation.

Q7: If the regulation type contains “Requirement”, please annotate the requirement defined in the regulation.

Q8: If the regulation type is “Other”, please give your own classification of the regulation type.

Table 15: Prompt of classifying norm types (i.e., categories). GPT-4 is further instructed to provide details of each
category.
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Now you are a legal expert on HIPAA Privacy Rule that answers questions as simply as possible.
Read the regulation: {text}.
The regulation type is: {type}.

Q1. Create a legal case only related to regulation id and the type type. The case must be a detailed story in plain text,
spanning between 200 to 500 words, closely related to the regulation id. The story must include the following seven
characteristics about the flow of private information: [Sender, Sender Role, Recipient, Recipient Role, Subject, Subject
Role, Type].
The “Sender” and “Recipient” fields indicate the sender and recipient of the message. The “Sender Role” and “Recipient
Role” fields indicate the role of the sender and recipient (e.g., doctor, patient). The “Subject” and “Subject Role” field
identifies the subject whose personal health information is contained in the message and the role of the subject. The “Type”
field defines what kind of information would be passed, such as name or location. Integrate these seven characteristics
seamlessly into the story without explicitly listing them.
Except for the seven characteristics, you can add the four optional characteristics [Purpose, In Reply To, Consented By,
Belief] if mentioned in the regulation id or necessary. The “Purpose” field indicates a reason the message is being sent, such
as for medical treatment. The “In Reply To” field was added to describe a disclosure where the message is sent as a response
to some earlier message. The “Consented By” field indicates which people have consented to the message disclosure. The
“Belief” field contains a collection of assertions about the current situation, such as whether this is a medical emergency, or
whether the disclosure is (in the opinion of the sender) in the best interest of the health of the patient. Integrate these four
characteristics seamlessly into the story without explicitly listing them.

Q2: Based on the background created in Q3, list the eleven characteristics regarding the flow of private information (Mark
as “None” if not exist)

Q3: Please retrieve all the specific HIPAA regulation IDs that are the permission or prohibition description of the case.
Please be as specific as possible to the sub-section id (e.g., 164.xxx).

Q4: Please classify the relation between the case and the regulation id as one of the following: “Permit”, “Forbid”, “Not
Applicable”.

Q5: Please classify the relation between the case and the HIPAA Privacy Rule as one of the following: “Permit”, “Forbid”,
“Not Applicable”.

Table 16: Prompt of case generation. We guide GPT-4 to generate case backgrounds and other details through a
series of questions.

§ Seed Norm Id: 164.502(j)(1)(i)
§ Seed Norm Content:
HIPAA: HIPAA Privacy Rule
Part164: PART 164 — SECURITY AND PRIVACY
Part164SubpartE: Subpart E—Privacy of Individually Identifiable Health Information
164.502:§ 164.502 Uses and disclosures of protected health information: General rules.
164.502(j):(j) Standard: Disclosures by whistleblowers and workforce member crime victims
164.502(j)(1):(1) Disclosures by whistleblowers. A covered entity is not considered to have violated the requirements of
this subpart if a member of its workforce or a business associate discloses protected health information, provided that:
164.502(j)(1)(i):(i) The workforce member or business associate believes in good faith that the covered entity has
engaged in conduct that is unlawful or otherwise violates professional or clinical standards, or that the care, services, or
conditions provided by the covered entity potentially endangers one or more patients, workers, or the public.
§ Case Background: Jane, a nurse at Happy Valley Hospital, recently became aware of a situation where the hospital
management was not following proper sterilization procedures for surgical instruments. She believed this could
potentially endanger the health and safety of patients, other workers, and the public. Concerned about the situation, Jane
decided to report the issue to the state health department. She gathered evidence, including protected health information
about several affected patients, and sent it to a health department official, Tom. Jane believed in good faith that
disclosing this information was necessary to report the hospital’s misconduct. Tom, in his role at the health department,
reviewed the information and initiated an investigation into the hospital’s practices. In this case, the Sender is Jane, the
Sender Role is a nurse, the Recipient is Tom, the Recipient Role is a health department official, and the Subject Role
is patient. The Subject field includes the patients whose protected health information was shared in the disclosure.
The Type of information shared includes protected health information related to the improper sterilization issue. The
Purpose of the disclosure is to report the hospital’s misconduct for violating professional and clinical standards.
§ Contextual Features:
Sender: Jane, Sender Role: Nurse, Recipient: Tom, Recipient Role: Health department official,
Subject: Affected patients, Subject Role: Patients, Type: Protected health information,
Purpose: Report hospital’s misconduct, Belief: Disclosure is necessary to report hospital’s misconduct
§ Compliance Conclusion: Permit

Figure 8: A synthetic case generated by GOLDCOIN complies with HIPAA Privacy Rule.
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§ Seed Norm Id: 164.502(a)(5)(ii)(B)(1)
§ Seed Norm Content:
HIPAA: HIPAA Privacy Rule
Part164: PART 164 — SECURITY AND PRIVACY
Part 164 SubpartE: Subpart E—Privacy of Individually Identifiable Health Information
164.502:§ 164.502 Uses and disclosures of protected health information: General rules.
164.502(a):(a) Standard. A covered entity or business associate may not use or disclose protected health information,
except as permitted or required by this subpart or by subpart C of part 160 of this subchapter.
164.502(a)(5):(5) Prohibited uses and disclosures
164.502(a)(5)(ii):(ii) Sale of protected health information:
164.502(a)(5)(ii)(B):(B) For purposes of this paragraph, sale of protected health information means:
164.502(a)(5)(ii)(B)(1):(1) Except as provided in paragraph (a)(5)(ii)(B)(2) of this section, disclosure of protected
health information by a covered entity or business associate, if applicable, where the covered entity or business associate
directly or indirectly receives remuneration from or on behalf of the recipient of the protected health information in
exchange for the protected health information.
§ Case Background: Jane Doe, a patient at XYZ Clinic, recently underwent a medical procedure. Dr. Smith, her
treating physician at the clinic, documented her medical history, diagnosis, and treatment plan in her electronic health
records. XYZ Clinic has a partnership with a pharmaceutical company, PharmaCorp, which is interested in obtaining
patient data for research purposes. The clinic’s administrator, without Jane’s knowledge or consent, sends her protected
health information (PHI) to PharmaCorp in exchange for financial remuneration.PharmaCorp’s researcher, who receives
Jane’s PHI, analyzes it to develop new drugs and treatment plans. The researcher is aware that the information has been
obtained in exchange for payment to the clinic. Meanwhile, Jane learns about this transaction and is upset that her PHI
has been shared without her consent. She files a complaint with the Department of Health and Human Services (HHS).
§ Contextual Feature: Sender: XYZ Clinic’s administrator, Sender Role: Covered Entity, Recipient: PharmaCorp’s
researcher, Recipient Role: Business Associate, Subject: Jane Doe, Subject Role: Patient, Type: Protected Health
Information (PHI), Purpose: Research
§ Compliance Conclusion: Forbid

Figure 9: A synthetic case generated by GOLDCOIN does not comply with HIPAA Privacy Rule.

§ Related Norm Id: None
§ Case Background: On July 10, 2006, the plaintiff filed a complaint against the United States pursuant to 26 U.S.C. §
7433 claiming that the Internal Revenue Service (“IRS”) wrongfully disclosed her tax return information to the public.
Compl., Miller v. United States, No. 06-cv-01250 (D.D.C.), 6-12. On August 28, 2006, the plaintiff filed a second
suit against the United States based on the same alleged misconduct, only this time complaining that the defendant
had violated 26 U.S.C. § 7431. Compl. at ¶ 1. The § 7433 and § 7431 actions proceeded in parallel until the former
was dismissed for failure to state a claim on July 19, 2007. In her remaining § 7431 suits, the plaintiff seeks damages
for “substantial personal embarrassment, loss of goodwill, loss in credit .... and actual damages totaling $65,000.”
Am. Compl. at 19. The court permitted an amendment to the plaintiffs complaint on September 18, 2006, because no
responsive pleadings had yet been filed. See Fed.R.CivP. 15(a). On November 6, 2006, the defendant moved to dismiss
the plaintiffs amended complaint for lack of subject-matter jurisdiction and for failure to state a claim. The plaintiff did
not file a response, but on January 22, 2007, she filed a motion to amend her complaint again. The court now turns to
the merits of the government’s motion to dismiss the plaintiffs § 7431 claim and the plaintiffs motion to amend her
complaint for a second time.
§ Contextual Feature: Sender: Internal Revenue Service (IRS), Sender Role: Government agency, Recipient: Public,
Recipient Role: Public, Subject: Plaintiff’s tax return information, Subject Role: Plaintiff, Type: Tax return information
§ Applicability Conclusion: Not Applicable

Figure 10: A real court case sourced from CAP and is not relevant to HIPAA.
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Now you are a legal expert on HIPAA Privacy Rule that answers questions as simply as possible.
Read the case: {case}.

Q1. If the case involves the flow of private information. Please annotate the eleven message characteristics [Sender, Sender
Role, Recipient, Recipient Role, Subject, Subject Role, Type, Purpose, In Reply To, Consented By, Belief] about the flow of
private information in the case as a list. If the characteristic does not exist, just fill in None.
The “Sender” and “Recipient” fields indicate the sender and recipient of the message. The “Sender Role” and “Recipient
Role” fields indicate the role of the sender and recipient (e.g., doctor, patient). The “Subject” and “Subject Role” field
identifies the subject whose personal health information is contained in the message and the role of the subject. The “Type”
field defines what kind of information would be passed, such as name or location. The “Purpose” field indicates a reason the
message is being sent, such as for medical treatment. The “In Reply To” field was added to describe a disclosure where the
message is sent as a response to some earlier message. The “Consented By” field indicates which people have consented to
the message disclosure. The “Belief” field contains a collection of assertions about the current situation, such as whether
this is a medical emergency, or whether the disclosure is (in the opinion of the sender) in the best interest of the health of the
patient.

Q2: Please retrieve all the specific HIPAA regulation IDs that are the permission or prohibition description of the case.
Please be as specific as possible to the sub-section id (e.g., 164.xxx). If the regulations do not exist, just fill in None.

Q3: Please classify the type of regulation(s). The regulation type is one of the following: “Definition”, “Permit”, “Forbid”,
“Exception”, “Requirement”, “Permit and Exception”, “Forbid and Exception”, “Permit and Requirement”, “Forbid and
Requirement”, “Permit and Exception and Requirement”, “Forbid and Exception and Requirement”, “Other”.

Q4: Please classify the relation between the case and each regulation in Q3 as one of the following: “Permit”, “Forbid”, and
“Not Applicable”.

Q5: A case may be associated with multiple regulations. If it is permitted by some regulations and not forbidden by any of
the regulations, the case complies with HIPAA, answer “Permit”. If it is not permitted by any of the regulations or forbidden
by some regulations, the case violates HIPAA, answer “Forbid”. Otherwise, if the case is not applicable to HIPAA, answer
“Not Applicable”. Please classify the relation between the flow of private information in the case and HIPAA as one of the
following: “Permit”, “Forbid”, and “Not Applicable”.

Q6: With the eleven characteristics in Q2, restore the BACKGROUND story of the case, especially about the flow of private
information.

The case should not include any information about the regulation(s) in Q2 and the court decision. Make sure that the eleven
characteristics are obviously included in the BACKGROUND story. The background must be a detailed story in plain text,
spanning between 200 to 500 words.

Table 17: Prompt of parsing real court cases sourced from CAP. We guide GPT-4 through multiple questions to
automatically extract HIPAA-related background stories for subsequent manual annotation.
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§ Related Norm Id: 164.512(c)(1)
§ Case Background: In Chester County, an 88-year-old woman, A.M., found herself at the center of a complex legal
and medical situation. The county’s Department of Aging Services received a confidential report suggesting that
A.M., living alone, might be a victim of financial mismanagement or abuse. To investigate, the Department assigned
Douglas Bernard as the investigator. Bernard, an experienced investigator, understood the gravity and sensitivity of his
task. His role was to gather information on A.M.’s physical and mental health, as well as her financial situation, to
determine if protective services were necessary. This included evaluating whether A.M. was capable of managing
her affairs, especially in light of a diagnosis of dementia and hypertension. Initially, A.M. seemed cooperative. She
agreed to meet her primary care physician, Dr. Priem and even gave consent for the release of her medical information.
However, this cooperation was short-lived. Within days, she revoked the medical release and started to avoid any further
engagement with the investigator. Bernard’s attempts to visit her at home were met with silence; A.M. refused to answer
her door. Despite these challenges, Bernard persisted in his investigation. He reached out to A.M.’s attorney, William
McLaughlin, but found no help there either. A.M. had refused to grant McLaughlin consent to disclose any information
to the investigator. In his report to the court, Bernard detailed his efforts and A.M.’s increasing uncooperativeness. He
shared his concerns about A.M.’s mental health, citing her confusion and memory loss. He also expressed worry about
her financial situation, noting the presence of large amounts of cash at her home and irregularities in her financial
accounts. The court, faced with this information, had to make a critical decision. Was A.M. indeed at risk of abuse,
neglect, or exploitation? Was she mentally and physically capable of managing her own affairs? And crucially, was the
flow of her private information, without her explicit consent, justified in this context? A.M.’s case was a delicate balance
between protecting her rights and ensuring her well-being.
§ Contextual Feature:
Sender: Douglas Bernard, Sender Role: Investigator, Recipient: Court, Recipient Role: Legal Authority, Subject:
A.M. (the older adult), Subject Role: Subject of the Protective Services Investigation, Type: Medical and financial
information, Purpose: To assess the need for protective services and to support the petition for involuntary intervention,
In Reply To: The Department’s requirement to assess A.M.’s situation under the Older Adults Protective Services Act,
Consented By: None (A.M. revoked consent for the release of her medical information), Belief: The belief that A.M. is
at imminent risk of abuse, neglect, exploitation, or abandonment and is incapacitated due to dementia
§ Compliance Conclusion: Permit

Figure 11: A real court case sourced from CAP complies with HIPAA Privacy Rule.

§ Related Norm Id: 164.512(e)(1)
§ Case Background: In December 1997, Richard Moss was involved in a traffic accident when Jennifer Amira
rear-ended his vehicle. Moss, suffering from injuries, was taken to Northwest Community Hospital for immediate
medical attention. Here, he received an examination, was fitted with a collar, given a prescription, and later released.
Months later, in June 1998, Moss consulted Dr. Richard Moser, a neurological surgeon, for further evaluation. The
encounter between Moss and Dr. Moser formed the basis of a subsequent medical opinion about the nature and cause
of Moss’s injuries. As the legal case progressed, defense counsel, representing Amira, sought to challenge Moss’s
claims about the extent and cause of his injuries. In February 2002, a discovery deposition of Dr. Moser was conducted,
where he provided professional insights based on his examination and treatment of Moss. In a strategic move, the
defense counsel sent a letter to Dr. Moser in April 2003, just before his evidence deposition. This letter contained a
detailed narrative of the medical opinions expected to be disclosed at trial, including summaries of opinions from
other treating physicians and those that Dr. Moser was expected to give following his discovery deposition. This letter
outlined specific views about Moss’s medical condition, its causes, and the necessity of surgery, which were crucial to
the defense’s argument. The letter did not have consent from Moss, the patient, and was part of a legal strategy to
bolster the defense’s case. The defense counsel believed this approach was necessary for case preparation and did not
see it as a violation of any legal or ethical standards. However, this action led to a significant legal contention, as it was
argued to be an inappropriate communication, potentially influencing the testimony of a treating physician. Moss’s legal
team saw this as a breach of the confidentiality and fiduciary relationship between a patient and his physician, raising
concerns about the integrity of the legal process and the protection of private health information.
§ Contextual Feature: Sender: Defense counsel, Sender Role: Attorney, Recipient: Dr. Richard Moser, Recipient
Role: Doctor, Subject: Richard Moss, Subject Role: Patient, Type: Medical opinions and history, deposition excerpts,
Purpose: To inform the physician about his expected opinions in the case, and potentially to influence the physician’s
future testimony, In Reply To: Plaintiff’s supplemental opinion and the discovery deposition of Dr. Moser, Belief: The
sender believed that this communication was necessary for case preparation and was not in violation of legal standards.
§ Compliance Conclusion: Forbid

Figure 12: A real court case sourced from CAP does not comply with HIPAA Privacy Rule.
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