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ABSTRACT

Optimization with orthogonality constraints frequently arise in various fields such
as machine learning, signal processing and computer vision. Riemannian opti-
mization offers a powerful framework for solving these problems by equipping
the constraint set with a Riemannian manifold structure and performing optimiza-
tion intrinsically on the manifold. This approach typically involves computing
a search direction in the tangent space and updating variables via a retraction
operation. However, as the size of the variables increases, the computational
cost of the retraction can become prohibitively high, limiting the applicability of
Riemannian optimization to large-scale problems. To address this challenge and
enhance scalability, we propose a novel approach that restricts each update on
a random submanifold, thereby significantly reducing the per-iteration complex-
ity. We introduce two sampling strategies for selecting the random submanifolds
and theoretically analyze the convergence of the proposed methods. We provide
convergence results for general nonconvex functions and functions that satisfy
Riemannian Polyak—t.ojasiewicz condition as well as for stochastic optimization
settings. Additionally, we demonstrate how our approach can be generalized to
quotient manifolds derived from the orthogonal manifold. Extensive experiments
verify the benefits of the proposed method, showcasing its effectiveness across a
wide variety of problem instances.

1 INTRODUCTION

In this paper, we consider optimization problems with
orthogonality constraint, i.e.,

i F(X 1
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where the matrix variable X € R™*? with n > p is col-
umn orthonormal and F' : R"*P — R. Optimization
with orthogonality constraint arises naturally in various
domains of applications because it is crucial for achiev-
ing certain desired properties, such as linear indepen-
dence, numerical stability and geometry preserving. Exam-
ples of applications include principal component analysis  Fioure 1: Tllustration of proposed ran-
(Hotelling, 1933), independent component analysis (Theis do%n submanifold methoé) or? 2-sphere.
et al,[2009), multi-view clustering (Khan & Majl,L 20215 Each iteration restricts the update to a 1-
Liu et al., 2021 [Chen et al.,[2022), low-rank matrix com-  g; 1ancion. randomly selected subman-
pletion (Vandereycken, 2013} |Mishra et al., 2014), robust  i01d. i.e.. a circle.

optimal transport (Lin et al., 2020; [Huang et al., 2021), T

training of deep neural networks (Helfrich et al., 2018

et al, [Wang et al.| [2020), continual learning (Chaudhry et al [2020) and fine-tuning large
foundation models (Qiu et al., 2023}, [Liu et al} [2024), among many others.

Riemannian optimization (Absil et al, 2008} [Boumall, [2023)) provides a powerful framework for

solving (I)) by leveraging the geometry of the orthogonality constraint. Indeed, the set of orthogonal
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constraint forms a smooth manifold known as the Stiefel manifold, denoted by St(n,p) = {X €
R"*P : X T X = I,}. By equipping the manifold with a suitable Riemannian metric, optimization
can be performed intrinsically on the manifold. A crucial step in this process is the retraction
operation, which ensures that iterates remain on the manifold after each update. Various retractions
have been proposed for the Stiefel manifold, such as those based on QR factorization (Absil et al.,
2008), polar decomposition (Absil & Malick,2012)), the Cayley transform (Wen & Yin,|2013), and the
matrix exponential (Edelman et al.,[1998)). All these retractions require non-standard linear algebra
operations with a complexity of at least O(np?) (see Section [2|for details). As a result, the retraction
step becomes the primary bottleneck for Riemannian optimization solvers as n and p increase.

In this work, we propose a novel approach that updates the variable on a random submanifold. In
particular, our contributions are summarized as follows.

* We propose to parameterize the update via the action of orthogonal group on the current iterate.
Based on the parameterization, we update the current iterate in a random submanifold of orthogonal
group via Riemannian gradient descent. This reduces the complexity of non-standard linear algebra
operations from O(np?) to O(r3), where 7 is the dimension of the submanifold selected.

We introduce two strategies for the parameterization, through permutation and orthogonal trans-
formation. We derive the convergence results both in expectation and in high probability. We
show the trade-off between the two in terms of efficiency and convergence guarantees. We show
the other computations are reduced from O(np?) to O(nr?) or O(npr) under permutation and
orthogonal sampling respectively. Nevertheless, the orthogonal sampling incurs an extra cost of
O(nr?) for QR decomposition.

We establish convergence guarantees for a range of settings, including general nonconvex opti-
mization problems, nonconvex functions that satisfy the Riemannian Polyak-Lojasiewicz (PL)
condition, and stochastic settings under both general nonconvex and PL conditions. We show how
our developments can be extended to quotient manifolds derived from the orthogonal manifold,
including Grassmann and flag manifolds.

L]

We validate the effectiveness of the proposed method through extensive experiments, showcasing
its fast convergence across a variety of problems.

1.1 RELATED WORKS

Recently, |Shalit & Chechik! (2014);|Gutman & Ho-Nguyen| (2023)); [Yuan|(2023); [Han et al.| (2024);
Cheung et al.| (2024) extend the idea of coordinate descent to Stiefel manifold by only updating a
few rows/columns while adhering to the orthogonality constraint. Despite the promise in cheap per-
iteration update, they either suffer from poor runtime on modern hardware, such as GPUs by requiring
a significant number of iterations to converge (Shalit & Chechikl |[2014} |Gutman & Ho-Nguyen, [2023}
Han et al., 2024) or involve a subproblem that may become difficult to solve in general (Yuan, 2023).
It is worth highlighting that Cheung et al.| (2024) lift the coordinate updates to the ambient space
and then project back to the manifold. Their algorithms still require non-standard linear algebra
operations that cost O(nr?), where our method scales with O(r3). As we elucidate the differences
to these works in Section[d] our proposed submanifold update includes the coordinate descent as a
special case, yet being more efficient in runtime empirically. Another line of research, including
(Gao et all 2019} Xiao et al., |2022} |Ablin & Peyré| 2022} |Ablin et al. 2023) develop infeasible
methods for solving (I), where the updates do not necessarily satisfy the orthogonality constraint. A
recent work (Shustin & Avron, [2024)) proposes a randomized sketching method on the generalized
Stiefel manifold with constraint X ' BX = I,,. However, they assume B = ZVZ, with Z € Rxn
with d > n. The aim is to reduce complexity in constructing B and improve the conditioning of
optimization, which is different to our setting where B = I,, and the aim is to reduce the complexity
related to retraction.

Apart from orthogonality constraints, |Han et al.|(2024)) derive efficient coordinate updates for other
matrix manifolds, such as Grassmann and positive definite manifolds. [Vary et al.|(2024)) extend the
idea of infeasible update for generalized Stiefel manifold and Darmwal & Rajawat| (2023)) propose
efficient subspace descent algorithms for positive definite manifold with affine-invariance metric.
Several other studies (Huang et al.l 2021; |Peng & Vidall 2023) investigate (block) coordinate descent
on a product of manifolds, where each update targets an individual component manifold. This
however is less relevant to our setting, where we exploit submanifolds on a single manifold.
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2 PRELIMINARIES

We start by introducing basics of Riemannian optimization and geometry of Stiefel manifold. We
refer to (Edelman et al.l [1998} |Absil et al., [2008; Boumall, 2023)) for more detailed exposition. Stiefel
manifold St(n, p) = {X € R"*P: X ' X = I,,} is the set of column orthonormal matrices. When
n = p, St(n,p) = O(n), which is called orthogonal manifold, also forming a group. The tangent
space of Stiefel manifold is T St(n,p) = {U € R"*P: X "U + U " X = 0}. One can choose the
Euclidean metric (restricted to the tangent space) as a Riemannian metric for St(n, p), i.e., for any
X € St(n,p), and U,V € TxSt(n,p), Riemannian metric (U, V)x = (U, V) where we use (-, -)
to represent the Euclidean inner product. Other metrics such as canonical metric (Edelman et al.,
1998)) can also be considered. Orthogonal projection of any W € R™*? to T'x St(n, p) with respect
to the Euclidean metric is derived as Px (W) = W — X{X "W g, where we denote {A}g =
(A+ AT)/2. For a smooth function F : St(n,p) — R, Riemannian gradient of F' at X € St(n,p),
denoted as grad F'(X) is a tangent vector that satisfies for any U € Tx St(n, p), (gradF(X),U)x =
(VF(X),U), where VF(X) denotes the classic Euclidean gradient. The Riemannian gradient on
Stiefel manifold can be computed as gradF(X) = Px(VF(X)) = VF(X) — X{XTVF(X)}s.

Riemannian optimization works by iteratively updating the variable on the manifold following some
descent direction. Throughout the process, a retraction is required to ensure that the iterates stay on the
manifold. Specifically, a retraction, denoted as Retrx : T'x St(n, p) — St(n, p) is a map from tangent
space to the manifold that satisfies Retrx (0) = X and DRetrx (0)[V] = V forany V' € TxSt(n,p),
where D is the differential operator. There exist various retractions on Stiefel manifold, including
(1) QR-based retraction: Retrx (U) = qf (X + U), where gf extracts the Q-factor from the QR
decomposition; (2) Polar retraction: Retrx (U) = (X + U)(I, + U "U)~/2; (3) Cayley retraction:
Retrx (U) = (I, — W)~ (I,, + W)X where U = WX for some skew-symmetric W € R"*"; (4)
X'uv -U'U ) expm(=XTU)|

I XTy 0 , where
expm(+) denotes matrix exponential. We highlight that all retractions require linear algebra operations
other than matrix multiplications that costs at least O(np?).

Exponential retraction: Retrx (U) = [X U] expm({

One classic Riemannian solver is the Riemannian gradient descent (Udriste, [2013) that updates the
variable following the negative Riemannian gradient, i.e., X1 = Retrx, (—megradF (X k)) , Where
ng > 0 is the stepsize. Apart from Riemannian gradient descent, other more advanced solvers include
Riemannian accelerated gradient methods (Ahn & Sra, 2020; Alimisis et al., |2021)), Riemannian
quasi-Newton methods (Huang et al.l [2015;|2018)) and Riemannian second-order methods (Absil
et al., 2007} |Agarwal et al., 2021)), just to name a few. All the aforementioned methods utilize the
retraction and thus it becomes critical to reduce its complexity before scaling to large problems.

Notations. We use O(-) and £2(+) to denote the big-O and big-Omega notation and O(n) to represent
the orthogonal manifold of size n x n. We also use P(n) C O(n) to mean the set of permutation
matrices. We also let S® = {v € R™ : v = 1} be the unit sphere. We use = to represent a
diffeomorphism between two manifolds. We use (-, -}, || - || to denote the Euclidean inner product and
Euclidean norm, and use (-, ) x, || - || x to denote Riemannian inner product and norm on 7'x St(n, p).
Because we only consider Euclidean metric as the Riemannian metric in this work, we use || - || and
| - || x interchangeably. We use P(r) to denote the first r rows of a matrix P.

3 RIEMANNIAN RANDOM SUBMANIFOLD DESCENT METHOD

This section introduces the proposed method that reduces the complexity of retraction by restricting
the update to a random submanifold. In particular, at each iteration k, we parameterize the next
iterate as X1 = U X}, for some Uy, € O(n) and thus converts the problem to optimization over
Ui € O(n) on the orthogonal manifold. Such a parameterization can be justified by the fact that
the action of the orthogonal group O(n) over St(n, p) is transitive. Hence, at any point X, there
exists a matrix U} € O(n) such that X* = U; X}, where X* is any local minimizer. Further,
we parameterize the orthogonal matrix Uy, by a random orthogonal matrix P, € O(n) and a low-
dimensional orthogonal matrix Y € O(r) where r is the lower dimension that we choose, and we
define

U(Y) =P [5(; InO_J P )
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Algorithm 1 Riemannian random submanifold descent (RSDM)

1: Initialize X, € St(n,p).

2: fork=0,...K —1do

3 Sample P, € O(n) and let F},(Y) = F(U(Y)X},) where Uy (Y) is defined in 2.
4 Compute Riemannian gradient grad Fy (,.).

5:  Update Y, = Retr;, (—n gradFy(1,)).
6 Set Xj+1 ZUk(Yk)Xk.
7: end for

By minimizing F;(Y) := F(Ui(Y)Xy) over Y instead of minimizing F},(U) := F(UX}) over
U, we update the iterates on a random subman~ifold defined via (the first » rows of) the random
orthogonal matrix Pj. Rather than minimizing F}, to global optimality, we minimize the first-order

approximation of the function F}, around I, such that the update remains close to Xj. This suggests
we can compute Y by taking a Riemannian gradient update from 7., i.e.,

Y = Retry, (—1, grad Fi (I,.)) )

for some stepsize 1, > 0. We remark that our approach can be viewed as a generalization of the
random subspace gradient descent in the Euclidean space (Kozak et al., 2021) to the Stiefel manifold.
Specifically, the Euclidean random subspace updates the variable as xx4+1 = x) + ux(y) where
uk(y) = P, y for some random matrix P, that spans the subspace.

To compute the Riemannian gradient grad F (,.) in @), let Pi(r) € R™*™ denote the first r rows of
Py. Using the expression of Riemannian gradient, we can derive

gradFy(I,) = %(vﬁk(m —VE(I)T) = %Pk(r) (VF(Xk)X,j - XkVF(Xk)T)Pk(r)T

= Pi(r)gradFy,(I,) Pi(r)" €5
To ensure the updates adequately explore the full space with high probability, we re-sample the
orthogonal matrix P, € O(n) each iteration. The distribution from which the orthogonal matrix
is sampled will be discussed in detail in the subsequent section. The full algorithm is outlined in
Algorithm [T} where we call the proposed method Riemannian random submanifold descent (RSDM).

4  SAMPLING STRATEGIES AND COMPLEXITIES

In this section, we introduce two sampling strategies and respectively analyze the resulting per-
iteration complexity of Algorithm[I} We propose to sample P, from two distributions, (1) a uniform
distribution over the set of orthogonal matrices and (2) a uniform distribution over the set of
permutation matrices. The second strategy of sampling from a permutation matrix is considered due
to its sampling and computational efficiency compared to the orthogonal sampling.

The per-iteration complexity of Algorithm [I]is attributed to four parts, i.e., sampling, gradient
computation, gradient descent update and iterate update. For both sampling strategies, the gradient
descent update (Step 5) shares the same complexity. In particular, the gradient update involves the
retraction on O(r), which is on the order of O(r?). Next we respectively discuss the sampling and
computational cost of each sampling strategy. As we show later, the per-iteration cost of orthogonal
sampling strategy is O(npr) while the per-iteration cost of permutation sampling strategy is O(nr?).

Uniform orthogonal. We first analyze the case where Py is uniformly sampled from O(n). We
consider sampling Pj from the unique translation invariant probability measure (i.e. the Haar
measure) on O(n). Because only r rows of Py, is required, the sampling can be performed using QR
decomposition (with Gram-Schmidt method) on a randomly sampled Gaussian matrix P € R"™*"
(Meckes, 2019). Hence, the cost of sampling is O(nr?). Furthermore, from (@), the computation
of grad Fj,(I,) = £ P.(r) (VF(Xy,) X, — X, VF(X}) ") Py(r)" requires a complexity of O(npr)
by first computing Py (r)V F(X}) and Py (r) X} before multiplication. For the iterate update, the
computation of Uy (Y}, ) X}, only depends on the first 7 rows of Py as Uy (Y ) Xy, = Xp +Pi(r) T (Y —
I,.) Py (r) X}, which requires O(npr). This suggests the total per-iteration complexity for the uniform
sampling on orthogonal manifold is O (npr).
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Uniform permutation. Sampling from a uniform distribution on permutation matrices corresponds
to sampling a permutation 7 : [n] — [n], and thus the sampling complexity is negligible compared
to other operations. Because only the first » rows of Fj, matters, in practice, sampling r indices
without replacement from [n] is sufficient. In terms of gradient computation, because Py (7) is a
truncated permutation matrix, Py (r)VF(X}) and Py (r) X}, corresponds to permuting the rows of
VF(X}) and Xj. This largely reduces the cost compared to matrix multiplication. Thus the gradient
computation only requlres O(nr )r Lastly, for the iterate update, we highlight matrix multiplication
involving both Py (r) and Py(r)' corresponds to rearranging the rows and thus the cost can be
reduced to O(nr?). Thus the total costis O(nr?).

Remark 1 (Riemannian coordinate descent is a special case). We show that with the permutation
sampling and r = 2, RSDM is equivalent to the Riemannian coordinate descent on Stiefel manifold
(Shalit & Chechik, 2014} |Han et al., 2024; \Yuan, 2023)). To see this, we first recall that a Givens
rotation Gy, 1(0) € O(n) represents a sparse orthogonal matrix such that its non-zero entries satisfy
(1) [Gr(0)]ii = Lforalli # kandi # 1; (2) [G,1(0))ii = cosO foralli = k,1; (3) [Gr1(0)]ky =
—[Gr.1(0)]i1.x = —sin6. Further we know that when r = 2, any Y € O(2) can be parameterized
cosf sinf

by an angular parameter 0 and is either a rotation matrix R(0) = | ~ sinf  cosf

} or a reflection

cosf sinf

sinf —cost 0

where Py, corresponds to the permutation 7 such that w(1) = k,w(2) = l. This suggests that the
update of RSDM reduces 10 X1 = Gy, 1(0) X, which is how coordinate descent is implemented in
(Shalit & Chechikl|2014; [Han et al.||2024} |Yuan} | 2023). In|Yuan|(2023)), F'(0) is further considered
as an alternative to the rotation.

matrix F(0) = [ } Thus it is easy to verify that G, 1(0) = Py {R(G) I 0 2] PkT,l’

5 THEORETICAL GUARANTEES

In this section, we analyze the convergence guarantees for the proposed RSDM under both orthogonal
sampling and permutation sampling. The proofs of all results are included in Appendix sections. We
make use of the following notations throughout the section. Recall we have defined in Section [3that
Fo(U) = F(UX}) and Fy,(Y) = F(U(Y)X},) at iteration k. We also introduce generic notations
that Fx (U) := F(UX) and Fx (Y) = F(U(Y)X) for some sampled P € O(n).

Assumption 1. F(X) has bounded gradient and Hessian in the ambient Euclidean space, i.e.,
IVE(X)|| < Co, [[VEF(X)[U]|| < C1|U|| for any X € St(n, p), U € R™P.

Assumptlonlls naturally satisfied given X € St(n, p), which is a compact submanifold of R"*?.
The next lemma verifies the (Riemannian) smoothness of FX(Y) which is due to Assumptlonl

Lemma 1. Under Assumptionfor any X € St(n, p), Fx(Y) is (Cy + C1)-smooth on O(r).

Further, we show the following lemma that relates the gradient of F'x at identity to gradient of F'(X).
Lemma 2. Forany X € St(n, p), we can show ||gradFx (I,)||* > 3|lgrad F'(X)]%

Apart from general non-convex functions, we also analyze convergence of RSDM under Riemannian
Polyak-t.ojasiewicz (PL) condition. Riemannian PL condition is more general than strongly convex
functions and can be satisfied for some nonconvex functions locally around optimality.

Definition 1 (Riemannian Polyak-t.ojasiewicz). For a subset U C St(n,p), a smooth function
F : U — R satisfies the Riemannian Polyak-tojasiewicz (PL) condition on U if there exists ;4 > 0
such that VX € U, we have F(X) — minx ¢y F(X) < i”gradF(X)HQ.

5.1 MAIN RESULTS

This section derives theoretical guarantees for the proposed method. A summary of the main results
are presented in Table |l We first give the following proposition that relates the gradient of Fto
gradient of F' at identity.

Proposition 1. Assume that P is uniformly sampled from P(n) or uniformly sampled from O(n).

Then for any X € St(n,p), we have E|gradFx (,)||2 = ;E;:ll)) llerad F'x (I,,)

2 where the expec-

tation is with respect to the randomness in P.
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Table 1: Summary of the main results under deterministic and stochastic settings, with both orthogonal
(ortho.) and permutation (permu.) sampling. The global and local rates refer to the convergence
under general nonconvex and PL conditions respectively. Size of Stiefel manifold is n x p and k is
the iteration number. Function constants L, i are ignored.

EXPECTATION HIGH PROBABILITY
GLOBAL LocaAL (PL) GLOBAL LocAL (PL)
Deterministic | Ortho. 2 2 O(WTQ) O(exp(—%k:))
O(% O(exp(—%k 57k ne
(Pheorem1]B} | perm. | (%) (D) | oz () | ofexn=2()")
Stochastic Ortho. n? 2 2,2
(Theorem Permu. <f‘2\/E> O(exp(—:?k:) + 153 ) -

Remark 2 (Proof techniques of Proposition[I)). We obtain the same rate for both the permutation
and orthogonal sampling strategies. Nevertheless, the proof techniques are largely different. In the
permutation case, the proof boils down to counting the number of permutations that satisfy some
criterion and in the orthogonal case, we have to compute, for all set of indices, E[ Py, Pji, Py, Pji,
for i # j. This is achieved by leveraging the rotational invariance of the distribution of P.

Proposition [1| shows that the submanifold gradient is on the order of O(7?n~2) of the full-space
gradient. In contrast, the Euclidean subspace gradient method (Kozak et al.,[2021)) achieves a scaling
of O(rn~1). This is because our proposed submanifold approach requires applying the projection
matrix P twice, whereas the Euclidean subspace method requires only a single P.

5.1.1 CONVERGENCE IN EXPECTATION

Theorem 1. When Py, is sampled uniformly from P(n) or O(n), under Assumption|l|and select

n= % with L = Cy + C1, we obtain that for all k > 1,

4L n(n —1)

< N7 7
i=0,...,k ~ k or(r—1)

Suppose further Xy, converges to a neighborhood U that contains an (isolated) local minimizer

X*. Further, F satisfies Riemannian PL condition on U. Let ko be that Xy, € U. Then we have

Xigih €Uk > 1 and B[F(Xg,1x) — F(X*)] < exp (= o HE=F k) E[F(Xy,) — F(X*)].

(F(Xo) — F7)

Theorem [I] shows that the convergence rate for general non-convex functions maintains the same
sublinear convergence, compared with the Riemannian gradient descent (RGD) (Boumall2023)), albeit
with an additional O(n?r~2) factors. Such a factor can be compensated by the lower per-iteration
complexities of RSDM, which leads to a matching total complexity compared to RGD.

Remark 3 (Comparison of total complexity of RSDM to RGD). In Theorem |I| we show the
convergence is at most O(nr~2/k) for both sampling strategies. This implies that in order to
reach an e-stationary point in expectation with min,—o___x—1 E[||gradF(X;)||?] < €2, we require an
iteration complexity of O(n?r~2¢=2), where per-iteration complexity is either O(npr) for orthogonal
sampling or O(nr?) for permutation sampling strategy for permutation sampling, as analyzed in
Sectiond} This gives a total complexity of at least O(ne=2). Compared to Riemannian gradient
descent that uses retraction, where the complexity is O(np*e~2), we can see as long as p = Q(n),
the total complexity remains the same order. However, when n, p becomes significantly large where
Riemannian gradient descent becomes impractical, only the proposed method can be applied.

5.1.2 CONVERGENCE IN HIGH PROBABILITY

Theorem |1|suggests both permutation and orthogonal sampling guarantee the same convergence rate
in expectation. However, we show in the following theorem that orthogonal sampling achieves much
tighter convergence bound in high probability compared to the permutation sampling.

Theorem 2. Under Assumption and n= % with L = Cy + C4, if we use orthogonal sampling, we
obtain and for all k > 1, with probability at least 1 — exp ( — 3 (1 — 7(n,7))k),

) 16 LA nin—1)
dF(X)|1? <
1:0171,1.%—1 lgrad F(X3)[|” < E (1—=7(n,r))r(r—1)
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where 7(n,r) = exp ( — %) and we denote Ay = F(Xo) — F*. If we use permutation

sampling, with probability at least 1 — exp ( — %(") 71/{),

I

) 16LAgn(n—1) (n
N2 < 0
gnin [|grad F(XG)[7 < — "= 1) (r)

Hence, in both cases, we have that almost surely, likm inf ||grad F(X;)|* = 0.
—00

Under the same setting in Theorem [I| suppose Xy, € U. Then for orthogonal sampling, with

probability at least 1—exp(— 1 (1—7(n, 7)) k), we have F (X, 1) —F(X*) < exp (— & 7:8:11)) (1—

7(n,r))k)(F(Xy) — F(X*)). For permutation sampling, with probability at least 1 — exp ( —
n -1 * T(r— n -1 *

1(1) k), we have F(Xpq1) — F(X*) < exp (= £ 2= (1) 7 k) (F(Xy) — F(X¥),

T

Theorem [2] derives a high-probability bound for for both orthogonal and permutation sampling
strategies. For general nonconvex functions, it can be seen that the high-probability bound for
permutation sampling can be much worse than for the orthogonal sampling due to the additional
binomial factor. In addition, compared to orthogonal sampling, permutation sampling requires the
number of iteration to be significantly larger in order for the bound to hold with arbitrary probability.
To see this, we first can bound 7(n,r) € (0,0.9995) due to r < n. 0.0005 < 1 — 7(n,r) < 1 and
thus 1 — 7(n,r) = ©(1). In order to require the high probability bound to hold with probability
1 — &' (for arbitrary &' € (0, 1), we require k& > 40001og(1/8")6=2 = (1) for the orthogonal case
but require k& > 2(") log(1/8")62 = Q((")), which can be significantly large when n > r.

The trade-off between efficiency and convergence. The worse convergence guarantee of permu-
tation sampling relative to orthogonal sampling in high probability indicates a trade-off between
efficiency and convergence. Specifically for general nonconvex functions, permutation sampling re-
quires only O(nr?) complexity per iteration while suffering from a convergence of O (n?r=2(") /k)
in high probability. In contrast, orthogonal sampling requires O (npr) complexity per iteration but
converges with a rate of O(n?r~2/k) with high probability. Similar arguments also hold for local
linear convergence under PL condition.

5.2 STOCHASTIC OPTIMIZATION

The proposed algorithm (AlgorithmI)) can be adapted to stochastic optimization with orthogonality
constraints, i.e., minx cgnxr. x 7 x =1, { F'(X) = E¢[f(X;&)]}. Under stochastic settings, we only
obtain noisy estimates of the gradients by querying . Thus in Algorithm[I] we replace the Riemannian
gradient gradF(I,.) with the stochastic gradient grad fx(I,;{x), where we denote f(Y;¢§) =
f(Ur(Y)Xp; &) for some randomly sampled &, at iteration k.

For convergence analysis, apart from Assumption [T} we also require the assumption of stochastic
gradients being unbiased and having bounded variance, which is standard in analyzing stochastic
algorithms (Ghadimi & Lan, [2013).

Assumption 2. The stochastic gradient is unbiased, i.e., E¢[V f(X; )] = VF(X) and has bounded
variance, i.e., E¢[|V f(X;€) — VF(X)|]?] < o2, forall X € St(n, p).

Theorem 3. Under Assumptionand suppose we choose 1 = min{ L=, \/Aq/Lo~'K~1/?},
where we denote Ay = F(Xy) — F*. Then we can show
dn(n —1) (LAO n 20\/A0L)
r(r—1) \ K VK
Suppose there exist Xy, ..., Xy, € U for some ki > ko, where U is defined in Theorem Then we

have E[F(Xy,) — F(X™)] < exp ( — 47 :E:,:% (k1 — kO))E[F(Xk:O) — F(X™)] %2 %7:11))

i E F(X)2 <
_oin_ Bllgrad F(X)|I <

Theorem [3]derives convergence guarantees for stochastic optimization and is comparable to Euclidean
analysis under general nonconvex functions (Ghadimi & Lan, [2013) and under PL conditions
(Garrigos & Gower, [2023)). The introduction of additional factor of O(n2r’2) is consistent with the
deterministic setting, analyzed in Section @ Lastly, we remark that although we focus on stochastic
gradient for simplicity, the following analysis can be easily extended to mini-batch gradient descent.
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Figure 2: Experiments on Procrustes problem and PCA problem under various settings. The
numbers in brackets represent the size of n, p. For the Procrustes problem, we see RSDM converges
competitively against the best baselines due to the simplicity of the problem. For PCA problem, we
see RSDM converges the fastest.

6 GENERALIZATION TO QUOTIENT MANIFOLDS

This section extends the developments of RSDM to general quotient manifolds. Indeed, the Stiefel
manifold can be treated as the quotient space of orthogonal manifold (Edelman et al.,[1998)). More
precisely, we can write St(n, p) = O(n)/O(n — p), i.e., a point in the Stiefel manifold corresponds
to the equivalence class [Q] = {Q (Ié’ 8) U € O(n — p)} In other words, each point in
St(n, p) is the set of all orthogonal matrices with the same first p columns. Such a viewpoint allows
to generalize the previous developments and analysis to more general quotient manifolds of the form

M=0mn)/K={K-U : Ue0On)} )

where K is a closed subgroup of O(n). An element of M is the equivalence class [Q] = {K - Q :
K € K}. Quotient manifold of the form @) includes the famous Grassmann manifold (Edelman et al.,
1998), i.e., Gr(n,p) = O(n)/(O(p) x O(n—p)) as well as the flag manifold (Zhu & Shen, [2024), i.e.,
Flg(ny, - ,na;n) 2 0Mm)/(O(n1) X O(ng —ny) X -+ X O(ng —ng—1) X O(n—ng)). Since the
action of O(n) over M is transitive, we can follow the same approach for St(n, p), and introduce a
function F, : O(n) — Rand F), : O(r) — R, where F},(U) = F(UX},) and Fj,(Y) = F,(Ur(Y)),
where U (Y) is defined as in (2). We highlight that X, € M is a representation of the equivalence
class. For example, in the Grassmann manifold case, X}, is a column orthonormal matrix whose
columns span the subspace. Therefore, Algorithm[I|can be directly applied to the quotient manifolds.
Because Fj, and Fj are only defined on the orthogonal manifold, all our results derived for the
Stiefel manifold still hold for general quotient manifolds. Apart from the orthogonal group, our
developments can also be generalized to other compact matrix groups, such as SO(n)

7 EXPERIMENTS

This section conducts experiments to verify the efficacy of the proposed method. We benchmark our
methods with several baseline: (1) Riemannian gradient descent (RGD) on Stiefel manifold (Absil
et al., [2008}; [ Boumall, [2023)); (2) Coordinate descent type of algorithms on Stiefel manifold, namely
RCD (Han et al.| |2024) and TSD (Gutman & Ho-Nguyen, [2023); (3) Infeasible and retraction-free
methods, including PCAL (Gao et al,|2019) and Landing (Ablin & Peyré| 2022 |Ablin et al., [2023).

For all the experiments, we tune the learning rate in the range of [0.01,0.05,0.1,0.5, 1.0, 1.5, 2.0].
For the infeasible methods, we tune the regularization parameter in the range of [0.1,0.5, 1.0, 1.5, 2.0].
For the proposed method (RSDM), we consider both permutation sampling and orthogonal sampling
for Py, which we denote as RSDM-P and RSDM-O respectively. We set the submanifold dimension
accordingly based on the problem dimension and fix for both sampling strategies. By defaults, we
use QR-based retraction for RGD and proposed RSDM. All experiments are implemented in Pytorch
and run on a single RTX4060 GPU.
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7.1 PROCRUSTES PROBLEM

We first consider solving the Procrustes problem as to find an orthogonal matrix that aligns two
matrices, i.e., minyxege(np) f(X) = | XA — B||? for some matrix A € RP*?, B € R"*?. The
optimal solution of this problem is X* = UV T where USV T = BA is the thin-SVD of the matrix
BAT. Hence the optimal solution is computed as f(X*) = ||A[|% + || B||% — 2tr(%).

Setting and results. We explore small-size as well as large-size problem by considering (1) n =
p = 200 and (2) n = p = 2000. For the two settings, we set » = 150 and » = 900 for RSDM
respectively. We generate A, B where each entries follows a random Gaussian distribution. For
this problem, we compute the closed-form solution X * by taking SVD of BA" and measure the
optimality gap in terms of optgap(X) = |f(X) — f(X™)|/|f(X*)|. We notice that for feasible
methods, like RGD, RCD and proposed RSDM, the problem can be reduced to a linear function as
max x es(n,p) (X, BAT) while for infeasible methods, the problem remains quadratic. We highlight
that because n = p, RCD and TSD are equivalent.

In Figure [2(a) under the setting n = p = 200, we see RCD performs notably worse compared to
other benchmarks in runtime. This is because, although requiring fewer floating point operations (as
shown in|Han et al.| (2024)), RCD requires more iterations, which is not GPU-friendly. On the other
hand, we see the proposed RSDM performs competitively compared to RGD. When increasing the
dimensionality to n = p = 2000, we notice RCD requires overly long runtime to progress and thus
we remove from the plots. From Figure 2[b), we verify the superiority of RSDM over RGD.

7.2 PCA PROBLEM

Next, we consider a quadratic problem, originating from principal component analysis (PCA),
as to find the largest eigen-directions of a covariance matrix. This can be formulated as
minxesi(np) F(X) = —tr(XTAX), where A € R™*". This problem also has analytic solu-
tion given by the top-p eigenvectors of A.

Setting and results. We create A to be a positive definite matrix with a condition number of 1000
and exponentially decaying eigenvalues. Due to the existence of analytic solution, we measure
the optimality gap the same as in Section In Figure [2(c) and (d), we consider the setting of
n = 2000, p = 1500 and n = 3000, p = 2500, which represent large-scale scenarios. For the two
settings, we set r = 700, 1000 respectively. We see RSDM achieves the fastest convergence among all
the baselines. Especially around optimality, we see RSDM switches from the sublinear convergence
to linear in contrast to other baselines that maintains the sublinear convergence throughout. This
behavior may be attributed to the random projection, which potentially provides a more favorable
optimization landscape close to optimum (Fuji et al.,|2022). In addition, this can also be justified by
the fact that random submanifold descent enables a rapid search for regions where the Riemannian
PL condition or local error bound condition (Liu et al., 2019) holds. A formal theoretical verification
of this claim is left for future work.

To further validate the robustness of RSDM, we conduct additional experiments by varying the low
dimension r, altering the random seed and utilizing different retractions. The results, presented in
Figure[3] demonstrate that the performance of RSDM is largely insensitive to the choice of r (within a
reasonable range) and the randomness throughout the iterations. RSDM also consistently outperforms
RGD across all available retractions.

7.3 QUADRATIC ASSIGNMENT PROBLEM

The quadratic assignment problem (Burkard et al., [1997; |Wen & Yin, 2013) aims to minimize a
quadratic function over permutation matrix. In (Wen & Yin,|2013), the problem is re-formulated as an
optimization problem over the Stiefel manifold: min y esg(n,n) F(X) = tr(AT (X0 X)B(X®X)").

Setting and results. We consider the setting of n = 1000 and generate A, B as random normal
matrices. Since no closed-form solution exists for this problem, we first run RGD for sufficient
number of iterations, using the resulting variable as the optimal solution. As shown in Figure [f]a),
RSDM converges the fastest among the baselines, especially near the optimal solution. Moreover, in
this example, orthogonal sampling outperforms the permutation sampling.
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varying low-dimension r and (b) random seed with » = 700. The results sults on quadratic assign-
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7.4 ORTHOGONAL NEURAL NETWORKS

We consider optimizing a neural network with ©
orthogonal constraints. We consider a six-layer — Rep
feedforward neural network with ReL U activa-
tion for image classification task, i.e.,

min L(nn(X),y),
{W,eSt(de,doy1)} ( ( )y) 10 R

20 AOTimeﬁﬂ 80 100 10 20 30 TI?‘?‘e 50 60 70 80
where nn(X) = o(---a(XWy+bg)--- )W +
by, denotes a L-layer feedforward neural net-

ACC (%)

(a) MNIST (b) CIFAR10

work with bias terms and L(-,-) denotes the Figure 5: Test accuracy for training orthogonal
cross-entropy loss. neural network on MNIST dataset and CIFAR10

Setting and results. We optimizer neural net- dataset in five runs.

work to classify MNIST (LeCun et al., |1998)

and CIFARI10 (Krizhevsky et al.l 2009) images. For preprocessing, the MNIST images are resized
into 32 x 32 for MNIST and CIFARI10 images to 20 x 20 x 3. The images are then normalized
into [—1, 1] and vectorized as input for the neural network with a size of 1024 for MNIST and 1200
for CIFAR10. We constrain the weight of the first four layers to be column orthonormal with a
hidden size of 1024. The output layer weight, with a size of 1024 x 10, remains unconstrained.
For optimization, we employ RGD and RSDM with a batch size of 16. We set learning rate for
unconstrained parameters to be 0.1 and only tune the learning rate for the orthogonal parameters. We
plot the test accuracy in Figure 5| where we compare RGD with RSDM-P with five independent runs.
We observe that RSDM-P demonstrates faster convergence in the early iterations in terms of runtime,
suggesting it is more efficient in rapidly achieving a high level of accuracy.

8 CONCLUSIONS

In this paper, we have introduced a novel randomized submanifold approach for optimization problems
with orthogonality constraints in order to reduce the high complexity associated with the retraction.
We have derived convergence guarantees of the proposed method on a variety of function classes
and empirically demonstrated its superiority in a number of problem instances. We also discuss two
sampling strategies based on orthogonal and permutation matrices, and discuss the trade-off in terms
of computational efficiency versus convergence guarantees.

We believe our developments represent a significant advancement in scalable Riemannian optimization
by offering a simple, yet effective solution for large-scale problems with orthogonality constraints.
In the paper, we only discuss the application of randomized submanifold strategy to Riemannian
gradient descent. Nonetheless, we believe such a strategy can be combined with more advanced
optimization techniques, such as line-search (Boumal & Cartis}, | 2019)), momentum (L1 et al., [2020;
Kong et al., 2023)), preconditioning (Kasai et al., |2019) and higher-order methods (Huang et al.;
2015; |Absil et al.| [2007)), to further enhance convergence efficiency and robustness with orthogonality
constraints and beyond.

10
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A ADDITIONAL EXPERIMENT RESULTS

In the main text, we present the convergence results only in terms of runtime. Here we also plot the
convergence with respect to iteration number in Figure [f] We see for Procrustes problem, one of the
simplest optimization problems on Stiefel manifold, both RGD and Landing algorithm yields fastest
convergence in iteration number. We also notice in small-sized problem, RCD converges quickly.
Nonetheless, each iteration of RCD requires to loop through all the n? indices, resulting in poor
parallelizability. This is reflected in the runtime comparisons presented in the main text. For other
problem instances, including PCA and quadratic assignment, RSDM attains the fastest convergence
not only in runtime (as shown in the main text) but also in terms of iteration count (Figure |§|)

Finally, we plot the convergence in iteration for training orthogonal neural networks on MNIST and
CIFAR10. We see that RSDM is not able to beat the RGD in terms of convergence in iteration, due to
the difficulty of the optimization problems.
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Figure 6: Convergence in terms of iteration on Procrustes problem and PCA problem and quadratic
assignment problem under various settings. We observe that except for the Procrustes problem and
training of orthogonal neural network, RSDM also converges the fastest in terms of iteration number.
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Figure 7: Convergence in loss plot for on image classification.

B PROOFS

B.1 PROOF OF LEMMA[T]

We first recall the Hessian of a function G : St(n, p) — R along a any tangent vector V' is
HessG (X)[V] = Px(V2G(X)[V] - V{XVG(X)}s)

where {A}s = (A+ AT)/2and Px (&) = ¢ — X{X "¢}s.
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Proof of Lemmall] Recall the (Euclidean) gradient and Hessian of Fx(Y) is derived as
VFx(Y)=P(r)VE(UY)X)X P(r)"
V2Fx(Y)[V] = P(r)V?F(U(Y)X)[U(V)X]X T P(r)"
for any V' € Ty O(r). This leads to the following Riemannian Hessian
HessFx (V)[V] = Py (V2Fx (Y)[V] = VIYTVEx(Y)}s) -
We wish to bound ||[Hess Fx (Y)[VI][ly in terms of [[V||y-. First we notice that [HessEx (Y)[V]|ly <
|V2Ex (Y)[V] = V{Y TVFEx(Y)}s|| because for any &,
1 1
IPy @I} = 3ll6 ~ YETVI? = 5 (2lel? - 206, YET YY)
1
= 7 (2lIE]* = 2vec(§) "(Y T @ V)vee(€ "))

1
< 5 (2111” + 211€]%)
= Il¢]I?
where we use the fact that [|(Y T ® Y)v|| = ||v|| for any v and Y € O(r).
Then weround B B N
IV2Ex (V) [V] = VY TVEX (V) sl < IV Ex (V]I + IVII{Y TVE(Y ) sl
<IVEFU@)X) U)X+ IIVIIIVEUY)X)]
<GUM)+ Gl V]l
= (Co+C)[IV]|

where we use triangle inequality in the first inequality. The second inequality uses || P(r)| < 1,
| X, 1]l < 1. The third inequality is by assumption on V2F(X), VF(X). The last equality is by
definition of U (V). O

B.2 PROOF OF LEMMA 2]
Proof of Lemma[Z] From the definition that F'x (U) = F(UX), we let
1
A= ||grad Fx (I)|* = ZHVF(X)XT —XVF(X)"|?

B = ||gradF(X)||” = |[VF(X) — X{X TVF(X)}s|?
‘We first notice that

A=t (IVEX)X T2+ | XVEX)T|]? - 2te(XVF(X) T XVF(X)"))

DO

(IVEX)|? - tx(XVF(X)TXVF(X)")).
Similarly,
B=|VFX)|? + | X{X TVF(X)}s|* - 2te(VF(X) " X{XVF(X)}s)
= |[VF(X)|? + | X{XTVE(X)}s|> —tr(VF(X) ' X(XTVF(X)+ VF(X)"X)
= |[VF(X)|? - tr(XVF(X)TXVF(X)") + C,
where we let C == | X{X TVF(X)}s||?> — tr(VF(X) T XX TVF(X)). Then we have
C = iHXXTVF(X)HQ + iHXVF(X)TXHQ + %tr(VF(X)TXVF(X)TX)
—tr(VF(X)T XX TVF(X))
= itr(VF(X)TXXTVF(X)) + itr(XTVF(X)VF(X)TX) + %tr(VF(X)TXVF(X)TX)
—tr(VF(X)TXXTVF(X))

_ —%tr(VF(X)VF(X)TXXT) + %tr(VF(X)TXVF(X)TX)
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Therefore,
B =||VF(X)|? - %tr(VF(X)TXXTVF(X)) — %tr(VF(X)TXVF(X)TX).
and,
A—B= %(tr(VF(X)TXXTVF(X)) _IVEX)|).

We will now prove that
A—B>—-A.

To this end, we consider the quantity |F(X)T X — X T F(X)||?> > 0. By expanding we obtain
IF(X) "X = XTFX)|P? = [FX)TX]? + [IXTFX))? - 2t0(F(X) T XF(X)"X)
=2(|F(X)"X|? - tr(XF(X) " XF(X)T)
=2tr(VF(X)"XXTVF(X) - tr(XF(X)"XF(X)")) > 0.

This shows
tr(XVF(X)"XVF(X)") <tr(VF(X)' XX TVF(X)),

which concludes A — B > — A and thus A > B/2. O

B.3 PROOF OF PROPOSITION(I]

Proof of Proposition[l] We separately prove the results for the strategies of permutation sampling
and orthogonal sampling.

Permutation sampling. Recall that the gradient grad F'x (I,,) on O(n) is given by
1
gradFx (I,,) = 5(VF(X)XT —~ XVF(X)").
Hence by (@) and using the fact that P is a permutation matrix, we have

gradFx (I,) = P(r)gradFx (I,)P(r) ",

where P(r) € R"*"™ consist of the first r rows of P. Let us define by S/, the set of all truncated
permutation matrix P(r) € R"™*"™. To each element P of S, we can associate a unique "truncated"
permutation 7 defined by

Vi < r: 7(i) is such that P e; = €x(i)-

Notice that 7 is defined only for the first r integers as the matrix P € S, has only  rows. Using the
fact that grad F'x (I,,) is Skew-symmetric, we have

[P(r)grad Fx (I)P(r) "> =2 > (gradFx(In)iryniy = D (@radFx (In)ri) ()

1<i<j<r 1<¢,j<r

We can check the number of element in S, is given by

n'
Srl=
1Snl = I
as n! is the number of permutations on {1,--- ,n} and (n — r)! is the number of way to complete
the truncated permutation into a permutation on{1,---,n}. Therefore, we deduce that
Blgrad (1) = 20 5™ S arad P (1)
TeST i<j

Let us now fix 1 < k, 1 < n. We will now count how many times does the term (g]radFX(In))?,C )

appears in the sum
2
§ E(grade(In))(w(z‘),ﬂ(j))'

TeSn 1<

17
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More formally, let us denote by ny; € N, the number of time (gradF’ X(In))%k ;) appears in the
above sum. Then we have that

(n—m)!
n!

E|gradFx (I,)||? = 2 > nwalgradFx (1n))3, -

1<k,l<n

Let us now compute ny ;. For that it is equivalent to count how the number of elements m € 57,
such that (k,l) € {(7(¢),7(4)) | i < j}. This equivalent to choosing an ordered pair (7, j) inside
{1,---,r}? and then count the number of elements 7 in S” such that (k,!) = (7(i),n(j)). Hence,
we deduce that

r(r—1) (n—2)!

R Ik

as there is exactly (n — 2)! permutation 7 such that for fixed (i, j), (k,{) = (7 (¢), 7(j)). We deduce
therefore that

n—r)lr(r—1)(n—2)!
n! 2 (n—r)!

E|lgradFx (I,)||* = o (grad Fx (In)) 7y 1)

- :LE:L_ll))grade(In)Q’

which completes the proof.

Orthogonal sampling. Recall
gradF (I,.) = P(r)gradF(I,)P(r)",

where P(r) € R™*" consist of the first r rows of P. Let us denote by M := gradF'x (I,,). We have

2
r

S Y. PPy

ij=1 \k,i=1

lgrad Fx (1)

Z Z P’Lklelllle1PZk2Mk'2l2P]12

©,J=1 k1,l1,k2,l2=1

T n
E E Pik, Pji, Pigey Pjiy Mi, 1, Miy1,
i#j=1ki1,l1,k2,l2=1

where the last inequality holds as PM P is skew symmetric as M is, hence (PMPT);; = 0 for
all 7. Hence, to prove the theorem, we must compute, for all set of indices, E[P;x, Pj;, Pir, Pj1,] for
i# 7.

First, let us consider the case where all indices k1,1, ko, o are different. We will prove that in
such case E[HklellPikszlz] = 0. Indeed, notice that since all the four indices are different,
Py, Pji,, Pik,, Pji1, belongs to four different columns of P. Hence, by multiplying P on the left
by an identity matrix where the 1 are k; position on the diagonal has been replaced by —1, we can
change P, to — P, and Py, Py, P, Pji, to — Py, Py, Py, Pj1,. Since the distribution of P is
invariant with such operation, we deduce, by symmetry, that E[P,, Pj;, Pix, Pji,] = 0.

More generally, let us now consider the case where ki,!;, k2, s take at least 3 different values.
Then by a similar reasoning, since once column of P must contain at least a single index among
k1, ko,11, 1> then we can show (by multiplying this column by —1) that P;, Pj;, Py, Pji, has the
same distribution as — Py, Pji, Pir, Pj1,, proving again that E[P;x, Pj;, P, Pj1,] = 0. Hence, we
need to consider two cases: k1 = ko, or k1 = [ (notice that k1 = [, is the same case as k1 = [1).

First, let us assume that k1 = ko. Then, by the previous point, we must also have that [; = l5. Now,
let us consider the case k1 = [;. Again, we must have ks = 5, otherwise we would have at least 3
distinct columns.

18
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In summary, we have proved, by considering the three cases: k1 = ko, I} = lo; k1 = 11, ko = 15 ;
andk, = ls, ko = [, that:

E [lgrad Fx (1,

= Z Z E[P}PAIME + Z E[Pik Pjr Pyt Pji| My My + Z E[P;r, Pji Py Pji] My My,
itj=1 \Lk=1 Lk=1 k=1

Which implies, by anti-symmetry of M (M, = —M},; and My, = M; = 0):

[||gradFX } Z Z — B[Py, Py PuPy]) M. ©®)
1#j=11#k=1
Let us now compute E[P] P73}, for k # 1. Notice for all 7, Y_p_, P = 1. Hence, by multiplying
two of this equality (for ¢ and j) and taking the expectation, we get that for all i # j,

n

> E[PLP;] =

Lk=1

which implies that

S EIPAPH =1~ 3 RIPAPE
I#k=1 k=1
However, notice that for all k # [, the joint law of Pj;,, Pj; is the same. Indeed the law of P does not
change by permuting the columns of P, which implies that for all %, [, the law of P;;, Pj; is the same
as the joint law of P;y, Pj>. Hence we have that from the previous equation that

(n2 - n)E[PizleQZ] =1- nE[Pizlpjzl] @)

n 2
(Z Pijk) =0,
k=1

Furthermore using that

leading to
Z PiPixPyPj+ Y PLP} =
k#£l=1 k=1
Since, by permuting the rows of P, P;, Pj;, P;; Pj; has the same law as Py Pj1 P;3 Pj2, we found that

(n® — n)E[P;1 Pj1 Pia Pjs] 4+ nE[P; P},] = 0. ®)
Notice that (6] leads to
[ngadFX } Z Z E[P3 P3) — E[P,y Pj1 P Pyo]) M7,
i#j=11#k=1
Hence
E [llgradPix (I,)|2] = (% = 7) (E[PA P3] + B[P Py P Pye]) llgrad Fx (L) [ ©)

Using (), we found that
1 —nE[P] P3]

2 p27 _
B[P P = 2 _n )
and using (8), we found that
nE[P? P?
E[P;1 Pj1 P2 Pjo) = _7[2 Gl
n? —n
Hence,
~ re—r
E |llgrad Fx (I)|?| = —5—llgrad Fx (1) *.
Thus the proof is now complete. O
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B.4 PROOF OF THEOREM[Z]

Here we first prove Theorem 2} which is the high probability convergence guarantees. Towards this

end, we require the following proposition that deduces a concentration inequality on ||grad F'x (I,.)||%.
Proposition 2. When P is sampled uniformly from O(n), we have that

~ r(r—1)

P dFx (I)|]? > ———~

(leraaFe(l? = 50—

When P is sampled uniformly from P(n) we have that

r2(r — 1) )

2)>1- T 20482 (n — 1)2
lgrad Fx (1,,)|| ) = eXp( 2048n?(n — 1)

g (”gradﬁx(j’“)|2 = MIlgradFX(In”P) > (Z) o

Proof of Proposition[2] First, let us consider the case where P is sampled uniformly from O(n).
When P is sampled uniformly from O(n), we can see P(r) is sampled uniformly from St(n, r).
Then by Proposition|[T]

= 2 _ r(r—1) 2
E|gradFx (I,.)]|* = 7n(n =) llgrad Fx (1,)||*.

In order to derive a high-probability result, we define the following function h : St(n,r) — R that
h(X) = | X TMX]||?> where M € R™ is any Skew-symmetric matrix. And it can be verified that

when M = gradFy (I,,), we can show h(P(r)T) = ||grad Fx (I,.)||%.
Let us now compute a Lipschitz constant L;, for the function k. For that, we compute the Riemannian

gradient gradh(X). Le us first compute the Euclidean gradient VA(X'). We have, by anti-symmetry
of M:

Vh(X)=-4MXX " MX.

We therefore deduce the Riemannian gradient:

gradh(X) = - 4MXX " MX +4X{X"TMXX"MX}s
= AMXXTMX +4XX T MXXTMX
This implies that in order to find the Lipschitz constant L;,, we need to bound ||[M X X T M X|| and
| XXTMXXTMX]|. Using that for any matrix A, B, we have that | AB||r < ||Al|2||B||r and that
| X |2 < 1 forany X € St(n,r), we can bound the two term above by || M||%. Hence, we deduce

that we can take L;, = 8||M ||2 as the Lipschitz constant for h. From (Gotze & Sambalel [2023)), we
deduce that for any ¢ > 0, we have

P () < S 1) < enp (—W) |

Hence, by taking ¢ = %;E;:ll)) | M]|?, we deduce that

P (h(X) < MIIMIIQ) < exp (203;;(12(;1—)21)2) '

This ends the proof for the case where P is sampled uniformly from O(n). Notice that the permutation

case is obvious as each element is sampled with probability (:f) 71, and at least one element P should
induce a value h(P(r)") larger than E[h(P(r)")]. O

Proof of Theorem[2] By Lemma we see Fx (Y) is L-smooth with L = Cj + C;. Then we have
forany Y and W € Ty O(r, r),

Fx(Retry (W) < Fx(¥) + (grad P (V), W) + 2| W]
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Applying this inequality to the update and recalling Fj, (Y)=F(U(Y)X}), we have
_ ~ ~ 27
P(X) = FuRetry, (-ngradF(1) < i) = (= F ) Jarad Bt 12
1 -
= F(Xy) = 57 leradFy (1) (10)

where we note that Fi,(I,.) = F(X},).

Hence, we deduce from Proposition |Z| and Lemma|2[, that
1 r(r—1)

1 r(r—
=D rad (L)1 < — - "D grad F(x) P,

F(Xps1) — F(Xg) < “AiLnn-1) 8Ln(n—1)

holds with probability at least 1 — exp (—%) :=1—7(n,r). Let us denote, for all k, by
Y} € {0,1} the random variable equal to one if and only if the above inequality holds. We have that

E[Yy] > 1 — 7(n,r), furthermore since F'(Xj4+1) < F(z), we have that for all £,

JeradF(Xe) ¥ < 82D (p(x,) - P(Xj0n).

r(r—1)
Hence
18! 8L n(n —1)
FX)HI?) =D V<= F(X)|PY; € ———2(F(Xo) — F¥).
(gnin_ leradF ()12 F TS X lerd FOGIPY: < S (P — )

We have by a Chernoff bound (see (2018)), that for all 6 € (0, 1),

k—1
P <ZK >(1-6)01- T(n,r))k> >1—exp (—

Hence, we deduce that with probability at least 1 — exp (—% (1 —7(n, r))k) ,

2

)
?(1 —T(n,r))k> . (11)

2 8L n(n —1)
wouin_ Nerad I < e i = e = 1

Finally, the proof for the permutation case is exactly similar and thus we omit here. This suggests
liminfy_, o ||gradF(Xy)||? = 0 almost surely.

(F(Xo) — F™).

For the analysis under the Riemannian PL condition, once there exists kg such that Xy, € U, then by
the convergence almost surely in gradient norm and the fact that X * is an isolated local minima, we
conclude that there exists a subsequence X k> for kg < ky < ko < ... converging to X *. For such a
subsequence, it is clear that F (X, ) converges to F'(X*). Furthermore, because I'( X} ) converges as
in (T0), then F'(X}) must converge to F(X™*) almost surely. By (Rebjock & Boumal,|[2024), we also
know that quadratic growth holds (due to PL condition), i.e., F/(X}) — F(X*) > £[[X}, — X*||* (by
X* is isolated). Then we have || X} — X*|| — 0 almost surely. Thus, X, € U for all k > ko.

Next, we derive the convergence rate. If we use orthogonal sampling, we show the following results
by induction:

r(r— Lizo Vi
Py~ FO0) < (1= 22202007 (p ) - Fx)

where Y; € {0, 1} is the same random variable defined above. It is clear at k = 1, by (I0) and by the
same argument as above, we have

F(Xpgt1) = F(X7) = F(Xgo11) = F(Xio) + F(Xi,) — F(X7)

< —slf;mugradﬂxko)nzlfo +F(Xiy) — F(X7)
Yo
- (1 QH) (F(X,) — F(X"))
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Now there exists an iteration k&’ > 1 such that for all k < &/, we have
>ico Yi
* M T(Til) =0 *
F(X -FXH<[1-——F1—~ F( X, )—F(X7™)).
() = P < (1 20T (P - FXO)
Then we verify for k = &/,
F(Xgotr) — F(X7) = F(Xko+k') = F(Xkgtrr—1) + F(Xkoirr—1) — F(X7)

0D rad P(Ki )PVt + F(Xg 1) — F(X7)

= 8Ln( )
() e
s(l 4LnE;_11))> Y(F(Xko%F(X*))

where the second last inequality is by induction. This completes the induction. Then using a similar
argument, we have

r(r — Tis Y
i) = FE0) = (1 N fL,H) (F(Xk,) — F(X7))
r(r — (1-8)(1—7(n,r))k
= <1_ﬁ/n§n—11)) (F(Xk,) — F(X¥))

with probability at least 1 — exp
is the same and thus omitted.

<o (- HET 0= )1 - 7)) (FOE) = F(X)
( %(1 —7(n,r) ) by (TI). The proof for the permutation case

For simplicity, we fix § = 1/2 such that the results hold with probability at least 1 —
exp (—(1 — 7(n,r))k/8) for orthogonal sampling and results hold with probability at least 1 —

exp(— (")~ 'k /8) for permutation sampling. O

B.5 PROOF OF THEOREM[I]

Proof of Theorem[l] By Lemma we see F (Y) is L-smooth with L = Cj + C;. Then we have
forany Y and W € Ty O(r, r),

Fx (Retry (W) < Fx(Y) + (gradFx (Y), W) + éIIWHQ-

Applying this inequality to the update and recalling F,(Y) = F(U(Y)X}), we have
~ _ _ 27
F(Xur) = Fu(Reter, (< gradF (1) < Filt) = (0= 55 ) leradFi(r)
1 -
=F(Xy) — — F(1)?
(X) = 57 llgrad Fi (L)

where we note that Fj,(I,,) = F(X},). Taking expectation on both sides with respect to the randomness
in the current iteration, we have

1 _
EpF(Xpq1) < F(Xk) — —]Ek.||gradFk(Ir)||2

1 r(r—1)

= F(Xy) — ZLﬁngadFk( L)|?
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where recall F,(U) = F(UXy,).

Hence by Lemma we have ||gradFy,(I,)||? > 3 |lgrad F(X})||* and taking full expectation,
BIF(Xenn) ~ F(X0)] <~ 0 g grad F(X,)|), (12)
4L n(n —1)

Hence telescoping the inequality from ¢ = 0, ..., k — 1 gives

k

|
-

Ellerad (X)) < S0 (F (o) - 1)

Then we notice that min;—,_j—1 E[[|gradF(X;)[|?] < L S0 VE[|lgradF(X;)||?] finishes the
proof for the non-convex case.

ol e
<
II
<

To show the second result on convergence under PL condition, we notice that by Definition[T} and
that minx ¢y F/(X) = F(X*). Then once Xy, € U, we can follow the same proof that X}, € U for
all k > ko. Then we have using, (I2) and Definition I] that

E[F(Xpy1) — F(X")] = E[F(Xi41) — F(Xi)] + E[F (X)) — F(X™)]

1 r(r 1) 9 .
S " ILnm=1) Efllgrad /(X)) [|*] + E[F(Xk) — F(X™)]
20 =) () — POXC)) + EIF(XG) - FX)]
4L n(n—1) F b
1S ’I"(’I" - 1) *
<(1- L2 )E[F(Xs) — F(XY)].
< (1- gp o= ) Br ) - Fx)
Let kg be a sufficiently large iteration such that Xy, € U. Then, we have E[F(X},+r) — F(X*)] <
exp(— 4 LY R)E[F(X) — F(X*)], where we use (1 — a)* < exp(—ak) for k > 0. O

B.6  PROOF OF THEOREM[3]
Proof of Theorem[3} From Lemma|I] we know that F' is L-smooth, where L = Cj + C4. Then
F(Xi41) = Fi(Retry, (—ngrad fi(I,: &)
SEMLJ*n@nﬂﬁML%gMdﬁUﬁ€w>+Q;4mmdﬁaﬁ€wH?

Taking expectation with respect to &, we obtain

2
~ n?L -
Ee, [F/(Xi11)] < e, [F(Xi)] = nllgradFy (1) |* + =~ Ee, [lgrad fi(1: &),
where we notice ﬁk(Ir) = F(X}) and use the unbiasedness assumption. In addition, we can bound

Ee, l|grad fi (I,; &) — grad Fy (1,.)]|

= B¢, || P (r) (grad fi (In; &) — gradFy,(1,)) P (r) " ||?

< BV (X 80X — VR(X)X]T) + (XeVF(X0)T — XV 7 (X ) P
< Ee |V f (X&) — VF(Xp)||* < 02

where we use the definition of fk, fr, ﬁk, F}; and orthogonality of Py (r) and X. The last inequality
is by bounded variance assumption.
Then we further expand
Ee, |lerad fi(I; &)|1* = Ee,[lerad Fy (1) |* + Be, [lgrad fi (1; &) — grad Fy (1,)||?
< ||gradﬁk(IT)H2 + 02,
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where we use the unbiasedness in the first equality. This gives
2
n°L =
Ee, [F(Xit1)] < B, [F(Xi)] = (n = =) lgrad B (1) * +

Now taking expectation with respect to the randomness in Py, we can show from Proposition I] that

’172L0'2
D) .

r 2 0.2
BuF (X)) < FOG) — (0= T 2D jgraarin) + 5
< 7000 - (- B 2 = graar (ol +

where we denote [E; to represent the expectation over randomness in iteration £ and the second
inequality is by Lemma[2] Taking full expectation, we obtain
Ly r(r—1) 2 4 n*Lo?
E[F(Xy41) — F(X3)] < —(n - T)WEngadF(Xk)H 5

13)

Rearranging the terms and summing over k € [K] gives
WL, r(r — K-1 ,
— E dF (X < F(X F*
R kZ lgradF(Xe)| < F(Xo) — F* +
Choosing 7 = min{L~", co~' K ~1/2} for some constant C' > 0. Then 7 — n>L/2 > /2 and thus

we can show
K-1

Kn?Lo?
—

2 1 4”( 1) dn(n —1) 2
% ];) E|gradF(X})|? < ) max{L, oVK /c}Ag + ) —— Lo
4n (n—1) (LAO Ag Lcrc)
7" — 1 K C\/i \/7
:4n nfl (LAO 20’ Ao )
(r—1) K

where we let Ay = F'(Xo) — F* and we choose c ~ ) /No/ L to minimize the upper bound. Finally,

noticing min;—o, . x—1 Ellgrad F(X)||? < & S1_ ) Ellgrad F(X)||* completes the proof under
nonconvex loss.

To show the second result on convergence under PL condition, suppose X}, € U. For such k, we have

by (13)
E[F(Xg11) — F(XT)] = E[F (Xpt1) — F(Xi)] + E[F(Xg) — F(X7)]
~(r- LE) 2 = lgradr ([ + T2 + BR(X) — PX)
-k TEZ?% HE(F(X,) ~ F(X)] + T2 4 BIP(X,) ~ F(X)
27 2
: (1 (- L/2)" 11))) B[P (X,) - F(x")] + T2
Given ) < L™, we obtain E[F(Xj41) — <(1- ﬁ;& %)E[ (Xk) — F(X*)] + %
Then for ko, ..., k1 such that Xy, ,..., Xy, € U we have
E[F(X,) — F(X7)]
wor(r—1) ha—ho ) o2 et worir—1)\"
= (1 - 2Ln(n— 1)) ELF(Xk,) = F(XT)] + 2L —~ <1 - 2L n(n— 1))
(r — k1 =ko o’ n(n —
(B o e
< exp (;‘L“(kl - ko)) E[F(Xx,) — F(X")] + ‘;H
where the second inequality is by Z (1 —a)i <L O
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C ON THE EXACT CONVERGENCE OF RSDM

In this section, we examine the exact convergence of RSDM. Towards this end, we require RSDM to
be implemented according to Algorithm 2] following a specific samphng strategy We implement

RSDM with a double loop and for each outer iteration k, we sample {P,C such that the following
condition holds:

Z 1P (r)grad Fi (L) P (r) TII* > Cyllgrad Fi (1) (14)

for some constant C’p > 0. This is a non-degenerate condition over the selection of random matrix
P} over certain iterations such that projected gradient does not vanish.

Let us define by ), the set of all truncated permutation matrix P(r) € R"*™. To each element P of
S, we can associate a unique "truncated" permutation 7 defined by

Vi < r: 7(i) is such that P e; = €x(i)-
Notice that 7 is defined only for the first 7 integers as the matrix P € S,, has only 7 rows.
Proposition 3. Let S = (n%'r), and assume that the matrices { P} are randomly sampled,
without replacement, from S,, (at each iteration s, we pick randomly a matrix from S), that has not
already been chosen) then condition (T4) holds with C), = %

Proof. The proof follows the same idea with the proof of Proposition [I]in the permutation case.
Indeed let us fix a matrix P} (r) in S}, with associated permutation 7. Using the fact that grad Fy, (1)
is skew symmetric, we have

1P (r)gradF(1) PE () TP =2 Y (gradFu(Tn)fegymgy = 2 (@8adFk(Tn)fntiyni)-
1<i<j<r 1<ij<r

Hence, we can write that

Z”Pk (MgradFi (L) P T1P = > Y (gradFi(1)) i) =)

eSSy 1<i,j<r

Notlce that we obtain the same express10n as in the proof of Proposition [T] but without the factor
m Indeed, the summation on s term in the above equation corresponds to what we denoted by

E||grad Fy,(I,,)||2 in the proof of the proposition. Hence following the same argument, we have that

B 5 nl rir—1) 5
S B Derad B (L) PE )| = o S erad (1)
s=0 '
that is
(n—2)lr(r—1

Z 125 (r)grad Fu(1,) PE ()T |2 = ) |lgrad i (L)%

(n—r)!

Next, we analyze the exact convergence if we sample according to condition (T4).

Before we derive the results, we recall the notation that F Y) = FU:(Y)X}) and F§(U) =
F(UX}). We also require the following lemma from 2020) that bounds the retraction on
Stiefel manifold with the Euclidean retraction, i.e., addition.

Lemma 3 (Chen et al.|(2020). Forall X € St(n,p) and U € TxSt(n, p), there exists a constant
M > 0 such that ||Retrx (U) — X|| < M||U]||.

Theorem 4. Under Assumption I suppose RSDM is implemented as in AlgortthmEl Then let n = %
with L = Cy + Cy. We can obtain for all k > 1,

2L
lgrad F°(X.

1
. 2 .
i:O,..%,rllcfl B kC (1+C’2L 2)M[282) (F(Xo) = F7).
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Algorithm 2 RSDM with partial deterministic sampling

1: Initialize X € St(n,p).
2: fork=0,...,K —1do

3:  Sample {P} 5~1 such that condition (T4) holds.

4: Set X)) = Xj.

5 fors=0,...5—1do

6: Let F3(Y) = F(UZ(Y) X)) where UZ (Y') is defined in () with random matrix P;.
7 Compute Riemannian gradient grad F}; (I,.).

8: Update ;¥ = Retr;, (—ngradF}(I,)).

9: Set X; T = Up (V) X},

10:  end for

11:  Set Xjy1 = X5

12: end for

Proof of TheoremH] Following the analysis of Theorem[I} we have for any ,
] s 1 s
F(XET) < F(XF) = 57 llgrad By (1) (15)

Next, recall that grad F¥ (I,,) = (VF(X;) — VF(X;)")/2. Then we show for any s = 0,..., 5 — 1
and any k,
lgrad £ (In) — grad Fy.(I,)|| < [VF(X}) = VF(Xy)|| < C1[| X} — Xi|
s—1
<C Z X = Xl
i=0

s—1
=C1 Y|P = L) Pi(r) X
i=0

s—1
<o Y- 1]
=0

s—1

< CM Y |lgrad F(T,)|| (16)
1=0

where the first and third inequalities are by triangle inequality and the second inequality is by
Assumption[T]that (Euclidean) Hessian is upper bounded. The fourth inequality is by the orthogonality
of P}(r) and X} . The last inequality is by Lemma

Then we can bound for any k, s

1P (r)grad Fy. (L) P (r) T |12

< 2|\ P (r)grad F (1) P (r) T || + 2/ P2 (r) (grad Fi (L) — grad Fy (1)) Py (r) T||?
s—1

< 2| (r)grad F (1) P (r) T |* + 2C2n° M2S Y ||grad F ().
=0

where the second inequality is by (I6). Summing over the above inequality yields

S—1 S5-1
S 1P (r)erad Fu(L) Py (r) TI1? < (24 2030 M25%) Y || P (r)grad F (1) PE (r) T2
s=0 s=0
S—1 N
= (2+20*M?S°) Y |lgrad Fi(I,)|)*. (17)
s=0
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Finally, we sum over the inequality (T3] for s = 0, ..., S — 1, which obtains

F(X{) = ZngadFk )12
S—1
< F(XP) = (L71 + CRL73M?S%) Y || Pe(r)grad B (1) Pi(r) T|1°
s=0

< F(XP) = Cp(L™" + CTL™3M?S5?)||grad Fy,(I,,) ||?

< F(X)) = Cp(L™" + CTLT M2 5?) /2| grad F (Xy,) ||®
where the second inequality is by (I7) and = 1/L. The second inequality is by (T4). The last
inequality is by Lemmal[2}
Noticing tht X ,f = Xj+1 and X} = X}, and telescoping the result, we have

1 2L

k—
1
E F(X)IP <= F(X,) - F*
g 2 eredFOOI < p e eor-anpegey (F(X0) = 7).

which shows the desired result. O

D ADDITIONAL NUMERICAL EXPERIMENTS ON DIFFERENT p

In this section, we investigate the performance of proposed RSDM across various settings of
p on the PCA problem. Following Section we employ the same procedures in generat-
ing the data and fix dimension n = 2000. We sweep across a range of values of p, i.e.,
p = 100, 300, 500, 800, 1000, 1200, 1500, 1800. For each problem instance, we also run RSDM
with different submanifold size r.

The convergence of RSDM in comparison to RGD is given in Figure[§] We observe that indeed
when p becomes small, the performance gap between RSDM and RGD is decreasing, which is in
accordance with derived total complexities. Nevertheless, we still observe that RSDM is able to
outperform RGD across all the settings, except for the case when p = 100. This validates the benefits
of RSDM even when p becomes smaller. Nonetheless, we admit that when p becomes significantly
small relative to n (as in the case when p = 100), RGD may perform better because the cost of
retraction is much less pronounced. However, this motivates a hybrid design of RSDM such that
when p is relatively small, it effectively behaves similarly to RGD. This is left for future exploration.

An interesting observation is that when p = 300 and p = 500, selecting » = p can still yield
significantly improved convergence especially near optimality. We conjecture this is due to the
randomized submanifold descent leads to better-conditioned loss landscape around optimality, and
thus performs well particularly for ill-conditioned problems. The theoretical analysis of such claim is
left for future works.

E COMPARISON TO RSSM

In this section, we compare our method with RSSM (Cheung et al.| 2024)), which can be viewed as
projected Euclidean coordinate descent on the Stiefel manifold. In particular, Algorithm 1 of
2024)) translates into the following update steps for smooth optimization. For each iteration &,

1. Pick index set C' C [p] with no repetition in C.

2. Compute partial Euclidean gradient and project to tangent space:
grado F(X*) = Xoskew( X Vo F(XF)) + (I - XX )V F(XF),

where X € R™*ICl is the columns of X corresponding to the index in C and skew(A) =
(A — AT)/2 denotes the skew-symmetric operation. V¢ F(X) is the partial Euclidean
gradient with respect to the columns of X in C'.
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Figure 8: Experiments on PCA problem with various settings of p. The numbers in brackets
correspond to n, p respectively.

3. Update the columns of X}, in C by projected gradient descent while keeping other columns

the same:
X = Projgy, 1o (X6 — ngrad o F(XF)),

where Projg(,, ) (-) denotes the projection from Euclidean space to Stiefel manifold via
SVD.

Comparison to proposed RSDM. RSSM can be viewed as Euclidean coordinate descent projected
to Stiefel manifold. Let » = |C| < p be the number of columns sampled. The gradient computation
requires O(npr) complexity and iterate update requires O(nr?) for non-standard linear algebra
operation. Thus the per-iteration complexity is costly than our proposed RSDM (with permutation
sampling), which requires O(nr?) for gradient complexity and O(r3) for non-standard linear algebra
operation. Thus, we see RSDM-P requires much per-iteration complexity compared to RSSM. In
addition, apart from the advantages in per-iteration complexity, RSDM also allows easy generalization
to quotient manifolds, such as Grassmann manifold, while this appears challenging for RSSM due to
its operations along the columns.

Numerical comparisons. To further validate the benefits of RSDM to RSSM
, we have implemented RSSM with a fixed stepsize and choose C' from [p] uniformly without
repetitionEl We have tuned both r = |C| and stepsize 7 for RSSM to the best performance. We
compare the performance on the PCA problem where we tune r» = 700 and = 0.1 for RSSM.

The results are included in Figure[9] We notice that RSDM (either with orthogonal or permutation
sampling) achieves significantly faster convergence compared to RSSM. This verifies the numerical
benefits of RSDM over RSSM.

F EXTENSION TO MINI-BATCH SETTINGS

In this section, we generalize the analysis of Section[5.2]to mini-batch settings, namely

min {F(X) - ]i[ZN:fi(X)}, (18)

XeSst(n,p)

where f;,i € [N] represents N component functions.

'Tt is worth mentioning that (2024) did not include any numerical experiments nor provide the

code.
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Figure 9: Comparison of proposed RSDM with RSSM (Cheung et al.,[2024) on the PCA problem.
We observe RSDM converges significantly faster than RSSM.

We accordingly modify Algorithm|T]by sampling By, C [N] uniformly from [N] with replacement.
Without loss of generality, we set | By| = B for all k. Then we replace the Riemannian mini-batch
gradient as

gradek = Z gradfk
1€Bk
where we use fF(Y) = fi(Ur(Y)X}) similarly as before. Then we update the iterate with the
mini-batch gradient grad fz, (I,)). Notice that by the definition, we have F},(Y) = & SN fF(v).
Because By, is sampled uniformly with replacement, we can easily see that Ep, [gradfp, (I,)] =
gradFy (I,.).
Before we analyze the convergence, we require the following assumption on bounded variance.

Assumption 3. The gradient of each component function has bounded variance, i.e., E|V f;(X) —
VE(X)|* < o?foranyi € [N] and X € St(n,p).
Theorem 5. Consider mini-batch semﬁ as in (I8) and solve with mini-batch gradient descent with

batch size B. Under Assumptzon I and 3| suppose we choose n = min{L~',\/BAy/Lo~'K~1/?},
where we denote Ay = . Then we can show

i dn(n —1) (LA, | 20v/A¢L

E AF (X2 < ( )

guin Ellerad FXOI® < 50— (" + = /g

Suppose there exist Xy, ..., Xy, € U for some ki > ko, where U is defined in Theorem Then we

have E[F (Xy,) — F(X*)] < exp ( — 2’%;&:11)) (k1 — ko))E[F(Xko) - F(X")] + %252:11))

Proof of Theorem )] From Lemmal[I] we know that F' is L-smooth, where L = C + Cy. Then
F(Xk11) = Fy(Retry, (—ngrad [, (I,)))
2
< Fi(I) — n(grad Fi (1), grad f5, (1)) + Tngadek (IT)||2-
Taking expectation with respect to By, we obtain
[

2
~ L ~
B, [F(Xiki1)] < B, [F(X0)] — nllgrad (1) | + T2 B, lgrad s, (1)

where we notice Fj,(I,) = F(X}) and by the unbiasedness. In addition, we can bound

Ep, nga’dek (1) — gradﬁk(IT)HZ
= Ep, | Pe(r) (grad f5, (1) — grad Fy.(I,,)) Pi(r) " ||?

< iEBk (VB (Xe) Xy — VE(Xp) X)) + (XeVF(Xy) " — Xk Vi, (X))
< Ep, V5 (Xx) = VF(X)|

1 g
= =5 D EIVA(X) - VPP < 7,
1€By,

[
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where the second last inequality is by independence of samples in Bj, and the last inequality is by
bounded variance assumption (Assumption[3).

The subsequence analysis follows exactly the same as in Theorem where we replace o2 with
0?/B. O

G COMPARISON TO OBCD

This section compares proposed RSDM to OBCD [2023). We first remark that[Yuan| (2023)
is primarily designed for nonsmooth optimization and thus optimality conditions and convergence

analysis are largely different. Here we adapt the algorithm of OBCD to the smooth case.

In this case, because they parameterize X1 = X, + Up(V — IT)Ung where Up € R"*" is a
random truncated permutation matrix, and V' € R"*", they minimize a quadratic upper bound for
F( X, +Ug(V — IT)Ung). Suppose F'is Ly smooth, then the subproblem translates into

L

min <V*IT,UEVF(X]<)X]:UB> + lHV*Ir”Q (19)
Vest(r,r) 2

for some constant L that depends on the smoothness of F'. And thus there exists a global solution

to (T9), i.e., V* is the top r eigenvectors of I, — ﬁUgVF(Xk)XkTUB.

This is related but different to our update of Y (according to our notation) when we use permutation
sampling strategy. In particular, we update Y by

Y = Retry, (—ngradFi(I,.)) = Retry, (— gpk(r)(VF(Xk)X,j — Xk VE(Xg) ) Pe(r) 7).

The key difference is that we have a skew-symmetric operation for V(X)X ,;r , which renders the
update direction properly defined as Riemannian gradient on O(r). In contrast, OBCD leverages the
Euclidean gradient for the update.

This difference leads to a large deviation in the proof strategy, making the analysis of [2023))
less aligned with common analysis on Riemannian manifolds. This makes their developments more
difficult to generalize to other manifolds of interest and incorporate additional optimization techniques
on manifolds, such as adaptive gradients, acceleration, Newton based methods, etc.

Apart from this main difference, we also summarize other differences of their developments compared
to this work:

They show convergence to block-k stationary points, which seems to be weaker than our
established convergence to stationary points (as shown in Theorem 5.5 of 2023).

Their convergence rate in Theorem 6.3 depends on a large binomial coefficient C, while
our convergence has a coefficient n2r =2,

They only consider Up to be (truncated) permutation while we consider both permutation
and general orthogonal matrix.

We have shown convergence in stochastic settings and shown extension to other quotient
manifolds, which is not the case for 2023).

They only show convergence in expectation while we show convergence both in expectation
and with high probability and almost surely.

Finally, we compare the proposed RSDM to OBCD numerically on the PCA problem. We have
solved V' from (T9) analytically with SVD. We choose » = 700, which is the same as RSDM for
comparability and tune stepsize accordingly. The convergence plots are given in Figure [I0] where
we observe that OBCD [2023) converges significantly slower compared to RSDM. This
suggests the critical difference in the update directions (Riemannian gradient for proposed RSDM
and Euclidean gradient for OBCD) has led to significant convergence disparities, thus verifying
superiority of the framework of Riemannian optimization employed by RSDM in this paper.
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Figure 10: Comparison of proposed RSDM with OBCD 2023) on the PCA problem. We
observe RSDM converges significantly faster than OBCD.

31



	Introduction
	Related works

	Preliminaries
	Riemannian random submanifold descent method
	Sampling strategies and complexities
	Theoretical guarantees
	Main results
	Convergence in expectation
	Convergence in high probability

	Stochastic optimization

	Generalization to quotient manifolds
	Experiments
	Procrustes problem
	PCA problem
	Quadratic assignment problem
	Orthogonal neural networks

	Conclusions
	Additional experiment results
	Proofs
	Proof of Lemma 1
	Proof of Lemma 2
	Proof of Proposition 1
	Proof of Theorem 2
	Proof of Theorem 1
	Proof of Theorem 3

	On the exact convergence of RSDM
	Additional numerical experiments on different p
	Comparison to RSSM
	Extension to mini-batch settings
	Comparison to OBCD

