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ABSTRACT

Molecular docking is a key task in computational biology that has attracted in-
creasing interest from the machine learning community. While existing methods
have achieved success, they generally treat each protein-ligand pair in isolation.
Inspired by the biochemical observation that ligands binding to the same target
protein tend to adopt similar poses, we propose GROUPBIND, a novel molecu-
lar docking framework that simultaneously considers multiple ligands docking to
a protein. This is achieved by introducing an interaction layer for the group of
ligands and a triangle attention module for embedding protein-ligand and group-
ligand pairs. By integrating our approach with diffusion-based docking model, we
set a new S performance on the PDBBind blind docking benchmark, demonstrat-
ing the effectiveness of our proposed molecular docking paradigm.

1 INTRODUCTION

The 3D binding structures of molecular ligands and protein pockets are not only fundamental to un-
raveling the intricate protein-ligand interactions but also play a pivotal role in rational drug design.
In this context, the molecular docking task, which involves predicting the optimal binding config-
uration between a ligand and a protein, stands as a cornerstone in modern computational biology.
Conventional computational approaches leveraging the pre-defined score functions to search or op-
timize a low-energy pose configuration (Halgren et al., 2004; Trott & Olson, 2010) are usually slow
and inaccurate, which limits their applicability in real-world drug discovery scenarios. In recent
years, deep learning-based algorithms (Stärk et al., 2022; Lu et al., 2022; Zhang et al., 2022; Corso
et al., 2022) have showcased remarkable success in accurately predicting the protein-ligand binding
structures, which brings new breakthroughs in the field of molecular docking.

While these deep learning methods vary in modeling architectures and objectives, they all treat each
protein-ligand pair individually. Given the limited number of well-studied protein targets compared
to the vast space of molecules, many ligands share common protein targets in available databases.
Exploiting the correlated information among these complexes could enhance docking performance.

Figure 1: Multiple ligands that can bind
to the same protein pocket exhibit simi-
lar docking poses.

In this work, we leverage a key biochemical insight: if
multiple ligands can bind to the same protein pocket, their
docked 3D structures are likely to be similar (Paggi et al.,
2021). For instance, Figure 1 shows four ligands bind-
ing to the same target protein (UniProt ID: B1MDI3),
all exhibiting very similar docking poses. This similarity
arises from the conserved interactions within the binding
site, suggesting that the protein pocket maintains a con-
sistent set of key interactions that facilitate binding. For
example, ligands often form similar hydrogen bonds with
specific protein atoms, resulting in low-energy complexes
and analogous spatial arrangements when docked to the
same protein.
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To harness the information shared among ligands binding to the same protein pocket, we propose
GROUPBIND, a novel molecular docking paradigm that considers multiple ligands docking simul-
taneously. When docking a ligand A to a protein pocket P , we can utilize other ligands in the
same binding group to enhance docking performance of A to P , as they may share similar poses
and key interaction patterns. In other words, we can dock a group of ligands to the same protein
pockets at the same time. Specifically, we develop an interaction layer that enables message passing
among group ligands and a triangle attention module for pair representations, based on interaction
consistency between different ligands and the protein pocket. We also encode specific structural in-
formation into these representations by providing additional supervised signals during training. By
integrating our approach into a diffusion-based docking model (Corso et al., 2022), we achieve new
state-of-the-art docking performance on the PDBBind benchmark.

To summarize, we highlight our contributions as follows: (1) We propose a novel paradigm for
molecular docking by considering multiple ligands docking to the protein pocket based on a physical
intuition. (2) We develop a new model, comprising modules which capture protein-ligand interaction
consistency. This is the first time the concept that multiple molecules should yield similar docking
poses has been introduced into an end-to-end deep neural network approach to the molecular dock-
ing task. (3) We provide a specific algorithmic implementation of the new paradigm mentioned
above, for the first time verifying the feasibility of the idea that using multiple similar molecules to
dock into a protein pocket simultaneously can enhance the docking accuracy.

2 RELATED WORK

Molecular Docking. Molecular docking aims at predicting the binding structure of a small molecule
ligand to a protein, which is a critical technique in drug discovery and enables understanding of the
intermolecular interactions and potential binding modes (Ferreira et al., 2015). Traditional molecular
docking approaches usually design scoring functions and then adopt search, sampling, or optimiza-
tion algorithms (Shoichet et al., 1992; Meng et al., 1992; Trott & Olson, 2010). The integration
of deep learning techniques has seen advancements in enhancing scoring functions (Ragoza et al.,
2017; McNutt et al., 2021; Méndez-Lucio et al., 2021). Recently, with the development of geometric
deep learning, direct prediction of the binding pose has become an emerging paradigm and achieved
promising results. As representative examples, TANKBind (Lu et al., 2022) and Uni-Mol (Zhou
et al., 2023) predict protein-ligand distance map and using post-optimization algorithms to recover
the pose from the predicted distance map, while EquiBind (Stärk et al., 2022) and E3Bind (Zhang
et al., 2023) directly predict the coordinates of the ligand binding pose. FABind (Pei et al., 2024)
and FAbind+(Gao et al., 2024) enhance docking accuracy by directly introducing a pocket predic-
tion module. Among these, Corso et al. (2022) framed molecular docking as a generative modeling
problem and proposed DiffDock, a diffusion model (Ho et al., 2020; Song et al., 2021) that learns
the distribution over the product space of the ligand’s translation, rotation, and torsion, along with
a confidence model to pick up the final prediction from sampled ligand poses. Although recent
physics-based docking methods (Paggi et al., 2021; McNutt & Koes, 2024) have utilized similar
binding molecules or poses to enhance docking accuracy, our proposed GroupBind is the first deep
learning-based method capable of integrating with existing docking frameworks and improving per-
formance by leveraging group binding data.

Consistency in Data. Consistency is a common nature of biological data. This essential feature
provides us insights to better understand function, structure, and evolution in biology. Conserved
sequences, maintained by natural selection, are identical or similar sequences in nucleic acids or pro-
teins across species, and many multiple sequence alignment (MSA) algorithms, such as ProbCons
(Do et al., 2005) and CONTRAlign (Do et al., 2006), are developed to reveal such patterns. Liao
et al. (2009); Hashemifar et al. (2016) developed effective protein-protein interaction (PPI) network
alignment algorithms, which help identify conserved subnetwork and thus enable accurate identi-
fication of functional orthologs across species. Consistency also exists in other domains beyond
biology and such methodology of mining consistency from data has also been extensively studied,
e.g., network alignment (i.e., finding the node correspondence across different networks) which is of
great value in social networks analysis and web mining (Zhang & Tong, 2016; Zhang et al., 2021).

Consistency-Inspired Models. By virtue of its ubiquity and usefulness, consistency serves as a
prior knowledge that plays crucial roles in various areas. Xiao & Quan (2009) and Hu et al. (2020)
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leveraged the visual consistency among different views of the same object to improve the semantic
segmentation and 3D shape completion, respectively. Zheng et al. (2021) proposed consistency regu-
larization for cross-lingual fine-tuning inspired by the belief that the answers of semantically similar
questions are supposed to be consistent. Zhou et al. (2003) introduced the assumption prior that
samples in the same cluster tend to have the same labels to semi-supervised learning. Consistency
also exists in the protein-ligand docking task: different ligands tend to form similar interactions
with the protein. Inspired by this intuition, we propose a new module capturing such protein-ligand
interaction consistency.

3 METHOD

In this section, we present GROUPBIND, a new and effective paradigm that leverages other ligands
binding to the same protein pocket to improve single ligand docking accuracy, where we dock group
ligands to this pocket at the same time. In Section 3.1, we first define notations and briefly recap the
diffusion model for molecular docking, which we will integrate our paradigm into as an example in
this work. Then, we introduce the modeling objective of GROUPBIND in Section 3.2. In Section
3.3, we illustrate how we parameterize GROUPBIND with message passing across group ligands
and triangle attention between group ligands and proteins. Finally, in Section 3.4, we describe the
auxiliary distance prediction during training and the confidence model for group ligands.

Triangle Attention
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<latexit sha1_base64="Q4YmKLpdB0xO0V5BZlPv1M0EDV8=">AAACCHicbVDLSsNAFL2pr1ofjbp0M1gEVyURX8uiG5cV7APaECbTSTt0JgkzE6GE/IC/4Fb37sStf+HWL3HSZqHVAxcO59zLPZwg4Uxpx/m0Kiura+sb1c3a1vbObt3e2++qOJWEdkjMY9kPsKKcRbSjmea0n0iKRcBpL5jeFH7vgUrF4uhezxLqCTyOWMgI1kby7fpQYD0JwmyS+9mY577dcJrOHOgvcUvSgBJt3/4ajmKSChppwrFSA9dJtJdhqRnhNK8NU0UTTKZ4TAeGRlhQ5WXz4Dk6NsoIhbE0E2k0V39eZFgoNROB2SxiqmWvEP/1ArH0WYdXXsaiJNU0IovHYcqRjlHRChoxSYnmM0MwkcxkR2SCJSbadFczpbjLFfwl3dOme9E8vztrtK7LeqpwCEdwAi5cQgtuoQ0dIJDCEzzDi/VovVpv1vtitWKVNwfwC9bHNxLHmkk=</latexit>

hgl

Inputs

Outputs

GroupBind 
Variable / 
Module

Common 
MPNN

<latexit sha1_base64="EdxICV4p23RZeJjN6tI1fPU9hsA=">AAACCHicbVDLSsNAFL2pr1ofrbp0M1gEVyURX8uiC11WsA9oQ5hMJ+3QySTMTIQS8gP+glvduxO3/oVbv8RJm4W2HrhwOOde7uH4MWdK2/aXVVpZXVvfKG9WtrZ3dqu1vf2OihJJaJtEPJI9HyvKmaBtzTSnvVhSHPqcdv3JTe53H6lULBIPehpTN8QjwQJGsDaSV6sOQqzHBPP0NvPSVubV6nbDngEtE6cgdSjQ8mrfg2FEkpAKTThWqu/YsXZTLDUjnGaVQaJojMkEj2jfUIFDqtx0FjxDx0YZoiCSZoRGM/X3RYpDpaahbzbzmGrRy8V/PT9c+KyDKzdlIk40FWT+OEg40hHKW0FDJinRfGoIJpKZ7IiMscREm+4qphRnsYJl0jltOBeN8/uzevO6qKcMh3AEJ+DAJTThDlrQBgIJPMMLvFpP1pv1bn3MV0tWcXMAf2B9/gCzFJoN</latexit>GP

<latexit sha1_base64="VNmuMwhUFMZozB+sZNTWaCIwRe4=">AAACCHicbVDLSsNAFL2pr1ofjbp0M1gEVyURX8uiG5cV7APaECbTSTt0JgkzE6GE/IC/4Fb37sStf+HWL3HSZqHVAxcO59zLPZwg4Uxpx/m0Kiura+sb1c3a1vbObt3e2++qOJWEdkjMY9kPsKKcRbSjmea0n0iKRcBpL5jeFH7vgUrF4uhezxLqCTyOWMgI1kby7fpQYD0JwmyS+xnnuW83nKYzB/pL3JI0oETbt7+Go5ikgkaacKzUwHUS7WVYakY4zWvDVNEEkyke04GhERZUedk8eI6OjTJCYSzNRBrN1Z8XGRZKzURgNouYatkrxH+9QCx91uGVl7EoSTWNyOJxmHKkY1S0gkZMUqL5zBBMJDPZEZlgiYk23dVMKe5yBX9J97TpXjTP784areuyniocwhGcgAuX0IJbaEMHCKTwBM/wYj1ar9ab9b5YrVjlzQH8gvXxDRq1mk4=</latexit>

hll

<latexit sha1_base64="D7ajqUKVobl6SbpE2HxDVf+/sdk=">AAACDHicbVDLSsNAFJ3UV62vaJduBotQNyURX8uCCC4r2Ac0sUymk3bozCTMTIQS8gv+glvduxO3/oNbv8RJm4W2HrhwOOde7uEEMaNKO86XVVpZXVvfKG9WtrZ3dvfs/YOOihKJSRtHLJK9ACnCqCBtTTUjvVgSxANGusHkOve7j0QqGol7PY2Jz9FI0JBipI00sKseR3ochOk4e0jrHmHsJBvYNafhzACXiVuQGijQGtjf3jDCCSdCY4aU6rtOrP0USU0xI1nFSxSJEZ6gEekbKhAnyk9n4TN4bJQhDCNpRmg4U39fpIgrNeWB2cyjqkUvF//1Ar7wWYdXfkpFnGgi8PxxmDCoI5g3A4dUEqzZ1BCEJTXZIR4jibA2/VVMKe5iBcukc9pwLxrnd2e15k1RTxkcgiNQBy64BE1wC1qgDTCYgmfwAl6tJ+vNerc+5qslq7ipgj+wPn8AeL+big==</latexit>

h(`)

<latexit sha1_base64="+vswl3HGcMD+UW6oiE9PlwQe1MI=">AAACI3icbVDLSgMxFM34tr5GXboZLEJ1UWbE11IQwWUFWwVnHDLpnRqbeZDcEUuYf/An/AW3uncnbly48UtMaxdaPRA4nHNvTnKiXHCFrvtujY1PTE5Nz8xW5uYXFpfs5ZWWygrJoMkykcmLiCoQPIUmchRwkUugSSTgPOoe9f3zW5CKZ+kZ9nIIEtpJecwZRSOF9pafULyOYg1lqPlNeaV9hDscXKwjUUCpaz4IsVmWoV116+4Azl/iDUmVDNEI7U+/nbEigRSZoEpdem6OgaYSORNQVvxCQU5Zl3bg0tCUJqACPYgunQ2jtJ04k+ak6AzUnxuaJkr1kshM9n+gRr2++K8XJSPJGB8Emqd5gZCy7+C4EA5mTr8wp80lMBQ9QyiT3LzdYddUUoam1oopxRut4C9pbde9vfru6U718HhYzwxZI+ukRjyyTw7JCWmQJmHknjySJ/JsPVgv1qv19j06Zg13VskvWB9fvs6mbw==</latexit>

e
(`)
ij

<latexit sha1_base64="c5Qi35nG4x7dr+fRsNL7jW0NZgc=">AAACJXicbVDLSgMxFM3UV62vqks3g0WoKGVGfC0LunBZwarQqSWT3mljMw+SO2IJ8xP+hL/gVvfuRHAl+CWmtQttPRA4nHNvTnL8RHCFjvNh5aamZ2bn8vOFhcWl5ZXi6tqlilPJoM5iEctrnyoQPII6chRwnUigoS/gyu+dDPyrO5CKx9EF9hNohrQT8YAzikZqFXe9kGLXDzRkLc1vsxvtIdzj8GLtixQyXfZAiB13O8taxZJTcYawJ4k7IiUyQq1V/PLaMUtDiJAJqlTDdRJsaiqRMwFZwUsVJJT1aAcahkY0BNXUw/DM3jJK2w5iaU6E9lD9vaFpqFQ/9M3k4A9q3BuI/3p+OJaMwXFT8yhJESL2ExykwsbYHlRmt7kEhqJvCGWSm7fbrEslZWiKLZhS3PEKJsnlXsU9rByc75eqp6N68mSDbJIycckRqZIzUiN1wsgDeSLP5MV6tF6tN+v9ZzRnjXbWyR9Yn9+8X6be</latexit>

e
(`+1)
ij

<latexit sha1_base64="6WhAF9nesguCVzotGjudiomZBYc=">AAACEnicbVDLSsNAFJ3UV62vqCtxM1iEilAS8bUsunHhooJ9QBPDZDpph84kYWYilBD8CX/Bre7diVt/wK1f4qTNQqsHLhzOuZd77/FjRqWyrE+jNDe/sLhUXq6srK6tb5ibW20ZJQKTFo5YJLo+koTRkLQUVYx0Y0EQ9xnp+KPL3O/cEyFpFN6qcUxcjgYhDShGSkueueNwpIZ+kA4zL73O7tKaQxg7tA8yz6xadWsC+JfYBamCAk3P/HL6EU44CRVmSMqebcXKTZFQFDOSVZxEkhjhERqQnqYh4kS66eSFDO5rpQ+DSOgKFZyoPydSxKUcc1935gfLWS8X//V8PrNZBeduSsM4USTE08VBwqCKYJ4P7FNBsGJjTRAWVN8O8RAJhJVOsaJDsWcj+EvaR3X7tH5yc1xtXBTxlMEu2AM1YIMz0ABXoAlaAIMH8ASewYvxaLwab8b7tLVkFDPb4BeMj2+xc53C</latexit>

h
(`+1)
L

<latexit sha1_base64="ftAWub6sLDno+UvgvaZfGaV5guk=">AAACEnicbVDLSsNAFJ3UV62vqCtxEyxCRSiJ+FoW3bisYB/QxDCZTtqhM5MwMxFKCP6Ev+BW9+7ErT/g1i9x0mahrQcuHM65l3vvCWJKpLLtL6O0sLi0vFJeraytb2xumds7bRklAuEWimgkugGUmBKOW4ooiruxwJAFFHeC0XXudx6wkCTid2ocY4/BASchQVBpyTf3XAbVMAjTYeanzew+rbmY0mPnKPPNql23J7DmiVOQKijQ9M1vtx+hhGGuEIVS9hw7Vl4KhSKI4qziJhLHEI3gAPc05ZBh6aWTFzLrUCt9K4yELq6sifp7IoVMyjELdGd+sJz1cvFfL2Azm1V46aWEx4nCHE0Xhwm1VGTl+Vh9IjBSdKwJRILo2y00hAIipVOs6FCc2QjmSfuk7pzXz25Pq42rIp4y2AcHoAYccAEa4AY0QQsg8AiewQt4NZ6MN+Pd+Ji2loxiZhf8gfH5A7fzncY=</latexit>

h
(`+1)
P

<latexit sha1_base64="0rdfRG/pnqSBMC/lV+rmJfPQIk0=">AAACDnicbVDLSsNAFJ3UV62vqLhyM1iEilAS8bUsunFZwT6giWUynbRDZyZhZiKUkH/wF9zq3p249Rfc+iVO2iy0euDC4Zx7uYcTxIwq7TifVmlhcWl5pbxaWVvf2Nyyt3faKkokJi0csUh2A6QIo4K0NNWMdGNJEA8Y6QTj69zvPBCpaCTu9CQmPkdDQUOKkTZS397zONKjIExH2X1a8whjx+5R1rerTt2ZAv4lbkGqoECzb395gwgnnAiNGVKq5zqx9lMkNcWMZBUvUSRGeIyGpGeoQJwoP53Gz+ChUQYwjKQZoeFU/XmRIq7UhAdmMw+r5r1c/NcL+NxnHV76KRVxoonAs8dhwqCOYN4NHFBJsGYTQxCW1GSHeIQkwto0WDGluPMV/CXtk7p7Xj+7Pa02rop6ymAfHIAacMEFaIAb0AQtgEEKnsAzeLEerVfrzXqfrZas4mYX/IL18Q1h+pv3</latexit>

h(`+1)

<latexit sha1_base64="TSzjvOVwWuJwfpIpv0CzReHDTQI=">AAACCnicbVC7TsMwFHXKq5RXCiOLRYXEVCWI11jBAANDkehDaqPIcZ3Wqu1EtgOqovwBv8AKOxti5SdY+RKcNgO0HOlKR+fcq3t0gphRpR3nyyotLa+srpXXKxubW9s7dnW3raJEYtLCEYtkN0CKMCpIS1PNSDeWBPGAkU4wvsr9zgORikbiXk9i4nE0FDSkGGkj+Xa1z5EeYcTS68xPb30n8+2aU3emgIvELUgNFGj69nd/EOGEE6ExQ0r1XCfWXoqkppiRrNJPFIkRHqMh6RkqECfKS6fRM3holAEMI2lGaDhVf1+kiCs14YHZzIOqeS8X//UCPvdZhxdeSkWcaCLw7HGYMKgjmPcCB1QSrNnEEIQlNdkhHiGJsDbtVUwp7nwFi6R9XHfP6qd3J7XGZVFPGeyDA3AEXHAOGuAGNEELYPAInsELeLWerDfr3fqYrZas4mYP/IH1+QPk/5qs</latexit>GL0

<latexit sha1_base64="nZrF1cayPMuEn1ke487PELDw9Vk=">AAACCnicbVC7TsMwFHXKq5RXCiOLRYXEVCWI11jBAANDkehDaqPIcZ3Wqu1EtgOqovwBv8AKOxti5SdY+RKcNgO0HOlKR+fcq3t0gphRpR3nyyotLa+srpXXKxubW9s7dnW3raJEYtLCEYtkN0CKMCpIS1PNSDeWBPGAkU4wvsr9zgORikbiXk9i4nE0FDSkGGkj+Xa1z5EeYcTS68xPb/1x5ts1p+5MAReJW5AaKND07e/+IMIJJ0JjhpTquU6svRRJTTEjWaWfKBIjPEZD0jNUIE6Ul06jZ/DQKAMYRtKM0HCq/r5IEVdqwgOzmQdV814u/usFfO6zDi+8lIo40UTg2eMwYVBHMO8FDqgkWLOJIQhLarJDPEISYW3aq5hS3PkKFkn7uO6e1U/vTmqNy6KeMtgHB+AIuOAcNMANaIIWwOARPIMX8Go9WW/Wu/UxWy1Zxc0e+APr8wdCZZrn</latexit>GLk

Group-Ligand Edges
Protein-Ligand Edges

<latexit sha1_base64="9RzSLJzGDzFaSe8uozPwVmpVf3I=">AAAB+HicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cEzAOSJcxOepMhM7PLzKwQl3yBV717E6/+jVe/xEmyB40WNBRV3VRTYcKZNp736RRWVtfWN4qbpa3tnd298v5BS8epotikMY9VJyQaOZPYNMxw7CQKiQg5tsPx7cxvP6DSLJb3ZpJgIMhQsohRYqzUYP1yxat6c7h/iZ+TCuSo98tfvUFMU4HSUE607vpeYoKMKMMox2mpl2pMCB2TIXYtlUSgDrL5o1P3xCoDN4qVHWncufrzIiNC64kI7aYgZqSXvZn4rxeKpWQTXQcZk0lqUNJFcJRy18TurAV3wBRSwyeWEKqY/d2lI6IINbarki3FX67gL2mdVf3L6kXjvFK7yespwhEcwyn4cAU1uIM6NIECwhM8w4vz6Lw6b877YrXg5DeH8AvOxzcKBJOd</latexit>

i

<latexit sha1_base64="lB0esCT1WMGcFvi8mtCPttkSb9E=">AAAB+HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPRi0dI5JHAhswODYzMzm5mZk1wwxd41bs349W/8eqXOMAeFKykk0pVd6pTQSy4Nq775eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUK6AaBZdYN9wIbMUKaRgIbAaj26nffESleSTvzThGP6QDyfucUWOl2kO3WHLL7gxkmXgZKUGGarf43elFLAlRGiao1m3PjY2fUmU4EzgpdBKNMWUjOsC2pZKGqP109uiEnFilR/qRsiMNmam/L1Iaaj0OA7sZUjPUi95U/NcLwoVk07/2Uy7jxKBk8+B+IoiJyLQF0uMKmRFjSyhT3P5O2JAqyoztqmBL8RYrWCaNs7J3Wb6onZcqN1k9eTiCYzgFD66gAndQhTowQHiGF3h1npw35935mK/mnOzmEP7A+fwBC5iTng==</latexit>

j

<latexit sha1_base64="CUi5uroLQkrUJvqpn7CLUCqmMbQ=">AAAB+HicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cEzAOSJcxOepMhM7PLzKwQl3yBV717E6/+jVe/xEmyB40WNBRV3VRTYcKZNp736RRWVtfWN4qbpa3tnd298v5BS8epotikMY9VJyQaOZPYNMxw7CQKiQg5tsPx7cxvP6DSLJb3ZpJgIMhQsohRYqzUGPfLFa/qzeH+JX5OKpCj3i9/9QYxTQVKQznRuut7iQkyogyjHKelXqoxIXRMhti1VBKBOsjmj07dE6sM3ChWdqRx5+rPi4wIrScitJuCmJFe9mbiv14olpJNdB1kTCapQUkXwVHKXRO7sxbcAVNIDZ9YQqhi9neXjogi1NiuSrYUf7mCv6R1VvUvqxeN80rtJq+nCEdwDKfgwxXU4A7q0AQKCE/wDC/Oo/PqvDnvi9WCk98cwi84H98NLJOf</latexit>

k

(b)
<latexit sha1_base64="9RzSLJzGDzFaSe8uozPwVmpVf3I=">AAAB+HicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cEzAOSJcxOepMhM7PLzKwQl3yBV717E6/+jVe/xEmyB40WNBRV3VRTYcKZNp736RRWVtfWN4qbpa3tnd298v5BS8epotikMY9VJyQaOZPYNMxw7CQKiQg5tsPx7cxvP6DSLJb3ZpJgIMhQsohRYqzUYP1yxat6c7h/iZ+TCuSo98tfvUFMU4HSUE607vpeYoKMKMMox2mpl2pMCB2TIXYtlUSgDrL5o1P3xCoDN4qVHWncufrzIiNC64kI7aYgZqSXvZn4rxeKpWQTXQcZk0lqUNJFcJRy18TurAV3wBRSwyeWEKqY/d2lI6IINbarki3FX67gL2mdVf3L6kXjvFK7yespwhEcwyn4cAU1uIM6NIECwhM8w4vz6Lw6b877YrXg5DeH8AvOxzcKBJOd</latexit>

i

<latexit sha1_base64="lB0esCT1WMGcFvi8mtCPttkSb9E=">AAAB+HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPRi0dI5JHAhswODYzMzm5mZk1wwxd41bs349W/8eqXOMAeFKykk0pVd6pTQSy4Nq775eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUK6AaBZdYN9wIbMUKaRgIbAaj26nffESleSTvzThGP6QDyfucUWOl2kO3WHLL7gxkmXgZKUGGarf43elFLAlRGiao1m3PjY2fUmU4EzgpdBKNMWUjOsC2pZKGqP109uiEnFilR/qRsiMNmam/L1Iaaj0OA7sZUjPUi95U/NcLwoVk07/2Uy7jxKBk8+B+IoiJyLQF0uMKmRFjSyhT3P5O2JAqyoztqmBL8RYrWCaNs7J3Wb6onZcqN1k9eTiCYzgFD66gAndQhTowQHiGF3h1npw35935mK/mnOzmEP7A+fwBC5iTng==</latexit>

j
<latexit sha1_base64="CUi5uroLQkrUJvqpn7CLUCqmMbQ=">AAAB+HicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cEzAOSJcxOepMhM7PLzKwQl3yBV717E6/+jVe/xEmyB40WNBRV3VRTYcKZNp736RRWVtfWN4qbpa3tnd298v5BS8epotikMY9VJyQaOZPYNMxw7CQKiQg5tsPx7cxvP6DSLJb3ZpJgIMhQsohRYqzUGPfLFa/qzeH+JX5OKpCj3i9/9QYxTQVKQznRuut7iQkyogyjHKelXqoxIXRMhti1VBKBOsjmj07dE6sM3ChWdqRx5+rPi4wIrScitJuCmJFe9mbiv14olpJNdB1kTCapQUkXwVHKXRO7sxbcAVNIDZ9YQqhi9neXjogi1NiuSrYUf7mCv6R1VvUvqxeN80rtJq+nCEdwDKfgwxXU4A7q0AQKCE/wDC/Oo/PqvDnvi9WCk98cwi84H98NLJOf</latexit>

k

<latexit sha1_base64="lB0esCT1WMGcFvi8mtCPttkSb9E=">AAAB+HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPRi0dI5JHAhswODYzMzm5mZk1wwxd41bs349W/8eqXOMAeFKykk0pVd6pTQSy4Nq775eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUK6AaBZdYN9wIbMUKaRgIbAaj26nffESleSTvzThGP6QDyfucUWOl2kO3WHLL7gxkmXgZKUGGarf43elFLAlRGiao1m3PjY2fUmU4EzgpdBKNMWUjOsC2pZKGqP109uiEnFilR/qRsiMNmam/L1Iaaj0OA7sZUjPUi95U/NcLwoVk07/2Uy7jxKBk8+B+IoiJyLQF0uMKmRFjSyhT3P5O2JAqyoztqmBL8RYrWCaNs7J3Wb6onZcqN1k9eTiCYzgFD66gAndQhTowQHiGF3h1npw35935mK/mnOzmEP7A+fwBC5iTng==</latexit>

j

<latexit sha1_base64="HHSwtb1LCzp9o6b0WHHofvcq3TY=">AAACCHicbVDLSsNAFL3xWeujUZduBovgqiTia1l047KCfUAbwmQ6acfOJGFmItSQH/AX3Orenbj1L9z6JU7aLrT1wIXDOfdyDydIOFPacb6speWV1bX10kZ5c2t7p2Lv7rVUnEpCmyTmsewEWFHOItrUTHPaSSTFIuC0HYyuC7/9QKVicXSnxwn1BB5ELGQEayP5dqUnsB4GYfaY+xm7z3276tScCdAicWekCjM0fPu7149JKmikCcdKdV0n0V6GpWaE07zcSxVNMBnhAe0aGmFBlZdNgufoyCh9FMbSTKTRRP19kWGh1FgEZrOIqea9QvzXC8TcZx1eehmLklTTiEwfhylHOkZFK6jPJCWajw3BRDKTHZEhlpho013ZlOLOV7BIWic197x2dntarV/N6inBARzCMbhwAXW4gQY0gUAKz/ACr9aT9Wa9Wx/T1SVrdrMPf2B9/gAvnZpb</latexit>zij

<latexit sha1_base64="x4ZbZK4SzCtb03vAlnr0xsMn3oU=">AAACCHicbVDLSsNAFL2pr1ofjbp0EyyCq5KIr2XRjcsK9gFtKJPppB06MwkzE6GG/IC/4Fb37sStf+HWL3HSZqGtBy4czrmXezhBzKjSrvtllVZW19Y3ypuVre2d3aq9t99WUSIxaeGIRbIbIEUYFaSlqWakG0uCeMBIJ5jc5H7ngUhFI3GvpzHxORoJGlKMtJEGdrXPkR4HYfqYDVI6yQZ2za27MzjLxCtIDQo0B/Z3fxjhhBOhMUNK9Tw31n6KpKaYkazSTxSJEZ6gEekZKhAnyk9nwTPn2ChDJ4ykGaGdmfr7IkVcqSkPzGYeUy16ufivF/CFzzq88lMq4kQTgeePw4Q5OnLyVpwhlQRrNjUEYUlNdgePkURYm+4qphRvsYJl0j6texf187uzWuO6qKcMh3AEJ+DBJTTgFprQAgwJPMMLvFpP1pv1bn3MV0tWcXMAf2B9/gAxMppc</latexit>zik

<latexit sha1_base64="zVSLaCnxlSLuHcSj8/ir6zyTILE=">AAACCHicbVDLSsNAFL2pr1ofjbp0EyyCq5KIr2XRjcsK9gFtKJPppB07MwkzE6GE/IC/4Fb37sStf+HWL3HSZqGtBy4czrmXezhBzKjSrvtllVZW19Y3ypuVre2d3aq9t99WUSIxaeGIRbIbIEUYFaSlqWakG0uCeMBIJ5jc5H7nkUhFI3GvpzHxORoJGlKMtJEGdrXPkR4HYTrKBunkIRvYNbfuzuAsE68gNSjQHNjf/WGEE06Exgwp1fPcWPspkppiRrJKP1EkRniCRqRnqECcKD+dBc+cY6MMnTCSZoR2ZurvixRxpaY8MJt5TLXo5eK/XsAXPuvwyk+piBNNBJ4/DhPm6MjJW3GGVBKs2dQQhCU12R08RhJhbbqrmFK8xQqWSfu07l3Uz+/Oao3rop4yHMIRnIAHl9CAW2hCCzAk8Awv8Go9WW/Wu/UxXy1Zxc0B/IH1+QMUW5pK</latexit>gkj

Triangle Attention
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Figure 2: Overview of the proposed GroupBind paradigm. (a) GroupBind leverages other ligands
GL1:K

known to bind the same target protein GP to facilitate the docking of GL0 . (b) GroupBind
introduces the message passing across group ligands and the triangle attention module between
group ligands and proteins. (c) GroupBind is not limited to any specific docking framework and can
be integrated into existing models (dashed gray box) with the aforementioned modules (blue ones).

3.1 PRELIMINARIES

Problem Definition and Notation. In the molecular docking task, we are provided with a protein
(pocket) P with NP residues and a ligand L with n atoms. Our goal is to find the docking pose
x ∈ R3n of the ligand in this binding site. Following previous work (Lu et al., 2022; Corso et al.,
2022), we represent a protein pocket as a residue-level proximity 3D graph GP = {VP , EP }, where
VP denotes the residue vertex set consisting of residue vertex features vP ∈ RNP×Na (such as
amino acid types) and Cα atom positions of residues xP ∈ RNP×3, and EP denotes the edge set
which is built upon residue 3D proximity. Similarly, the small molecule ligand is also represented as
a 3D graph GL = {VL, EL}. Since bond lengths, angles, and small rings in the ligand can be regarded
as rigid structures, the torsion angles almost determine the flexibility of ligand conformations x.
Thus, we can also define the space of ligand poses on a submanifold Mc ∈ Rm+6 instead of R3n

given the seed conformation c (Corso et al., 2022), where m is the number of rotatable bonds in the
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ligand and the six additional degrees of freedom correspond to the roto-translation relative to the
protein pocket.

Diffusion Model for Molecular Docking. Recently, DiffDock (Corso et al., 2022) proposed to
formulate molecular docking as a generative task, with the objective of modeling the conditional
distribution p(g|GP ,GL) and g ∈ Mc. For a given seed conformation c, we can define a bijection
P → Mc, where P = T(3)× SO(3)× SO(2)m is the production space of ligand translation r, ro-
tation R, and torsion angles θ. Leveraging recent progress of diffusion models on Riemannian man-
ifolds (De Bortoli et al., 2022), we can define the forward diffusion independently in each manifold,
resulting in a direct-sum tangent space: TgP = TrT3 ⊕ TRSO(3)⊕ TθSO(2)m ∼= R3 ⊕R3 ⊕Rm.
Based on this formulation, we can train the diffusion model by score matching on translational
scores, rotational scores and torsional scores, and sampling ligand poses by running the reverse
diffusion process (Song et al., 2021).

3.2 MODELING GROUP LIGANDS

Existing deep learning-based models for molecular docking consider each protein-ligand pair indi-
vidually. However, one important biological observation suggests that when multiple ligands are
capable of binding to a common protein pocket, the resulting docking poses are expected to exhibit
a significant degree of similarity. To include this inductive bias, we propose to model the docking
poses of a group of ligands given the common protein pocket, instead of modeling them individu-
ally. Specifically, we are docking a ligand GL0

along with k other ligands of interest GL1
, . . . ,GLK

to a shared protein pocket GP . The K other ligands GL1:K
could be the ones whose docking poses

we are also interested in, or retrieved from some database as the augmented ligands to help us dock
GL0

. Importantly, we do not utilize the binding structural information of augmented ligands GL1:K

during the inference phase, but only leverage these ligands known to bind to the same protein to im-
prove single protein-ligand docking performance. Under this formulation, our modeling objective
becomes the product space Pg of translation, rotation and torsion angles of this group of ligands, i.e.

p ((r0:K , R0:K , θ0:K)|GP ,GL0:K
) , (1)

where Pg = T(3)(K+1) × SO(3)(K+1) × SO(2)
∑K

k=0mk .

Considering the effectiveness of generative models in molecular docking, such as diffusion models
(Corso et al., 2022), we choose to adopt a diffusion framework to model the binding distribution.
However, our modules can be integrated into other frameworks that use pairwise representations of
molecules. The key technical challenge lies in enabling each ligand to become aware of other ligands
in the group to improve docking performance. In the following, we will explain how we address this
by constructing graphs among group ligands and introducing novel network architectures that allow
the model to account for interactions within the group.

3.3 PARAMETERIZATION OF GROUPBIND

Construct Ligand Group. Ligands are grouped together when they share the same protein binding
pocket, as outlined in Algorithm 1 in Appendix. We group complexes based on the protein’s UniProt
ID and name provided in the original PDBBind dataset. To align proteins within the same group,
we use the Kabsch algorithm (Kabsch, 1976) to compute the optimal roto-translation based on the
longest common subsequence of amino acids. The reference protein is chosen as the one with the
lowest average root-mean-square deviation (RMSD) from others in the group. The resulting optimal
rigid transformations are applied to both the protein and ligand in other complexes. To ensure high-
quality training data, we also filter out complexes with protein-ligand minimum distances that are
either too close or too far.

Build Group Ligands Graph. To facilitate the exchange and aggregation of useful docking infor-
mation, we construct a graph across ligands in the group by placing all group ligands in the same
coordinate system and adding edges between different ligands. This design facilitates the exchange
and aggregation of useful docking information among ligands.. A straightforward approach to con-
structing the group ligands graph is to dynamically build a radius graph or k-NN graph based on
the diffused group ligands, which are the ligands with added noise during the diffusion process.
This is similar to how the protein-ligand heterogeneous graph is constructed. However, in scenarios
where the noise level is high, the edges formed based on 3D proximity relative to the protein may
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inadvertently link two atoms in different ligands with entirely distinct interactions with the protein
pocket. In such cases, the message passing process among group ligands might not yield helpful
insights and, in fact, could have adverse effects. Conversely, considering the computational resource
constraints, creating a fully-connected graph for group ligands and discerning which connections
are pertinent from the data is also impractical. 1

Given that ligands binding to the same protein pocket typically exhibit some degree of structural
similarity, we propose an approach to construct the group ligands graph that is independent of the
protein pocket. This independence implies that the construction of the group ligands graph is solely
based on the structural and 3D geometry similarities among ligands. To achieve this, we initially
conduct 2D molecular graph matching, establishing a one-to-one mapping through the Maximum
Common Substructure (MCS) (Raymond & Willett, 2002). For those unmatched atoms, we build
edges by connecting their neighbors within 4Å if these ligands are presented as training data. Other-
wise, i.e. in the inference phase, we perform 3D matching (Wildman & Crippen, 1999) on generated
molecular conformers and similarly connect neighbors within a 4Å radius. The edges among group
ligands are independent of the diffusion time, and since the C-C bond length is about 1.5Å. The 4Å
is chosen by assuming each atom can interact with corresponding 2-hop neighbors.

Message Passing across Group Ligands. To make group ligands aware of each other, we introduce
a message passing mechanism across group ligands based on the aforementioned group ligands
graph. Similar to DiffDock, we utilize irreducible representations (irreps) of SO(3) (Thomas et al.,
2018; Fuchs et al., 2020) to construct the message passing layer, implemented with the e3nn library
(Geiger & Smidt, 2022). Denoting the group ligands graph as A, the node features as hj and hk,
where j, k represent atoms from two different ligands, with k being in the neighborhood of j within
the group ligands graph, i.e. {j ∈ VLg

, k ∈ VLg′ | g ̸= g′, (j, k) ∈ EA}, the message passing layer
for each ligand atom j within group ligands at ℓ-th layer is then defined as follows:

∆Ah
(ℓ)
j = BN

(
1

|NA(j)|
∑

k∈NA(j)

Y (r̂jk)⊗ψjk
h
(ℓ)
k

)
, (2)

ψjk = ϕe([h
(ℓ)
j ,h

(ℓ)
k , ejk]),

where BN indicates the batch normalization layer, Y (rjk) are the spherical harmonics of edge vector
rjk up to l = 2, and ⊗ψjk

denotes the spherical tensor product with path weights ψjk, which is
obtained through a MLP ϕe taking as input the edge embedding ejk and scalar node features. The
node feature update ∆Ah

(ℓ)
j will be combined with other updates derived from the base docking

neural network to obtain the updated the ligand node feature h
(ℓ+1)
L , as shown in Figure 2.

Triangle Attention Between Group Ligands and Protein. While the above message passing
mechanism establishes connections between different ligands within the group, it lacks consider-
ation for the interaction consistency with the protein. Inspired by AlphaFold2 (Jumper et al., 2021),
we introduce a triangle attention module upon pair embeddings to incorporate geometric consis-
tency. It is worth noting that Lu et al. (2022); Zhang et al. (2022) also employ triangle attention
modules to enforce geometric constraints. However, a key distinction lies in our attention module
operates across different ligands, reflecting a fundamentally different underlying motivation: if atom
j in ligand Lg can interact with amino acid i, then the corresponding atom k in a similar ligand Lg′
should also interact with amino acid i.

To incorporate this idea, we first construct pair representations zij for protein-ligand edges, and gjk
for group ligand-ligand edges, which are both obtained from MLPs with scalar node features and
edge embeddings:

z
(ℓ)
ij = ϕc([h

(ℓ)
i ,h

(ℓ)
j , e

(ℓ)
ij ]),

g
(ℓ)
jk = ϕg([h

(ℓ)
i ,h

(ℓ)
j , ejk]).

(3)

When ligand atoms j and k exhibit structural similarity, it is expected that they would engage in
similar interactions with any protein atom i. To capture this, we implement a triangle multi-head

1As we will see below, the computational cost of triangle attention is O(|Epl| × |Egl|2), where |Epl| is the
number of edges between protein and ligands, and |Egl| is the number of edges between group ligands. A
fully-connected graph will induce a large number of |Egl| and thus a high computational cost.
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attention mechanism involving atoms i, j, k to update pair features zij . The attention weight is
controlled by gjk, leading to the following formulation in Equation 4:

z
(ℓ)
ij = z

(ℓ)
ij +Linear

(
concath

(∑
k

s
(ℓ)h
ijk v

(ℓ)h
ik ϕ(z

(ℓ)h
ij )

))
,

s
(ℓ)h
ijk = softmax

( 1√
c
q
(ℓ)h
ij

⊤
k
(ℓ)h
ik + b

(ℓ)h
kj

)
, (4)

where qij ,kik,vik are linear transformations of protein-ligand pair embedding z, and bkj is the
linear transformation of group ligand pair embedding gkj . ϕ is a gated linear transformation and c
is the dimensionality of the query / key / value features.

Similarly, we can exchange the roles of key embedding kik and attention bias bkj , resulting in
a new attention module with group pair embedding as attention keys, which is stacked with the
aforementioned attention module to improve the model capacity:

z
(ℓ)
ij = z

(ℓ)
ij + Linear

(
concath

(∑
k

s
(ℓ)h
ijk v

(ℓ)h
kj ϕ(z

(ℓ)h
ij )

))
,

s
(ℓ)h
ijk = softmax

( 1√
c
q
(ℓ)h
ij

⊤
k
(ℓ)h
kj + b

(ℓ)h
ik

)
. (5)

Finally, we update the pairwise protein-ligand edge features with the pair representation z
(ℓ)
ij and the

initial edge embedding e0ij through MLPs:

e
(ℓ+1)
ij = ϕ2([e

(0)
ij , ϕ1(z

(ℓ)
ij )]). (6)

In this way, we introduce a pairwise protein-ligand edge hidden variable e
(ℓ)
ij (l = 0, . . . , L − 1)

which is updated through layers, instead of regarding them as fixed edge embeddings. This allows
effective message passing between protein and group ligands through layers.

3.4 TRAINING AND INFERENCE

Auxiliary Distance Prediction. By constructing eij as a hidden variable, we can encode more
structural information into it, not merely using it as an edge feature. We propose to predict the binned
protein-ligand distances from the pair representations during the training phase, i.e. d̂bij = ϕd(e

L
ij).

It provides the supervised signal to make pairwise features encode specific geometric information.
Since in this work, we integrate GroupBind with the DiffDock framework, the auxiliary training loss
becomes a weighted cross entropy loss based on the diffusion time t:

Ldist =
1

Npairs
e−t

∑
i,j

B∑
b=1

dbij log d̂
b
ij , (7)

where B is the total number of distance bins.

Confidence Model. Following DiffDock, we also train a confidence model to perform ranking on
sampled ligand poses. We run the trained diffusion model to collect a set of candidate poses for
each target protein and generate the binary label by checking whether the ligand RMSD is less
than 2 Å. Notably, unlike DiffDock, our confidence model involves ranking a group of ligand poses
that can bind to the same protein. In the preliminary experiments, we observed that training the
confidence model to directly predict the group score did not yield optimal results. Instead, training
the confidence model to predict individual scores and subsequently computing the group score by
averaging them proved more effective, i.e. the group confidence is

c(x0, . . . ,xK) =
1

K

K∑
k=0

ϕc(xk) ,

where ϕc is the confidence model, and we rank ligand poses (x0, . . . ,xK) as a group by the group
confidence c(x0, . . . ,xK) instead of ranking them individually.
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Network Implementation. Following TANKBind Lu et al. (2022), we also apply the ML-based
ligand binding sites prediction algorithm P2Rank Krivák & Hoksza (2018) to segment the protein
into potential binding pockets, which is mainly due to computational memory considerations. Ad-
ditionally, in most real application scenarios, the ligand binding site is known. We set the pocket
radius as 20 Å, which is large enough to enclose the ligand molecules in most cases. The denoising
network consists of embedding layers, interaction layers and output layers following DiffDock, and
each interaction layer is combined with our proposed group-ligand interaction layer and triangle
attention layer between group ligands and protein. Since our proposed modules introduce addi-
tional parameters, we use five interaction layers instead of six, resulting in 18.8 million trainable
parameters, which is on par with 20.3 million parameters of DiffDock.

Training Consideration. During the training phase, we set the maximum number of ligands in
the group (in which the ligands can bind to the same target protein) as 5. If there are more than
five ligands binding to the same protein, we perform the agglomerative clustering Defays (1977) on
ligands based on their Tanimoto similarity Bajusz et al. (2015) to make sure each group has less than
or equal to 5 ligands. We select ligands whose center of mass is less than 8 Å from the center of
native pocket or P2Rank predict pockets as training data.

Inference Procedure. During inference, we do not rely on 3D structural data of the ligands. Instead,
we leverage 2D representations of other ligands known to bind to the same protein to improve the
docking performance of the query ligand. Given a protein and a query ligand, we search the database
(in our case, the PDBBind dataset) to identify ligands that bind to the same protein. If such ligands
are found, they are incorporated into the docking process alongside the query ligand. The resulting
docking pose of the query ligand is then used as the final output. If no such ligands are available,
our approach defaults to the standard single-ligand docking settings, as explored in prior studies.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Dataset. We evaluate our method on PDBBind v2020 dataset (Liu et al., 2015), which contains
structures of 19443 protein-ligand complexes collected from PDB (Berman et al., 2003). We use
the same processed proteins as Stärk et al. (2022), which uses reduce2 to correct and add miss-
ing receptor hydrogens. We use the same time-based split following previous work (Stärk et al.,
2022; Lu et al., 2022; Corso et al., 2022), resulting in 17k complexes from 2018 or earlier for train-
ing/validation and 363 complexes from 2019 with no ligand overlap for testing.

Baselines. We compare our model with search-based methods SMINA Koes et al. (2013), GN-
INA McNutt et al. (2021), and various state-of-the-art deep learning methods EquiBind Stärk et al.
(2022), TANKBind Lu et al. (2022) and DiffDock Corso et al. (2022). For searching-based methods
SMINA and GNINA, we also test their variants by combining them with P2Rank or EquiBind to
identify the initial binding site first.

GroupBind. We test the performance of GroupBind under different settings, denoted as different
postfixes: 1. Ref: Utilizes the native protein pocket, where the pocket center is defined as the
centroid of the centers of mass (CoMs) of the group ligands. 2. P2R: Uses the top-3 P2Rank
predicted pockets. For each pocket, we sample the same number of ligand poses and apply our
confidence model to select the top-K ligands across all poses. 3. S(G): Groups ligands within the
test set for self-augmentation, denoted as self-augment variant (“-S”). The 363 test ligands form 86
groups (255 ligands) with more than one ligand in each group, and 108 groups with single ligand. 4.
A(G): Expands the augmented ligand database using ligands from the training set, allowing for the
augmentation of 32 out of the 108 single ligands. 5. N(G): No augmented ligand database is used,
only the original ligands are utilized for docking.

4.2 IMPROVING DOCKING PERFORMANCE WITH GROUPBIND

Following prior work Stärk et al. (2022); Lu et al. (2022); Corso et al. (2022), in assessing the quality
of the generated complexes, we calculate the permutation symmetry corrected Meli & Biggin (2020)

2https://github.com/rlabduke/reduce
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Table 1: Summary of top-1 ligand RMSD and top-5 ligand RMSD metrics of baselines and GROUP-
BIND variants. Baseline results are from the original DIFFDOCK paper, except the DIFFDOCK itself,
which we perform sampling following the official repository and report the evaluation results. (↑) /
(↓) denotes a larger / smaller number is better. The best results are highlighted with bold text (The
GROUPBIND-REF variants are not taken into consideration for a fair comparison).

Top-1 Ligand RMSD Top-5 Ligand RMSD
Percentiles (↓) % < thres. (↑) Percentiles (↓) % < thres. (↑)

Method 25th 50th 75th 5Å 2Å 25th 50th 75th 5Å 2Å

GNINA 2.4 7.7 17.9 40.8 22.9 1.6 4.5 11.8 52.8 29.3
SMINA 3.1 7.1 17.9 38.0 18.7 1.7 4.6 9.7 53.1 29.3

TANKBIND 2.5 4.0 8.5 59.0 20.4 2.1 3.4 6.1 67.5 24.5
P2RANK+SMINA 2.9 6.9 16.0 43.0 20.4 1.5 4.4 14.1 54.8 33.2
P2RANK+GNINA 1.7 5.5 15.9 47.8 28.8 1.4 3.4 12.5 60.3 38.3
EQUIBIND+SMINA 2.4 6.5 11.2 43.6 23.2 1.3 3.4 8.1 60.6 38.6
EQUIBIND+GNINA 1.8 4.9 13.0 50.3 28.8 1.4 3.1 9.1 61.7 39.1
DIFFDOCK 1.6 3.6 7.9 59.3 32.4 1.4 2.4 4.8 75.6 41.3

GROUPBIND-P2R-S 1.7 3.4 7.9 57.9 33.2 1.3 2.1 4.2 77.8 47.4
GROUPBIND-P2R-A 1.8 3.2 6.6 66.2 32.1 1.3 2.1 4.0 80.1 48.8
GROUPBIND-Ref-S 1.6 2.8 5.8 69.3 36.6 1.2 2.0 3.9 82.3 50.7
GROUPBIND-Ref-A 1.6 2.9 5.9 70.4 36.3 1.2 2.0 3.6 84.5 49.0

Q9H7Z6P03211

Reference

GroupBind

DiffDock

6oiq: 0.68
6oir: 0.47

6oiq: 3.91
6oir: 9.00

6npm: 2.08
6npi: 2.46
6npp: 2.10

6npm: 5.68
6npi: 1.54
6npp: 1.90

Figure 3: Visualization of two examples (UniProt ID: P03211, Q9H7Z6) with reference ligand
docking poses, GroupBind’s best predicted docking poses and DiffDock’s best predicted docking
poses. There are two and three different ligands that can bind to P03211 and Q9H7Z6, respectively,
highlighted in distinct colors. Reference ligands tend to bind the target protein with similar poses,
which is well captured with GroupBind and results in lower average RMSD compared to DiffDock.

heavy-atom RMSD between predicted and crystal ligand atoms. We report both 25th / 50th / 75th
ligand RMSD percentiles and the percentages of predictions with an RMSD less than 2 Å or 5 Å.

All of baselines and GroupBind variants are able to generate multiple structures and rank them, and
we sample 40 poses per pocket as the same setting of DiffDock. Results of the centroid distance
can be found in the Appendix Section D. We also provide examples of docking poses generated by
GroupBind compared to DiffDock in Figure 3.

We report the top-ranked prediction (Top-1) and the most accurate pose among the five highest
ranked predictions (Top-5) in Table 1. It can be seen that GROUPBIND-P2RANK, the models in
the full blind docking setting and thus fair to other baselines, can outperform all previous methods
with a clear margin, especially in top-5 ligand RMSD. The self-augment variant (“-S”) and training-
augment variant (“-A”) can achieve 47.4% and 48.8% with RMSD < 2 Å. We analyze the effects of
using augmented ligand molecules comprehensively in Section 4.3. When provided with the native
reference pocket, the top-1 ligand RMSD is significantly improved to 36.6% and 36.3% respec-
tively. These results indicate that GroupBind can improve the docking performance by effectively
leveraging the fact that multiple ligands tend to bind the same target protein in similar poses.
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Figure 4: Analysis of the effect of augmented ligands. (a) The docking success rate (ligand RMSD
< 2 Å) increases with the number of selection increases. (b) Effect of the group size. “SG” and “AG”
indicate group ligands within test set and further utilize ligands from the training set respectively.
(c) Effect of Group Similarity. X-axis denotes the Tanimoto similarity within the ligand group and
Y-axis denotes the average best docking RMSD. (d) Effect on Different Subsets. “w/SG, w/AG
and w/o G” indicates the subsets where augmented ligands from the test set, the training set, and
no augmented ligands can be used respectively. “SG, AG, NG” indicates the corresponding model
performance under different augmented ligands settings: test set, training set and no augmented
ligands. For (b)(c)(d), the best docking pose among 40 candidates is applied for the success rate.
Taking a closer look at the top-K fraction with ligand RMSD < 2 Å, we can see that our proposed
GroupBind is consistently better than DiffDock for K > 1 and the margin becomes larger as K
increases, as shown in Figure 4a. With the perfect selection (equivalent to K = 40), GroupBind
can achieve around 55% - 60% success rate while DiffDock can only achieve 47%. This indicates
our model has a great potential to generate high-quality binding pose. Developing a more powerful
confidence model is one promising direction to improve the docking performance further.

4.3 EFFECT OF AUGMENTED LIGANDS

We train GroupBind with the maximum number of ligands in each group as 5. However, we can
assign a different maximum number of ligands during the sampling phase. In Figure 4b, we in-
vestigate the influence of using different numbers of augmented ligands in sampling. Similarly, we
report the perfect selection results to isolate the influence of the confidence model. We can see that
with augmented ligands, the success rate clearly improves, no matter the augmented ligands come
from the test set itself (SG) or the whole dataset (AG). The optimal number of augmentation ligands
does not strictly match the ones we used during training. Upon closer inspection of the structural
similarity within each group, we find a subtle correlation between group similarity and the best
ligand RMSD. This suggests that combining dissimilar ligands proves advantageous for our model
in discerning correct interactions with proteins, ultimately yielding more accurate docking poses.
Consequently, this highlights the pivotal role of the quality of augmentation ligands over their sheer
quantity in enhancing the overall performance of our model. In Figure 4c, the presence of dissimilar
ligands binding to the same pocket provides valuable information to our model, leading to improved
docking accuracy and generally lower RMSD values (Spearman correlation = -0.39). This suggests
that grouping dissimilar ligands is advantageous for our model in discerning correct interactions
with proteins, ultimately yielding more accurate docking poses. In Figure 4d, we split the test set
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into several subsets further to investigate where the performance improvement comes. The subsets
are: (1) w/ SG, where ligands can be augmented with test set itself (255 PDBs), (2) w/ AG, where
ligands can be further augmented by the training/validation set (32 PDBs) and (3) w/o G, where we
can not find the augmented ligands in the whole dataset (76 PDBs). We can see the docking per-
formance can be improved significantly if we can apply augmented ligands (w/ SG, w/ AG), while
for the complexes where we cannot find other augmented ligands binding to the same protein, the
performance remains unchanged and is typically hard to predict (only 30% perfect success rate),
compared to other complexes (50% - 70% success rate).

4.4 ABLATION STUDIES

Table 2: Ablation studies on our proposed modules. “MP-GL” denotes the message passing across
group ligands; “Att” denotes the triangle attention module; “Dist” denotes the auxiliary distance
prediction. The results of perfect selection under 10 samples are reported.

Method MP-GL Att Dist % < 2Å Median

DIFFDOCK 30.6 3.0

GROUPBIND
✓ 35.2 2.6
✓ ✓ 38.8 2.5
✓ ✓ ✓ 42.9 2.2

To investigate the effectiveness of each component in GroupBind, we perform the ablation study as
shown in Table 2. We employ a smaller neural network in both DiffDock and GroupBind variants,
and the results of perfect selection under 10 samples are reported to isolate the influence of the
confidence model. See more experimental setup details and full results in the Appendix Section
C. It can be seen that each component can improve the docking performance substantially. One
surprising thing is that even though the introduction of the auxiliary distance loss is straightforward,
it can further improve the docking performance dramatically, proving the effectiveness of providing
supervised signals to guide the learning of pairwise embedding.

4.5 DOCKING LIGANDS TO NEW PROTEINS

Table 3: Performance comparison between No Augmentation and Augmentation settings.

Top-1 Ligand RMSD Top-5 Ligand RMSD
25th 50th 75th % < 2Å % < 5Å 25th 50th 75th % < 2Å % < 5Å

No Aug 2.3 4.9 24.9 20.5 50.0 1.5 3.2 6.8 34.1 68.2
Aug 1.8 4.7 15.5 29.6 50.0 1.5 3.4 6.3 38.6 65.9

As our method relies on ligands from the same binding group, we considered cases where no binding
information is available for a new protein. In such cases, ligands binding to homologous proteins can
be used as an alternative. To simulate this, we used FoldSeek (Van Kempen et al., 2024) (E-value
< 1e−5) to identify homologous proteins and collected ligands (Tanimoto similarity> 0.5) binding
to them for proteins without known ligands in PDBBind. These ligands were used as augmented
inputs in our method. If neither ligands from the same protein nor homologous proteins are available,
the method defaults to a diffusion-based docking model. Results in Table 3 demonstrate improved
docking performance, showing our method’s flexibility across various scenarios.

5 CONCLUSION

We introduce GROUPBIND for simultaneously docking multiple ligands to protein pockets, a novel
paradigm for the molecular docking task grounded in sound physical intuition. We develop a novel
model equipped with specialized modules to capture the consistency in protein-ligand interactions,
holding the potential for seamless integration with diverse deep learning-based docking frameworks.
Empirical results demonstrate the efficacy of our paradigm and the augmented group ligands. The
limitation of our model lies in the high computation cost of the triangle attention module, render-
ing it impractical for constructing a relatively dense graph between group ligands and the protein.
Furthermore, the proposed paradigm is contingent on the availability of group ligand binding infor-
mation, presenting a limitation in scenarios where such data is absent. One potential future work is
to leverage non-binding ligand information and construct a model that learns to selectively identify
ligands beneficial for the docking process.
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A CASE MOTIVATION

(a) 6g2c (b) 6g29

Figure 5: PDB entries 6g2c and 6g29 contain distinct ligands (Tanimoto similarity = 0.26) that bind
to the same pocket but share similar binding poses.

PDB entries 6g2c and 6g29 contain distinct ligands (Tanimoto similarity = 0.26) that bind to the
same pocket. Despite their differences, several key interactions are conserved: for instance, a hy-
drogen bond is formed between N3 in 6g2c / N12 in 6g29 and an oxygen atom in the side chain of
a pocket residue, while π-stacking interactions occur between the ring C7-C8-N9-C10-N11 in 6g2c
/ ring C8-N7-N6-C4-C3-C2 in 6g29 and two benzene rings in the side chains of pocket residues.
These conserved interactions ultimately result in similar binding poses for these distinct ligands.

B DATA PROCESSING DETAILS

We illustrate how we prepare the data for GROUPBIND in Section 1. After processing the original
PDBBind v2020 dataset, we obtain 7323 groups (17649 complexes) for the training set, with 46.3 %
groups having more than one ligand. By setting the maximum ligands in each group as 5, we have
8237 datapoints with 51.3 % datapoints with more than one ligand.

In Figure 6a, we present a histogram showing the number of ligands per pocket. There are 7697
unique pockets for the 19k complexes in the PDBBind dataset. Among these, 3,681 pockets (47.8%)
contain more than one ligand. Additionally, Figure 6b illustrates the Tanimoto similarity of ligands
within each group (with two or more ligands). This analysis shows that while some pockets are
indeed bonded with similar ligands, a larger portion of pockets contain ligands that are dissimilar.

(a) The number of ligands per pocket.
(b) The Tanimoto similarity of ligands within each
group.

Figure 6: Group Ligands Statistics in the PDBBind dataset.
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Algorithm 1 Procedure of preprocessing data for GROUPBIND

Input: A (unaligned) dataset with protein-ligand complexes {(P(i),L(i))}Ni=1.
Output: An aligned dataset {(P(i),L(i)

1:Gi
)}Mi=1. Each datapoint has an aligned protein P(i) and a

group of ligands L(i)
1:Gi

that can bind to this protein.
1: Group complexes initially by their proteins’ UniProt IDs and names, which are provided in the

raw PDBBind dataset.
2: Further cluster proteins by aligning their amino acid sequences and then performing agglomer-

ative clustering Ward Jr (1963) with the optimal number of clusters, which is determined using
silhouette scores Tibshirani et al. (2001).

3: Align proteins in each group by finding the longest common subsequence of amino acids and
apply the Kabsch algorithm Kabsch (1976) to obtain the optimal rototranslation. Compute
pairwise alignment RMSDs.

4: Based on the alignment RMSD, select the protein with minimum average RMSD to others as
the reference protein. For other proteins, apply to complexes with the solved optimal rigid
transformations relative to the reference protein.

5: Cluster grouped complexes further by ligand centers to make sure group ligands are in the same
pocket. Repeat alignment steps 3 and 4.

6: Isolate complexes as single groups that have too close (< 0.4 Å) or too far (> 3.0 Å) minimum
protein-ligand distances.

C EXPERIMENTAL DETAILS

C.1 MODEL DETAILS

We use the same way to construct the protein-ligand heterogeneous graph as DIFFDOCK and follow
the same node and edge featurization to make sure the performance improvement come from our in-
troduced GROUPBIND paradigm. The triangle attention module between protein and group ligands
is employed at the beginning of each layer, with 4 attention heads and 128-dimension key / query /
value hidden features. The model consists of 5 layers with 48 scalar features and 10 vector features,
except that in the ablation study Section 4.4, we use a smaller model with 24 scalar features and 6
vector features.

C.2 TRAINING DETAILS

Since our GROUPBIND operates on the pocket level, we set a smaller sigma 10.0 for the translational
noise. The other diffusion related parameters remain same as DIFFDOCK. For the auxiliary distance
loss (Section 7), we map the distance to 40 bins from 2 Å to 22 Å, and the distance loss is weighted
by 0.1 and added to the score matching loss. We train our model with AdamW Loshchilov & Hutter
(2017) optimizer with the learning rate of 0.001 and the weight decay of 10.0.

D ADDITIONAL RESULTS

Following prior work, we also evaluate the top-1 and top-5 centroid distance in Table 4. It can be
seen that our models are consistently better than all previous baselines. Augmentation with ligands
from the training set also improves the model’s performance in terms of centroid distances. We also
provide the full results of ablation studies (Section 4.4) and different numbers of augmented ligands
(Section 4.3) in Table 5 and Table 6 for further reference.

E TRAINING AND INFERENCE TIME

We trained our model on eight NVIDIA A100 GPUs for 350 epochs. Each epoch takes about 9min
so the total training time is about 52.5 hrs. In comparison, DiffDock is trained on four 48GB RTX
A6000 GPUs for 850 epochs (around 18 days). Considering the performance of A100 is about
twice that of A6000, the actual training cost for our model and DiffDock is approximately 1:2. The
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Table 4: Summary of top-1 and top-5 ligand centroid distance metrics of baseline models and
GROUPBIND variants. (↑) / (↓) denotes a larger / smaller number is better. The best results are
highlighted with bold text.

Top-1 Centroid Distance Top-5 Centroid Distance
Percentiles (↓) % < thres. (↑) Percentiles (↓) % < thres. (↑)

Method 25th 50th 75th 5Å 2Å 25th 50th 75th 5Å 2Å

GNINA 0.8 3.7 23.1 53.6 40.2 0.6 2.0 8.2 66.8 49.7
SMINA 1.0 2.6 16.1 59.8 41.6 0.6 1.9 6.2 72.9 50.8

TANKBIND 0.9 1.8 4.4 77.1 55.1 0.8 1.4 2.9 86.8 62.0
P2RANK+SMINA 0.8 2.6 14.8 60.1 44.1 0.6 1.8 12.3 66.2 53.4
P2RANK+GNINA 0.6 2.2 14.6 60.9 48.3 0.5 1.4 9.2 69.3 57.3
EQUIBIND+SMINA 0.7 2.1 7.3 69.3 49.2 0.5 1.3 5.1 74.9 58.9
EQUIBIND+GNINA 0.6 1.9 9.9 66.5 50.8 0.5 1.1 5.3 73.7 60.1
DIFFDOCK 0.6 1.4 3.2 80.6 60.4 0.4 0.7 1.8 89.8 78.7

GROUPBIND-P2RANK-S 0.5 1.0 3.1 81.2 67.6 0.3 0.6 1.3 91.1 82.3
GROUPBIND-P2RANK-A 0.5 1.0 2.4 83.7 71.5 0.3 0.6 1.2 93.1 84.5
GROUPBIND-Ref-S 0.4 0.8 1.6 94.5 80.3 0.3 0.6 1.1 96.7 88.1
GROUPBIND-Ref-A 0.4 0.8 1.5 94.7 84.5 0.3 0.6 1.0 97.2 90.6

Table 5: Full results of GROUPBIND ablation studies.

Percentiles (↓) % < thres. (↑)
Method MP-GL Att Dist 25th 50th 75th 5Å 2Å

DIFFDOCK 1.76 2.98 5.21 73.3 30.6

GROUPBIND
✓ 1.70 2.51 4.33 83.9 35.2
✓ ✓ 1.49 2.50 3.98 84.2 38.8
✓ ✓ ✓ 1.39 2.23 4.10 84.2 42.9

Table 6: Full results with different maximum numbers of ligands in each group.

Percentiles (↓) % < thres. (↑)
Method # Ligs 25th 50th 75th 5Å 2Å

GROUPBIND-Ref-S

1 1.09 1.86 3.32 87.5 53.5
2 1.02 1.70 3.20 88.6 57.9
3 1.04 1.74 3.19 87.8 55.4
4 1.07 1.73 2.96 89.5 56.5
5 1.03 1.72 3.16 88.9 56.5

GROUPBIND-Ref-A

2 1.00 1.66 3.18 88.1 56.8
3 0.99 1.71 3.18 89.2 56.2
4 1.04 1.6 3.07 90.0 59.6
5 1.02 1.7 2.93 90.0 59.0
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reduced training time for our model can be attributed to training at the pocket-level and grouping
ligands, which leads to a smaller number of training data points compared to DiffDock.

The average time for our method to generate 40 samples per pocket is 30s (with a maximum number
of ligands in a group set to 5). If we are interested in docking poses of multiple different ligands for
the same protein, the actual average inference time for each ligand will be lower.

Method Inference Time (s)
GNINA 127
SMINA 126
TANKBIND 0.7 / 2.5
P2RANK + SMINA 126
P2RANK + GNINA 127
EQUIBIND + SMINA 126
EQUIBIND + GNINA 127
DiffDock 40
Ours (per pocket) 30

Table 7: Inference time comparison between different docking methods.

F ADDITIONAL EXPERIMENTS

Figure 7: PoseBuster Results

Figure 8: ComBind Results
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We further compare our model and DiffDock under the PoseBuster benchmark (Buttenschoen et al.,
2024) in Figure 7. Our model achieves a higher overall success rate than DiffDock, though with
a lower PB-Valid success rate. Upon closer investigation, we found that our generated docking
poses may contain more instances of unreasonable protein-ligand distances than those generated by
DiffDock, which could be a side effect of incorporating augmented ligands.

We also included the experiment on the ComBind benchmark (Paggi et al., 2021) in Figure 8. As
shown, our method consistently outperforms DiffDock across these 30 distinct proteins, benefiting
from the insight that multiple ligands binding to the same protein pocket tend to exhibit similar
docking poses. However, our model still shows performance gaps compared to ComBind. On one
hand, this advantage arises because ComBind defines the docking grid using the center of mass
(CoM) of the reference ligand, allowing the method to leverage this information. On the other hand,
we attribute this to the more limited generalization ability of DiffDock compared to classic physics-
based docking methods like GLIDE, which is used in ComBind. Combining our framework with
a more robust backbone model that offers better generalization remains a promising direction for
future work.
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