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Abstract

This work proposes a novel framework based on nested evolving set processes to
accelerate Personalized PageRank (PPR) computation. At each stage of the pro-
cess, we employ a localized inexact proximal point iteration to solve a simplified
linear system. We show that the time complexity of such localized methods is up-
per bounded by min{O(R?/e2), O(m)} to obtain an e-approximation of the PPR
vector, where m denotes the number of edges in the graph and R is a constant
defined via nested evolving set processes. Furthermore, the algorithms induced
by our framework require solving only O(1/4/a) such linear systems, where «
is the damping factor. When 1/e? < m, this implies the existence of an algo-
rithm that computes an e-approximation of the PPR vector with an overall time
complexity of O(R?/(y/ae?)), independent of the underlying graph size. Our re-
sult resolves an open conjecture from existing literature [9, 57]. Experimental
results on real-world graphs validate the efficiency of our methods, demonstrating
significant convergence in the early stages.

1 Introduction

We study efficient local methods for computing the PPR vector w € R"”, defined by
(I-(1—-a)I+AD™)/2))m = ae,, 1)

where e; € R” is the standard basis vector corresponding to the source node s € V, and « € (0, 1)
is the damping factor. Here, A € R™*"™ and D € R"*™ are the adjacency and degree matrices
of an undirected graph G(V, £) with n = |V| nodes and m = |€| edges, respectively. The vector
7 measures the importance of nodes in V from the perspective of the source node s, which is the
steady-state distribution of a lazy random walk on G. Specifically, given a precision parameter e,
our goal is to design local algorithms that compute an e-approximation 7, i.e., one that satisfies
D~ (# — 7)||o < e, while avoiding access to the entire graph.

Andersen et al. [4] proposed the first local method, called the Approximate Personalized PageRank
(APPR) algorithm, to approximate 7, achieving a time complexity of O(1/(«e)). To further charac-
terize the locality of 7, Fountoulakis et al. [20] introduced a variational formulation of Eq. (I) and
applied a proximal gradient method to compute local estimates with a comparable time complexity
to APPR. Both methods critically rely on the monotonically decreasing ¢;-norm of the residual (or
gradient) to ensure the time complexity remains locally bounded.

Note that Eq. () can be reformulated as a strongly-convex minimization problem with condition
number 1/a. It is natural to ask whether accelerated local methods can be designed with a time
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complexity that depends on 1/+/« [[9]. However, the main challenge lies in the fact that accelerated
methods [[I[6, BY] typically involve momentum terms, which disrupt the key property, namely the
monotonically decreasing ¢1-norm of the residual (or gradient), relied on by existing local algorithms
[, P0]. As aresult, standard accelerated methods may access up to n nodes per iteration, leading to
known upper bounds of O(m/+/«) for solving Eq. (Il). To preserve monotonicity, Martinez-Rubio
et al. [37] proposed a subspace-pursuit style algorithm that performs accelerated projected gradient
descent (APGD) in each iteration; however, the number of APGD calls required can still be as large
as O(|S8*]), where S* is the support of the optimal solution. Recently, Zhou et al. [57] introduced
a localized Chebyshev method inspired by the evolving set process [BR]. However, the proposed
method is heuristic, and its convergence remains unknown, as the accelerated local bounds rely
heavily on the assumption that the gradient norm decreases at each iteration.

This work develops a locally Accelerated Evolving Set Process (AESP) framework that provably
runs O(1/+/a) short evolving set processes instead of a single long one. Our AESP is based on
inexact accelerated proximal point iterations to accelerate APPR. Each stage guarantees a monotonic
decrease in the ¢;-norm of the gradient by using local methods to solve a regularized PPR linear
system with a constant condition number. Hence, it converges faster than APPR in the early stages.

Let vol(S;) and 7, denote the average volume and the average /;-norm of the gradient ratio of
the active nodes processed at the ¢-th round. We show that each evolving set process has a time
complexity of O(vol(S;)/7,), and that AESP-induced algorithms have a total time complexity of

O(vol(S;)/(v/a7,)), matching the accelerated bound conjectured by Zhou et al. [52]. Additionally,
we prove that vol(S;) /7, admits an upper bound of min{O(R?/e?),2m}, where R is a constant
defined via nested evolving set processes. As a result, the algorithms induced by AESP achieve a
time complexity bound that reflects a trade-off between the dependence on the condition number 1/«
and the per-round time complexity O(R?/¢?). The AESP framework is also well-suited for solving
the variational formulation of Eq. (), as studied by Fountoulakis et al. [200], with the potential to
achieve an accelerated time complexity.

To summarize,

* We propose an Accelerated Evolving Set Process (AESP) framework, which computes an e-
approximation for PPR using O(1/+/a) short evolving set process. Our framework is built upon
the inexact proximal point algorithm, and naturally extends to solving the variational formulation
of Eq. (). Furthermore, the algorithms induced by AESP are parameter-free.

* Our accelerated methods are guaranteed to converge without any additional assumptions.
We establish theoretical guarantees for the induced algorithms with the time complexity of

O(vol(8:)/(v/a7,)), which matches the accelerated bound conjectured in the existing literature.
This result improves upon existing O(vol(S;)/ (a7, )) from standard local methods. Furthermore,
we show that vol(S;) /7, is bounded above by min{O(R?/€?), 2m}, which implies that the over-
all time complexity O(R?/(y/ae?) is independent of the underlying graph size when 1/€2 < m.

» Experimental results on large-scale graphs confirm the efficiency of our method. Unlike standard
local methods, AESP-based methods demonstrate a significant speed-up during the early stages.
Our code is publicly available for review and will be open-sourced upon publication.”

2 Preliminaries

Notations and definitions. Throughout this paper, we assume that the underlying simple graph
G(V,€) is undirected and connected, with n = |V| nodes and m = |&| edges. The adjacency
matrix of G is denoted by A = [ay.], where a,, = 1 if there exists an edge (u,v) € £, and a,,, =0
otherwise. The set of all neighbors of a node v is denoted by A/ (v). The degree matrix D is diagonal
and has each entry D,,, = d,, = |N'(v)|. For € R", the support of x, denoted by supp(x), is the
set of its nonzero indices: supp(x) := {v € [n] : x, # 0}. The volume of a node set S C V is
defined as the sum of all node degrees in S, i.e., vol(S) := > s dy. Note vol(V) = 2m. For an
integer T', we denote [T] := {1,2,...,T}.

veES
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We say that a differentiable function g : R® — R is u-strongly convex if there exists a constant
w > 0such that Ve, y € R", g(y) > g(z) + (Vg(x),y — =) + p||x — y||3/2, where Vg(z) is the
gradient of g at x. We say g : R” — R is L-smooth if there exists L > 0 such that Vx,y € R",
g(y) < g(z) + (Vg(z),y — x) + L||x — y||3/2. The u-th entry of Vg(z) is denoted as V,g(z).
When g is convex and given a smoothing parameter 7, the proximal mapping of g at y is given by

. n
pro,,(y) = argmin {g(@) + 3= - yll3}, where n > 0. )

With a slight abuse of notation, we define the D'/?-scaled gradient of g at x as Vgl/2(w) =
D'/?Vg(x), and the D~ '/2-scaled gradient as Vg~/?(x) :== D~/?Vg(x).

2.1 Problem reformulations and properties

We solve the linear system in Eq. (II) by reformulating it as the following optimization problem

. a2l T Tp-1/2
;relﬁ&{f(:c)fim Qxr—ax' D b}, (P1)

where Q £ 2] — 152 D=1/2AD~Y/2, with the eigenvalues satisfying A(Q) € [, 1], and
b is a sparse vector. The function f is both u-strongly convex and L-smooth, with 4 = « and
L = 1. The optimal solution of (ET) is denoted by @} := «@Q~*D~/?b. When b = e, it implies
7= D'/ *a’;. We define the set of e-approximation solutions to (ET) as

Ple,a,b,G) 2 {:1: D2 (@ — ah) | < e}. 3)

Based on the above reformulation, we aim to design faster local methods that find & € P. To ensure
& is sparse, prior works [20, B7] considered the following variational reformulation

min {v(z) £ f(2) + éa| D *@|, } . (P2)

xzeR”

Let xy, £ arg mingcp. ¥(x) be the optimal solution of (EZ). When é = e, the first-order optimal
condition implies that 7, € P(e, a, es, G). The next two lemmas present properties of PPR vectors
and the optimal solutions of our reformulated problems.®

Lemma 2.1 (Properties of 7). Define the PPR matrix I1, = « (l%‘l — 1*7°‘AD*1) ' Let the
estimate-residual pair (p,r) for Eq. () satisfy » = e; — II ' p. Then,

» The PPR vector is given by w = Il es, which is a probability distribution, i.e., Vi € V, m; > 0
and |||y = 1. For € > 0, the stop condition | D™ 7|/, < € ensures || D™ (p — )|/ < €.

o The matrix aQ " is similar to the matrix I1,, i.e., aDY2Q'D~'/2 = I1,,. Furthermore, the
{1-norm of 11, satisfies | T, |1 = | D' T4 D|| o = 1.

Lemma 2.2 (Properties of '} and x;,). Denote the gradient of fatxasV f(x) := Qx —aD~1/?p
and optimal solution &’ = aQ ' D~'/2b satisfying w = Dl/Qm}. Define p = D'/%x. Then,
* The stop condition | D~/2V f(x)||o < ae implies | D~} (p — )| < €.

* The objective f is p-strongly convex and L-smooth with two constants n = o and L = 1. When
€ =¢ thenx;, € P(€, v, €5, G) and the solution is sparse, i.e., | supp(zy,)| < 1/&

2.2 Inexact accelerated proximal point framework

The inexact accelerated proximal point iteration is a well-known technique to improve the conver-
gence rate of ill-conditioned convex optimization problems. It approximately solves a sequence of
well-conditioned subproblems using linearly convergent first-order methods, thereby reducing the
overall computational cost (see Chapter 5 in [T6]). Catalyst [B4] is a representative example of

3Proofs of lemmas and theorems are postponed to the Appendix Bl.



such methods. It employs a base algorithm to approximate the proximal operator, corresponding to
solving an auxiliary strongly convex optimization problem. Specifically, starting with initial points
y(© = ) fort > 1, Catalyst finds an approximate 2*) ~ proxf/n(y(t’l)) for solving (ET), and
x") ~ prox,,,, (y~ ") for solving (E2), where the prox operator is defined in Eq. (). Given a
smoothing parameter 7 and an accuracy ¢ > 0, if (") is guaranteed in the set of @-approximations
of the proximal operator proxf/n(y(t’l)) denoted by H(p) = {z € R" : h(z) — h* < o} with
h(z) = f(z) + Z|lx — 2|3 and h* is the minimum of h. Then, *) attains O(¢) precision by
updating y® = 2® + g, (x® — 2(t=1)) where {3; };>( are momentum weights. However, directly

applying this method still results in the standard accelerated time complexity of @(m /v/a). The
next section shows how to significantly reduce this bound to a local one using the AESP framework.

3 Accelerated Evolving Set Processes

This section presents our main results. We first introduce the nested ESP and propose two local
inexact proximal operators. We then establish the accelerated convergence rate of AESP. Finally, we
discuss potential improvements to this rate and its connections to related problems.

3.1 Nested evolving set process

— APPR Our method generates estimates {m(t) }t21~ At each outer-loop
Ours iteration ¢, a local solver M maintains a sequence of active

sets {St(k)} k>0 over the inner-loop iterations k. Updates are
restricted to nodes within the active set, which is used to refine

the approximation sz) in the inner loop. The next set St(kH)

# of Operations

is determined solely by St(k). We refer to this procedure as the
nested evolving set process, defined as follows.

Iterations () ere . .
Figure 1: The comparison of vol- Definition 3.1 (Nested evolving set process (ESP)). Given

; L
umes of ESP for APPR and Ours. the conﬁgura}mn 0 = (o,b,G), and a loca! method M, the
nested evolving set process at outer-loop iteration ¢ gener-
ates a sequence of {kaﬂ),zékﬂ)}kzo according to the dynamic system (St(kﬂ),zt(kﬂ)) =
Py, M(St(k), zt(k)), where St(k) C V is efficiently maintained using a queue data structure, avoid-
ing accessing the entire graph. We say the process converges when St(Kt) = () for some K;. After
T outer-loop iterations, the generated sequences of active sets and estimation pairs are

S 2") = = (S =0, = 2), =1

(8;0)7259)) s (S,;KT) = @,z;KT) = .’I}(T)), t="T.

At each outer-loop ¢, we denote the time complexity of the local solver M by T;™, which dominates
the total cost. The total time complexity 7 of the nested ESP framework is then dominated by

L Ki—1
T é ZﬁM = Kt . E(St), Where ﬁ(st) é Kit Z Vol(St(k))’ (4)
t=1 =

with vol(S;) representing the average volume of the local process at time . Fig. D illustrates how the
number of operations evolves during the updates in APPR [@] and in our method under this process.

With this nested ESP, accelerated methods can be seamlessly incorporated to improve the efficiency
of local PPR computation. Specifically, given the problem configuration § = («, b, G), at each
outer-iteration ¢, we propose the following localized Catalyst-style updates

AESP 2 = M(p,,y" "V n,a0b,G),  y =2 4 g —20D), )

where the momentum weight 8; = (a;—1 (1 — a¢—1))/(a?_; + ay), and oy is updated in (0, 1) by

solving the equation o = (1 — o) a?_; + aday with an initial o (see the Scheme 2.2.9 in [39]).



For t > 1, the local operator obtains (") € H (1), defined as

2® e (o) 2 {z e R : hy(z) — b} < o1}, (Ch

where h; is the minimal value of h;, which is the proximal operator objective at ¢-th iteration
hi(2) 2 f(2) + 311z =y "3, ©)
Thus, the minimizer &} £ argmin, . hy(2) is given by =} = proxf/n(y(tfl)) = (Q+

)=o) with b(—Y = aD~/2b + ny(*—Y . To characterize the time complexity of the AESP
framework, it is convenient to define the following constant

R = max { VA, () 1| V82 (&)l s v € (7]} ™

The following lemma is key to controlling the time complexity of the local algorithm M.

Lemma 3.2. Let hy be defined in Eq. (B), and suppose that the initial point zt(o) of t-th process
satisfies Vht(zt(o)) # 0. If there exists a local algorithm M such that ||Vhi/2(zt(Kt))H1 <
HVhi/z(z,go)) 1, then for a stopping condition ||Vh;1/2 (zt(k))HOo < € of M with

a (w+nee 20+ a)p;
et—max{ o , 172, _(0)
Vhy " (2 ")l

} , where @y > 0, (8)

the final solution ng‘) is guaranteed in the ball, i.e., zEK”) € Hi(p:) as defined in (CI).

Lemma B2 provides a way to find (*) € H, (i, ) under the condition that M satisfies the monotonic-

ity property, ||Vh; /2 (z,gK"))Hl < |Vh; /2 (zt(o)) |li. The next subsection introduces two operators
that satisfy this monotonicity property while maintaining local time complexity.

3.2 Localized inexact proximal operators

This subsection introduces two localized inexact proximal operators with optimized step sizes, in-
cluding local gradient descent (LOCGD) and an optimized version of APPR (LOCAPPR), for com-

puting zt(Kt) € Hi (). Given zt(o) € R", the first local operator is iteratively defined as

2Vh () 01
_Whil=T) S fork >0, ©)
T+a+2,

where o means element-wise multiplication. For each u € SF, then u-th entry of 1 sk s 1,

LocGD  zFTH = z(®

otherwise it is 0. The active node set S¥ is determined by the following activation condition
Sk ={u: |Vuht_1/2(zt(k))| > ¢,}. The stopping criterion for LOCGD is when S/t = ), which
is | Vh, 1/2 (2)|leo < € as stated in Lemma B2. To analyze the convergence and time complexity
of LocGD, we characterize the sequences {vol(SF)} x>0, and {||Vhi/2(zt(k)) ll1}x>0 generated by
@ 1.0cop- To quantify the ratio of progress, we define the average /;-norm of the gradient ratio as

K,—1 1/2,_(k)
¥, a2 i 5: %(k) a HVht (2 )°1s§’°>||1 (10)
1/2 k
K = VR ()]s

When Sf = V, convergence is straightforward to observe, yielding 7, = 1 and vol(S;)/7, = 2m.
The quantity vol(S:)/7, is a meaningful measure of time complexity as vol(S:)/7; < 2m. The
following theorem establishes the local convergence rate and time complexity of LOCGD.

Theorem 3.3 (Convergence of LOCGD). Ler h; be defined in Eq. (B). LOCGD (Algorithm B) is
used to minimize h;(z) and returns zt(Kt) = LocGD (¢, y* V. n,a,b,G) € Hi(pr). Recall the
D'/2-scaled gradient Vhi/z(zt(k)) = D1/2Vht(zt(k)). For k > 0, the scaled gradient satisfies

VA2 (2|, < (1 =m0 [ VR (=),

*See implementation details of LocGD (Algorithm B) and LOCAPPR (Algorithm B) in Appendix 0.



Algorithm 1 AESP(¢, a, b, 1, G, M) Algorithm 2 AESP-PPR(c, a, s, G, M)
1 y© =20 =0,¢c=1-09u/(n+1n) 1: y(o):m(o)io

2 T is computed in Eq. () 2 T=[10,/1=2]pg %{;)]
fort—1,2,.- T do fortf1,2,.. T do
4 = (L + p)llb|3¢'/18 S —1+°‘<1——\/T)t
5. (t) = Mo,y Y. n,a,b,G) 5. // M is LOCAPPR or LocGD
6: // M in LOCAPPR or LocGD 6:  x® = M(p,,y* V1 -20a,a,b,G)
7. if{v:eaVd, <|V,f(zP)|} =0then 7. if{v:eavd, < |V,f(z®)|} = 0 then
8: break 8: break
9 yt) = z® 4 %(m(ﬂ ) 9 y®—z® ¢ \/\/g+§( (1) _ gt=1))
10: Return & = z(*) 10: Return 7 = D'/2z®)
where T := 124(—?112)7; and 'y,gk) is the ratio defined in Eq. (I0). Assume €; and stop condition are

defined in Eq. (B) of Lemma B2, then the run time T,"°°CP, as defined in Eq. (), is bounded by

vol(S, cyoCp -k
7;L0CGD < min { VOTE t) log C?(tt hy 7
Yt s TEs

where C}, = ||Vhi/2 (zt(i))Hl denote constants. Furthermore, vol(Sy) /5, < min {C}) /e, 2m}.

Since the Hessian of h; is @ + nI and its eigenvalues A(Q + nI) € [n + «,n + 1], the condition
number of the shifted linear system is (n 4+ 1)/(n + «), which is smaller than 1/«. Hence, the time
complexity per round improves from O(1/(ae;)) to O(1/(7e;)). In our later analysis, we show that
for @ < 0.5 and = 1 — 2a, then 7 = 2/3, meaning that each local process is independent of 1/c.

Following the same analysis as LOCGD, we introduce an optimized version of APPR with online

updates. For u; € SF = {uy,ug, ... Uy Sécl}, the optimized APPR updates are

QVht(Zt(kl)> o 1{711}
l1+a+2n

where k; = k+ (i—1)/|SF| fori = 1,2, ..., |SF|. The convergence analysis of LOCAPPR follows
a similar approach to that of LOCGD as stated in Theorem B33 of the Appendix Al

LOCAPPR z{"+1) = z{F) _

; (1)

3.3 Time complexity analysis and AESP-PPR

This subsection presents the overall time complexity of the AESP framework. First, we analyze the
number of outer-loop iterations required to achieve f(x(")) — f (x}) < pe? /2, which guarantees

| D~1/2(2®) — z})|loo < €. We derive the iteration complexity of AESP in the following lemma.

Lemma 3.4 (Outer-loop iteration complexity of AESP). If each iteration of AESP, presented in
Algorithm I, finds = := zt(K‘) using M, satisfying ht(zt(Kt)) —hf < @ = (L+ p)|bl2(1 -
p)t /18, then the total number of iterations T required to ensure & = AESP(e,a, b,m,G, M) €
Ple, o, b, G) as defined in Eq. B), for solving (B1), satisfies the bound

1 4(L+u)llblf) [
T < —log ( , where p = 0.9\/qand ¢ = ——. (12)
p ne?(\/q — p)? va p+m

Furthermore, ¢, has a lower bound ¢, > ji€*(,/q — p)?/72 for all t € [T.

In a practical implementation, our AESP framework is an adaptation of the Catalyst acceleration
method applied to local methods, as presented in Algorithm . Specifically, Line 7 serves as an early
stopping condition since 1" represents the worst-case number of iterations required. This stopping
condition follows directly from Lemma D2, i.e., {v : ea/d, < |V, f(x®)|} = 0, which implies

[Vf=2(x®)|lso < ea. Line 9 updates the sequence {f;}¢>1 using f; = ﬁvszrﬁ as ap =

ap = 4/q. The computational cost of verifying this condition is dominated by TM. To minimize T,



the goal is to choose a suitable 1 to maximize 1/(7(x + 7)). When o < 0.5, we find that setting
n = (L — 2u), though not necessarily optimal, is sufficient for our purposes. Based on this analysis,
we now present the total time complexity for solving (PT) using AESP in the following theorem.

Theorem 3.5 (Time complexity of AESP). Let the simple graph G(V, E) be connected and undi-
rected, and let f(x) be defined in (BT). Assume the precision € > 0 satisfies {i : |b;| > ed;} # 0
and damping factor o < 1/2. Applying & = AESP(e, a0, b,m,G, M) withn = L — 2pu and M
be either LOCGD or LOCAPPR, then AESP presented in Algorithm I, finds a solution & such that
|D~2(z — x})|loo < € with the dominated time complexity T bounded by

T — K —
CO CO —OHt CO
T< Zmin { vol(St) log he Zhe he } , with M < min { he ,Qm} ,

— Kt Y
Py TV Oht TEt Vi €t

where T, €, Cgt and Cﬁ‘ are defined in Theorem B3. Furthermore, ¢ = /(L — ) and the number

of outer iterations satisfies
1 400(L b2 ~( 1
e 10 g (ORI (L),
9v4 petq Va

Roughly speaking, Theorem B3 indicates that AESP solves Eq. (ET) in a time complexity of

m=o(m) =0 (vm) =0 ()

where the last equality follows from ez = O(e2?). This result is particularly meaningful when
€ > 1/y/m. As argued in [T9], in many real-world applications, it is typical that 1/e < n. We now
finalize our algorithm and present AESP-PPR for solving Eq. (I) in the following theorem.

Theorem 3.6 (Time complexity of AESP-PPR). Ler the simple graph G(V,E) be connected and
undirected, assuming o < 1/2. The PPR vector of s € V is defined in Eq. (), and the precision
e € (0,1/ds). Suppose ®# = AESP-PPR(¢, o, s, G, M) be returned by Algorithm B. When M is
either LOCGD (Algorithm B) or LOCAPPR (Algorithm B), then 7 satisfies | D~ (7t — )]0 < €
and AESP-PPR has a dominated time complexity bounded by

o (D) 052} - fo () 0 (%) o

where Tiyax := arg max;cp) vol(S;) /7, and R is defined in Eq. ().

The time complexity derived in Eq. (I3) is significant when ¢ > 1/4/m. Compared to ASPR [B7],
which requires | supp(z;},)| iterations of APGD, our approach only needs O(1/+/a) local evolving
set processes. In contrast to LOCCH [52], which imposes a strong assumption on the D'/2-scaled
gradient reduction, our method provides a provable stopping criterion and only requires a mild
assumption on the bounded level set of the D'/?-scaled gradient during AESP-PPR updates.

log [ D™} (7 — )|

T

30 35

05 10 15 20 25
# of Operations 10

3

)
Running Times (s)

Initialization of zt(o). We consider three
possible initialization strategies for zt(o):
1) A cold start with zt(o) = 0; 2) Using
the previous estimate zt(o) = a:(t’l); and
3) Momentum-based initialization, i.e.,
z,go) = y=D_ Among these, we find
that the momentum-based strategy yields

Figure 2: Convergence of log|[D~!(# — m)||o for the best overall performance. This choice
AESP-LOCAPPR with three different initializations
for zto as a function of total operations and running

times on the com-dblp graph.

is well-motivated, since Vhi/z(y(tfl)) =
—(ab — TI;*D'/?y(t=1), which corre-
sponds to the negative residual of Eq. ()
when treating D'/2y(~1) as an estimate.
Notably, D*/2y(t=1) — 7t as t — oo, justifying this initialization. Fig. B empirically supports this
analysis, showing that it requires the fewest outer-loop iterations.



The assumption on the constant R.
A limitation of our theoretical analy-
sis is that the constant R is not uni-
versally bounded across all configu-
rations 6 (o, b,G). In particu-
lar, we are unable to express R solely

- x10°
]

O /e
EE vol(S))/7 .

g &ﬁ & é& % && s b éﬁ ok &L & o:

b

in terms of graph size or input pa-
rameters. Nevertheless, empirical re-
sults (see Fig. B) consistently show .
that R remains a small constant and . i
is largely insensitive to the graph size
and the condition number, suggesting . " .
that this limitation has minimal prac- - .

tical impact. To further upper bound
R, two possible strategies can be con-
sidered: The first is to add a simplex
constraint A := {z : |[D'?z||; =
1,z € R} to (BD) since | DY/22®||; remains bounded, the quantity ||Vh1/2( z; )H1 can also be
kept bounded. The projection onto A can be solved in O(| supp(z*))|log n) time [I8]. The second
1/2,_(0)

(2 )l

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

o a=10"

= a=10"2

Figure 3: C}) /e, vol(S;)/7; and R of AESP-LOCAPPR

on 19 graphs (in ascending order of n) when z(o) yt=1,

strategy is to adopt an adaptive restart scheme [, 1], which can ensure that |V h;
HVhi/ 2(zgo)) || throughout the iterations. This may lead to R < 1 during adaptive updates.

3.4 Discussions and related problems

Adaptive strategy for estimating ¢,. Since o1 = O(€?), our conservative estimation of e; suggests
that 1/e7 = O(1/€%). Hence, the time complexity in Eq. (I3) remains unsatisfactory when € €
[1/4/m,1/m]. Naturally, one may ask whether the final bound in our time complexity analysis is
optimal. We observed that the bound in Lemma B provides a pessimistic estimation of the objective

error. A more careful error estimate can potentially refine this analysis. Specifically, let :cEKt) be
the output of either LOCGD or LOCAPPR. Then, by Corollary B~2, we have

||Vh1/2 (0) ||2 Ki—1

[T (1-2i)

Inspired by Eq. (I[4), and observing that ’y(k) can be computed in VOl(St(k)) time per iteration, one
can propose an adaptlve adjustment for €; as follows: We progressively try different precision levels

from e} = /(1 —a)pi/2,e2 = /(1 —a)p/22,..., 10 ¢ = /(1 — a)p;/m, and at each time,

verify whether ||[Vhi(2)]2 < 1/2(1 — a)y; is satlsﬁed. This may potentially reduce the runtime,
thereby lowering the time complexity per process.

ha(z5)) —

he(xy) < (14)

1—a

AESP for the variational form of PPR. Our AESP framework naturally extends to solving (P2),
where each outer iteration solves the following inexact proximal operator: a(*) ~ prox,, /n(y(t_l)).
We can employ ISTA or greedy coordinate descent to design local operators within the AESP frame-
work. However, whether these standard methods can be effectively localized remains unclear. A
previous study by Fountoulakis et al. [20] suggested that the monotonicity of the D'/2-scaled gra-
dient of ISTA depends on the non-negativity of the initial zio), which it may not be true during the

updates. It remains an open question whether one can achieve a time complexity of O(R?/(y/aé?))
without imposing strict non-negativity constraints.

Application to other related problems. Our results or framework can also be applied to other
related problems. For example, in the thesis of Lofgren [35] (Section 3.3, Corollary 1), the author
proposed a bidirectional PPR algorithm for undirected graphs with a relative error guarantee. If our
techniques can be incorporated, then their expected runtime could potentially improve from

O (Vim/(ae)) 2 0 (Vim/ (V) -
Additionally, our approach could benefit other problems of single-source PPR estimation, as high-
lighted in a recent survey by Yang et al. [80], which shows that many PPR-related computation
methods have a time complexity proportional to 1/c.
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Figure 4: Performance of estimation error reduction, log ||[D~!(# — 7)|/s, as a function of op-
erations 7, on the graph ogb-mag240m, ogbn-papers1O0M, com-friendster and wiki-en21 with
a = 0.01 and € = 105 where the graph can scale up to n = 244M and m = 1.728B.

4 Experiments

We conduct experiments on computing PPR for a single source node. We evaluate local methods on
real-world graphs to address the following two questions: 1) Does AESP accelerate standard local
methods? 2) How do our proposed approaches compare in efficiency with existing local acceleration
methods? Additional experimental results are provided in the Appendix 0. Our code is publicly
available at hitps://github.com/Rick/117/aesp-local-pagerank.

AESP achieves early-stage acceleration and overall efficiency. We begin by conducting experi-
ments on four large-scale real-world graphs, with the number of nodes ranging from 6 million to
240 million. We implement two AESP-PPR variants: AESP-LocGD (where M = LocGD) and
AESP-LOCAPPR (where M = LOCAPPR). For comparison, we consider three baselines: 1) APPR
(@], 2) APPR-opt (APPR with the optimal step size 2/(1 + «)), and 3) LOCGD (with the optimal
step size 2/(1 + «)). Fig. B presents our experimental results on four real-world graphs. Among all
methods, AESP-LOCAPPR is the most efficient due to its online per-coordinate updates. Interest-
ingly, by solving shifted linear systems, AESP-based methods achieve much faster convergence in
the early stages than the baselines.

AESP accelerates standard local Running Time (s) # of Operations (3, , vol(S,"))
methods when « is small. We " —— APPR / AESP-LocAPPR
10.0

further validate whether AESP ef- LocGD / AESP-LocGD
fectively accelerates standard lo- 75
cal methods such as LocGD and ,
APPR. We fix the precision at € = 10 ! )
1077 and vary o from 1073 to o
10_1’ seleCtlng 50 source nOdeS 0.00 0.02 0.04 0.06 0.08 0.10 0.00 0.02 0.04 0.06 0.08 0.10
s for each a at random. Com-
pared to non-accelerated methods,
both AESP-LocGD and AESP-

LOCAPPR significantly reduce the
number of operations and running times required , particularly when « is small.

Figure 5: Speedu“p of AESP-based methods over standard lo-
cal solvers (LOCAPPR, LocGD) as a functign of «, on the
com-dblp graph with ¢ = 0.1/n and « € (1073,1071).

5 Conclusions and Discussions

In this paper, we propose the Accelerated Evolving Set Process (AESP) framework, which lever-
ages an accelerated inexact proximal operator approach to improve the efficiency of Personalized
PageRank (PPR) computation. Our methods provably run in O(1/+/«) iterations, each performing
a short evolving set process. We establish a time complexity of O(vol(S;)/(1/a7,)), and under a
mild assumption on the bounded ratio of ¢;-norm-scaled gradients, we show that O(vol(S;)/7,) is
upper-bounded by min{O(R?/e?), m}. This result demonstrates that our approach is sublinear in
time when € > 1/+/m, significantly improving over standard methods. Our algorithms not only
advance local PPR computation but also offer a general-purpose framework that may benefit a wide
range of problems, including positive definite linear systems and related tasks in graph analysis.

Despite these advantages, when € < 1/,/m, the local bounds degrade to O(m/+/a). A limitation
of our theoretical analysis is that the constant R is not universally bounded across all configurations


https://github.com/Rick7117/aesp-local-pagerank

0 = (o, b,G). A key open question remains whether the 1/¢? dependence in our complexity bound

can be further reduced to match the conjectured O(1/(y/ce)) from existing literature [19], and
whether the dependence on the constant R can be entirely eliminated.
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A Missing Proofs

In this section, we first summarize all notations in Table [ for clarity, followed by the presentation
of all missing proofs.

Table 1: Notations

Description
gV, &) An undirected and connected simple graph with n = |V| nodes and m = |£| edges.
o The damping factor o which lies in the interval (0, 1).
A The adjacency matrix of G.
D The diagonal degree matrix of G.
I, The PPR matrix defined as TT,, = o (1327 — 1552 AD-1) 7",
Q The symmetric matrix Q = 32T — 152 D=Y/2AD~1/2,
Q The shifted matrix of Q, i.e., Q = Q + nl.
supp(x) The set of nonzero indices of € R"™, i.e., supp(x) := {v : =, # 0}.
vol(S) The volume of S C V is the sum of all degrees in S, that is, vol(S) = > s do.
St(kH) The set of active nodes at outer-loop iteration ¢ and inner-loop iteration k.
K; The maximum number of iterations of the inner loop at outer-loop iteration ¢.
vol(S;) The average volume of ¢-th local process: vol(S;) = K% ZkK:’al VOl(St(k)).
'yt(k) Active ratio at outer-iteration ¢ and inner-loop iteration % defined in Eq. (I0).
Ve Average active ratio of ¢-th local process defined in Eq. (I).
e The standard basis vector e, where the s-th element is 1, and all other elements are 0.
T The PPR vector w = I e;.
p The e-approximate PPR vector s.t. [[D ™! (p — 7)||s < €.
b A sparse vector in Eq. (PT).
p®) b = aD~V/2b + ny®,
T Residual of e-approximate PPV satisfying r = e, — I, ' p.
VY2 (x) D'/?_scaled gradient of f at z, Vf1/%(x) = D2V f(x).
Vf~1/2(x) | D7'/?-scaled gradient of f atx, Vf~1/2(x) = D~V/2V f(x).
f Quadratic function defined in Eq. (ET).
hy Proximal operator objective at ¢-th iteration defined in Eq. (B).
nl Two constants with £ [z — y[3 < f(y) - f(x) — (Vf(2),y —2) < &l — [}
n Smoothing parameter for Eq. (2).
q q=p/(p+n).
p=0.9,/q
Ot Inner-loop stop criteria of hy (&) — hi < ;.
€t Inner-loop stop criteria of || D~1/2Vh(2)|le < €.
prox,,,(y) | The proximal point of y, i.e., prox, ,, (y) = arg min,cg» {9(x) + 2|z — y|3}.
Ci, Cj,, = IDV*Vhy (") .
’EM Time complexity of M, which is characterized by TM = K¢ - vol(Sy).
T Total time complexity.

A.1 Proofs of Lemmas 21 and 22

Lemma T (Properties of ). Define the PPR matrix IL, = o (3421 — 152 AD™) ' Let the
estimate-residual pair (p,r) for Eq. () satisfy » = e, — I1'p. Then,

e The PPR vector is given by w = Il,eg, which is a probability distribution, i.e., Vi € V, w; > 0
and |||y = 1. For € > 0, the stop condition | D™ 7|/, < € ensures || D™ (p — )|/ < €.
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e The matrix aQ‘l is similar to the matrix Il,, i.e., ole/zQ_lD_l/2 = I1,. Furthermore, the
ly-norm of I, satisfies ||IL,||; = | DT, D]/ = 1.

Proof. The PPR vector is a probability distribution and is given by m# = Il,es, which follows
directly from the definition in Eq. (). To verify the stopping condition, note that the residual satisfies
II,r = w — p, that is,

D 'TI, DD 'r = D !(7 — p).

To meet the stop condition || D~ (p — 7)||sc < €, we note

ID™ (p = )|l = [DT' oD - D'
<|ID7'IaDlloe - 1D 7o
= ”Dil/””oo <,

where the second inequality is due to |[D~TI,D|/o = ||[II4||1 = 1. To verify the second item,
note that
—1
1
|D~ML,D| o = H ﬂ[ - aD‘lA)
oo
1+ 1 -\
=l < . 41 - 2O‘D1A> ) — ||TL |1 = 1.

1
O

Lemma 22 (Properties of 2} and x;,). Denote the gradient of f atx as V f(z) := Qx —aD~'/?p
and optimal solution x’; = aQ D ~1/2b satisfying 7 = Dl/Qw}. Define p = D'/?x. Then,
s The stop condition | D™/2V f(z)||oo < ae implies | D™ (p — )|l < €.

* The objective f is u-strongly convex and L-smooth with two constants u = « and L = 1. When
€ = ¢ thenx;, € P(e,a, €5, G) and the solution is sparse, i.e., (zy,)] < 1/e

Proof. For item 1, note } = aQ D12y = DY211,DY2D1/2e, = D~'/2x. Hence,
7 = D2z}, With Vf(z) = Qo — aD~'/2b, we have
D™ (p—7) [l = ID7*(x — )
= |D7V2(Q7'Vf (=)l
— ||D_1/2Q_1D1/2D_1/2Vf(a7)Hoo
= *HD "M, DD '?V ()

1 -
DT M. D oo - | D72V f ()|

1
= DV (@) < .

IN

For item 2, the Hessian of f is H; = Q and the eigenvalues of A\(AD™!) satisfy A\(AD™!) €
(=1,1], s0 M(Q) € [a,1]. When € = ¢, then z}, € P(e, v, €5, G), which follows from the result of
Fountoulakis et al. [20]. O

The following lemma provides useful results that will be useful in our later proofs.

Lemma A.1 (Gradient Descent for (u, L)-convex f [['Z, 4R]). Let f be u-strongly convex and L-
smooth. Consider the gradient descent update

2
1) — o) _ 2y (®
x x f(x
[ (')
Then, the following properties hold
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* Bounds on initial function error, &||z®) — z*|3 < f(2®) — f(z*) < £||z© — |3

* Gradient norm bounds on initial gradient,

S IVF @) - Vi@ )l3 < f@®) - f(°)

IA

1 )y _ *
5|97 @®) = Vi)

2
* Per-iteration reduction in function error, f(x(+1) — f* < (%) (f(x®) — f*).

* Per-iteration reduction in estimation error, ||zt — x*|]3 < (é—;z) l2®) — x*|3.

A.2 The proof of Lemma B2

Lemma B2. Let ht be defined in Eq. (B), and suppose that the initial point z of t-th process
satisfies Vht(zt ) # 0. If there exists a local algorithm M such that ||Vh1/2( t(Kt N <
|\Vh1/2( O)) 1, then for a stopping condition |V hy 1/2( gk))Hoo < € of M with

} , where p; > 0,

a (+mee 2(n+a)ey
€; = max , 172, _(0)
Vhy" (2 Hh

the final solution zt(Kt) is guaranteed in the ball, i.e., zt ) € H (1) as defined in (CI).

Proof. The proximal objective h; defined in Eq. (B) at ¢-th iteration can be expanded as

1 I1+a+2 l—a_ _ _ _ - _
ht(z)—zzT< s L 1/2> z=2" (aD ™2+ ny 0 )+ 2y 3,
(15)

LetQ = a2y — 1oap=1/24 D12 and b1 = aD~1/2b + ny*~ Y, then

altot2y, 1

5 5 aD_l/QAD_l/Q, b(t—l) — aD_1/2b+77y(t_1)-

(16)
We know the optimal solution ¥ = Q~*b*~1). Note that the objective error can be rewritten as

Q= =10, Q

1 - .
h(e) = hu(e) = 37 @z =00 — (LT Qaf T

- 1 -
=-2"Qz—2z"p""V — (sz‘Tth —x Q:ct)

:§zTQ S Tpt— 1)+ w TQx:

*ZTQZ_*ZTQ t_*mt Q + w Q Ty

z— :c;“)TQ(z —x).

5
Since z,g Ke) —xf = Q 'Vh ( Ke) ), we show ht(zt(Kt)) — hf can be rewritten in terms of
Vhi(2{")

1 K * A Ky *
5= —2) Q" —a)

= LV TQT QR I (2(M)

he(25) = hy(a}) =

1 ~N— t
= 5 V(=) Q7 Vhi(=")
_ 1 (Ke)\T 9—1/2 1/2 (K+)
= tht(zt ) D H%D Vht(zt )
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_ 1 —1/2 (Ke)\W\T 1/2 (K+)
72(7774‘04)(1) Vh(z;"")) H%D Vh(z"),

where the fourth equality is due to the identity D~'/2II .. D'/ = (n + a)Q~'. By Holder’s
1+7n
inequality, we have

1

Ky * _ K, K,
ht(sz ))*ht(mt) < WHD I/ZVht(zg ))Hoo'”H%DI/QVht(zt( ))”1
1 _ . t
< sy D VI s - DAV R
1 - t
< sy PP DY) <

where the last inequality gives the second part of €;. On the other hand, we know

t * 1 - t t
hi(z ) = ho(@]) < 5o S 1D VR o - [IDYE TR (2

b
2(n+ «)

IN

ID™ VR (=) oo - IDD™Y 2V R (2"l
K — K
< S oy YOUSPP(Vhe(2 )DL

m _ K,
e IDT VI <

IN

which gives the first part of €;. O

Remark A.2. Choosing a starting point zt(o) is straightforward. For example, if zt(o) = 0, then

Vht(zgo)) = b(*=1) Consequently, the following stopping condition is sufficient:

~1/2 (K1) o (L+n)ee 20+ a)p
D / Vhi(z; " )loo < € = max{ m ' |DYV2bED]; (-

A.3 Proofs of Theorems B3 and A3

At each iteration ¢ of the AESP framework in Algorithm [, we solve the inexact proximal opera-
tor () ~ prox; /n(y(t_l)), as defined in (B), where f is given in (ET). The following theorem
establishes the convergence properties of LOCGD.
Theorem B3 (Convergence of LOCGD). Let h; be defined in Eq. (B). LocGD (Algorithm B) is
used to minimize h;(z) and returns zt(K") = LocGD (¢, y* V. n,a,b,G) € Hi(p:). Recall the
D'/2-scaled gradient Vhi/z(zt(k)) = D1/2Vht(zt(k)). For k > 0, the scaled gradient satisfies
1/2,_(k+1 k 1/2,_(k

e M (R AR\ E CARI

2(a+n) (k)

where T 1= on and vy, "’ is the ratio defined in Eq. (Il). Assume €, and stop condition are
defined in Eq. (8) of Lemma B2, then the run time T;*°°CP, as defined in Eq. (8), is bounded by

vol(s,) ,  Cii. Ch, —Céif}

K b
TY¢ Chtt TEt

7;LOCGD S mln{

where Cj, = ||Vht1/2 (zt(i))||1 denote constants. Furthermore, vol(S;) /7%, < min {Cgt/et, 2m}.

Proof. Recall that h;(z) is defined in Eq. (I3). Minimizing h.(z) is equivalent to solving the linear

system Qz = b'~1) as defined in Eq. (I8). Using the iteration of local gradient descent in Eq. (B),
and noting that h(z) is (1 + n)-strongly convex and (L + n)-smooth, the optimal step size is given
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by 2/(p + L 4 2n), as established in Lemma BTl The updated gradient at iteration (¢ + 1) is then
computed as follows.

Vht(zglﬂ_l)) Q (k+1) pt=1)

—of® 2 (k) -1
= Q (Zt - mvht(zt ) @) ].St(lc)> — b( )
=V

2

A h (k) 1
1—|—a+277Qv t(z;) 0

hi (zt(k)) S -

For simplicity, recall that we denote the normalized gradient Vhl/ *(z t(k)) = DY 2Vh,g(zt(k)), then
we continue to have

l—«o
lel/z( §k+1))H1 HVhl/2( w0 _ (I_1+a+2nA )Vhl/Q( <k))o152k>

1
1-—

ﬁAD 1Vh1/2( ( )O].

< ||Vhi/2(z§k)) — Vhi/Q(zt(k)) o 15§k>||1 + H

1/2,_(k 1/2,_(k l—a 1/2,_(k
< IVA A = 192 ) 0 g + o IV ) 0 1w

2a + 27 1/2, (k)
—||Vh 1ooml1- 17
1+a+2n||vt (z7) o Lgw a7
Therefore, associated with the gradient reduction ratio defined in Eq. (), we obtain

k 20 +mn) k
90261 < (1= 2D ) on 2 6

= [Vh (=) —

For any K > 1, the above per-iteration reduction gives us

+n)
DV2Vh, (2|, < _ et ) pizyy, .

H )l H Traret )l (=)l
Specifically, let K; be the total number of 1terat10ns of LOCGD called from Local-Catalyst at ¢-th
iteration using the precision ;. Denote that ¥, = Zth o ! *yt , we can obtain an upper bound of
K, as the following

K, Ki—1 Ki—1
IDV2Vhy (")) |ls <3 log (1 2(a+ 1) (k)) <3 2(a + 1) *)
IDV2Vh (=) T i thatam ™ )~ Lot

k=0

DY/2Vh, (2" i
Ltat2n I t(z, )1 . Therefore, we have the time

The above inequality implies K; <

HaFmie | DU2VA, (250)|,
complexity as
Ki—1 vol 0
o 1 9 (S D1/2Vh (
3 vol(s?) = i, - wol(sy) < LE ot 2voliS),, e
2(a+n)7, ||D1/2v}lt(zt Dl

k=0

On the other hand, from inequality of inequality (IZ), we know that

2a0 + 21 k 20+ 21 1/2,_(k

Trazzy @ S < g IV o gl
1/2 k 1/2 k+1
< IVR2 () = VR (2]
The total runtime can also be bounded as
Ki—1
k 1+a+2ﬂ 1/2, (k 1/2, (k+1
TP = 3 vol(sY) < g Z (182 ) = o 2= )

k=0 77 k=0

1+a+2n 1/2 1/2, (K,
= Sta s e (R = 198
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Combining the two bounds above, we establish the first part of the theorem. To verify that the ratio
serves as a lower bound for || Vh1/2( t(o) )||1/ €, note that for any u; € St(k) , we have Vi, (zt(k) Ju; >
€t/ dy,. This further leads to

|S(k)| \S(k)\
e vol(SM) = ¢ Z dy, < Z |V/du, Vo, hie(z |*’Y IDY2Vhy (2") 1.
Since | DY2Vhy(z")|l1 > | DY2Vhy(z)|]1 > -+ > | DY2Vhy (251, this leads to
Ki—1 K,—1 1 Ki—1
k k k
etf Z vol(S Kt > WDV < g2 3 AP IDY VRl
k=0 k=0
vol(S) _ [IDY2Vhi(z")h
= — < .
Vi €t

On the other hand, @ < 2m. To see this, by Eq. (), note for each iteration k&,
IV (z") 0 15w |1
IVh:? (2

Foru € St( , we have |V, h1/2( §’“))| > €:dy, and forv € V\St( , we have |V, h1/2( t(k))| > erdy,
which means

1/2 k 1/2 k
Valy =] [Vl (=)

(k) &
N

du == dy
VA=) 0 15001 VA (=) 01, g0
- vol(S™) T T
Given a,b,c,d > 0and ¢ > 5, we have § > ££¢. Then,

IV 2(27) 0 1gmll IVh2(27) 0 1, g0 [l + 1A% (27) 0 15 [In
t > t t

vol(S™) - vol(V\ vol(8F))) + vol(S™M)
_IVRPEL VR )
vol(V) 2m
VOKSt) S o
Tt
Hence, we prove two upper bounds of W%fst) [

The following theorem establishes the convergence and time complexity of LOCAPPR. We first
define a similar active node ratio for LOCAPPR as the following

118
szl Z { é HVhl/Q( gk))(o l{ui}”l}, (18)

1/2 ki
= = VR ()

where k; =k + (i — 1)/|St \ fori =1,2,..., |St(k)|.
Theorem A.3 (The convergence and time complexity of LOCAPPR). Let h; be defined in Eq. (B).
The LOCAPPR algorithm, implemented as in Algorithm B, is used to minimize hy(z). Recall the

D'/2-scaled gradient Vhtl/Q(zgk)) D'/2Vh, ( ) For k > 0, the scaled gradient satisfies the
following reduction property:

5]
HVhl/Q (k+1))H1 <l1-7 Z %Ekl) HVh;/Q(ZIEk))’

1°

18



where the constant T := 12}1:2) and 'yt( ) is the active node ratio defined in Eq. (I8). Assume the

precision €; and stop condition is defined in (8) of Lemma B2, then the returned satisfies
2" = LocAPPR (1, 1,y ™V, ,b,G) € Hy(ip1).
The time complexity T-C“APPR a5 defined in Eq. (@), is bounded by
wol(s), CY Y — ke
log ;

7;L0CAPPR < mln{

TV Cﬁt ’ TEt
where Cj = HVhi/Q(zt(i))Hl denote constants at iteration t. Furthermore, vol(S;)/¥, has the
following upper bound
vol(S Ch
VOS ) < min h‘,2m .
e €t

Proof. Recall that u; € S\ = {u1,...,us, yand k; = k+ (i — 1)/|S™ | fori = 1,2,...,[S)].

The LOCSOR algorithm in Algorithm B updates as follows: zt(k”“) = zt(k"') - 2Vht(z§k"')) o
14,3/ (1 + a + 2n). Then, the gradient is updated as

_— - - o2V (M) o1y, ~
Vhi(zF1)) = @zt — pt=D —Q<zt(kl) i+ta+2n{ L

2QVhi (")) 0 10,

ki
= Vh(z") = =

Then, forall:i =1,2,..., |St(k) |, following similar steps as in the proof of Theorem B3, we have

, , 1-— .
Hv}lim(zékﬁl))ul _ HVhim(zt(kz)) o (I - aAD1> Vh:/2(zt(kz)) 0 1(u,)

1+a+2n 1
< ITR ) = TR ) L+ | g AP ) 0 140 |
< TR )= 190 ) 0 L + g VM) 0 L
= VR = T IV () o 1, (19)

Recall the definition of gradient reduction ratio for active nodes is in [8. Summing over the above
equations over u;, we have

1/2, (ki 1/2, (ks 200+ 21 1/2, (ki
[om2 )|, < 19RO~ g I ) o 1
2(a + )y 172, _(k:)
=(1-=2220 ) v Nl
( e | VR,

For any k > 1, the above per-iteration reduction gives us

K, 15| L)
vh1/2 1 < a n (k ) Vh1/2 (0) .
n I1IT (1 208 ) om0,
k=0 i=1
(k)
Denote that v; = K‘ ! Z‘S ‘ , we can obtain an upper bound of K as the following

(ki)

/2 (K,) K—118¢ Ki—1]8%
IVh:'* (2 <y Z ( 2(a+1) (k,->> S 2(a + 1),
log —————~1— lo 1—-— ’ < — —_
¢ HVhl/Q (0) Hl k=0 i=1 ¢ 1+a+277% a k=0 i=1 1+a+2n
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Ltat2n | VR ()l

The above inequality implies /; < o) VAot kt))”l‘ Therefore, we have the time

complexity as

= ol 1/2,_(0)
3 vol(8™)) = K, - vol(8,) < (I +a+2mvol(Se) | VA (2 )lh

— og .
= 2(cc+ )7 I\Vhi/Q(zEK")Hl

To check the ratio is a upper bound of ||Vht( )|| /€, note that Vh,( zt Yu; > €t/ dy, for
u; € St(k),

ISt St

€¢ vol( S( ) = =€ Z dy, < Z \/Zvulht | HVhl/Q( )”1

Since |VA 2 (2 > VA2 ()1 > - > ||Vh§/2(z,£Kt>)\|1,this leads to

= Ki—1

(k) (ks) 1/2 (k)
EtEZVOI(St)SEZ% ¢ (2 Z’Y

k=0 k=0
vol(s) - [Vh (=)

(=N

where the above implies that ” . The other upper bound follows a similar
argument as in Theorem BZ3. Moreover, from the inequality in (IT2), we obtain that

(k)

200 + 27 (k) 2a0+ 29 o 1/2 (k,-)
7 1 < h, N o1y,
Tratay @ vol& )—1+a+2nZHV ) o Luiy |

1/2 k 1/2 k+1
< VR (=) = VR 2 (=)

The total runtime can also be bounded as

Ki—1
1 2
TN = 3 vol(s{) < gt Z (198G = 1V (5 )11)
k=0 k=0
1+01+277( 1/2,_(0) 1/2, _(Ky)
= —([|Vh —|IVh ¢ )
st oyes (1902 = 19RO,
Combining the two bounds above, we prove the theorem. O

A.4 Proof of Lemma 3.4

Before we prove Lemma B4, we introduce the following two lemmas from Lin et al. [34] are pre-
sented for completeness. Lemma B3 characterizes the error accumulation of {¢; };>¢ in Catalyst.
For completeness, we include the full proof following the argument of Lin et al. [34].

Lemma A .4 (Inequality of non-negative sequences). Consider a increasing sequence {Sy};>o and
two non-negative sequences {a; }1>o and {u; }1>o such that for all t, u? < S; + Zle a;w;. Then,

t t 2
St+zaiui§<\/§t+zai> .
i=1 i=1

Lemma A.5 (Convergence of Catalyst, Theorem 3 in Lin et al. [B4]). Consider the sequences
{x®} 50 and {y},>0 produced by Algorithm W for solving (BX), assuming that =9 € H (o)
defined in (D) for all t > 1, Then,

Fa®) = 1 < A (- a0) (5 (@0) - ) + 2 o o0 +3Z

] 1
(20)
where og = \/q, 70 = (n+p)oo (0 — q) and Ay = H] 1 (1 —aj)with Ag = 1and q = p/(p+n).
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Proof. Let us define the function hy(z) = f(z) + 2|l — y*~V||3. We show there exists an
approximate sufficient descent condition for /. Since the solution of the proximal operator defined

in @) is p(y*~)), the unique minimizer of hy, i.e., p(y'*~Y) = prox,, ,, (y~"). The strong
convexity of h; yields: for any ¢ > 1, for all € € R™ and any 6; > 0,

@ +
hi(@) = b+ R 2 - ply )3
)
« Nt p n+p -
>+ R =0 2 -2Vl + TE (1= 1/6) 2 — p(y D)
®
n+p ¢ n+p -
> hi(@") = o+ T E (16 2 - 2O+ T (1= 1/8) |2 - p(y D)3,

where @ uses the (p + n)-strong convexity of h;. For @, note for all «,y, z € R™ and 6 > 0,
lz = yl3 > (1= 0)llz - 23+ (1-1/0) |z - yl3
z—yli=llz-z+z-yl3=lz -zl + ]z -yl +2x—22-y)
2@ — 2,z —y) = [VO(@ — 2) + (z — y)/ Vo5 - Ollz — 2|5 — |z — ylj3/6
> —Ollz — 2[5 — Iz — yll3/6.

To see this,

The ® uses ht(m(t)) — hf < ;. Moreover, when 6; > 1, the last term is positive and we have
+
ha(@) > hu(2®) = o1+ 155 (1= 6,) @ — 2|3,
If instead 0; < 1, the coefficient é — 1 > 0 and we have

+ - *
~E /0= Dl = py" B = — (1/6: = 1) (ha(@) = ) = = (16~ V) e
In this case, we have

u(e) 2 (@) = G+ L3E 100 o = o
t

As a result, we have for all values of 6; > 0,

+ i Dt
ho(x) > ho(zO) 2+ T H 1 _g MO

After expanding the expression of h;, we then obtain the approximate descent condition.
Oy Mp® _ =02y MHEH gy 02 < My E=1) 12 Pt 21
f@®)+ Sl —y e+ T5 = (=0l — 2z < fl)+ Sl -y Hz+min{1’0t}- 2

Let us introduce a sequence (.S;),~, that will act as a Lyapunov function, with
* T *
St = (1= an) (@) = 1) + L la* — v,
where x* is a minimizer of f, {v(¥)},> is a sequence defined by v(*) = () and

B e o (L
Qy—1

and {7 }+>0 is an auxiliary quantity defined by 7, = (’i‘:qq. The way we introduce these variables
allows us to write the following relationship,

y® = ro® (1 —7)2®,  forallt >0,

which follows from a simple calculation. Then by setting z*) = o;_12* + (1 — ay_1) 1), the
following relations hold for all £ > 1 by pu-strongly convexity of f.

" _ o1 (1 — oy " _
FEO) < @ ' (1 arm) flaY) - B OO bz

20— g® = o (2" — v®)
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and also the following one (by expanding out z(*) = a;_1&* + (1 — a;_1)x*D).

||Z(t) - y(t_l)Hg = [[(at—1 = T—1)(@" — w(t_l)) +7a(e” - ”(t_l))H%

* — Tt—
=af (1= 71 /o) (" —2Y) + (;71

(z" — v D)3

(t—1)||§+a2 Tt—1

(t—l)HQ
tfloé 2

<af g (1-ma/o)|z — = l&* — v

=1 (-1 — 1) 2" — 2 V)F + a2t —0Y3,

where we used the convexity of the norm and the fact that 7; < ay. Using the previous relations in
Eq. @) with z = 2 = oy 12" + (1 — ay_y) &1, gives forall t > 1,

_ + *
F@®) + 2)2® -y |+ TR (1 - 6) ol et — o3

Saraf + (=) f@) = Lo (11— )l — 23

2
noi—1 (-1 —7e-1) (t=1))2 4 NO-1Tt—1, (t—1)|2 Pt
- |l — v —_
+ 1Ty I3 + 11Tt B+ P
Remark that forall t > 1, o1 — 741 = Q41 — atl’l[;q = q(lia; U — %(1 — 1), and the

quadratic terms =* — 2(*~1) cancel each other. Then, after noticing that for all ¢t > 1,

o —qoy  (n+p)(L—ay)ai

TEO = = ( by the updates of o),
l—q n
which gives f(z®) — f* + a2 | |lz* — v®||3 = 2. We are left, for all ¢t > 1, with
1 ot U - (n+ p)ai_,0;
G < 4Pt My a-ny2y WERGA0 L e gy
oSS St i — Hla -y I+ T e o )
Using the fact that W <1+ 0 , we immediately derive from equation (P2) that
S, + p)og_,0
l—ta <5, 1_,_%_,_7_,“ y=V|2 & M%Hw*—v(t)ﬂg.

We obtain the following by minimizing the right-hand side of the above w.r.t ;.

S *
L < St + o+ 2o+ Dyl — v O,

1—Oét

and after unrolling the recursion,

_
<50+Z K78 +Z\/2%u+n%1|\fﬂ v
_ 1

J

We may define u; = /(1 +n)a_1 Haz* — v /\/24;21 and a; = 2,/7;/\/A;-1. Note
Si/Ar = Sp/(Ar—1(1—ov)) where Sy /(1—ay) = f(x®) — f*+ a2  ||x* —v®||3. Therefore,

2~ St
we have u; < T

+ aju; forall t2>1.

LS o
Jj=1

This allows us to apply Lemma B4 (Let S; = Sy + ZJ 1 A , then we have u? < S) +

23:1 a;u; < (1/S;+ 23:1 a;j)? meanwhile Sj + ijl a;u; > St/At ), which yields

2

St /
< | vS +3 E
At - - 0 +
which provides us the desired result given that f(x®)) — f* < St - and that 00 = g(0), O
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We now simplify the above theorem for our quadratic problem (ET). In particular, we prove a variant
of Proposition 5 from Lin et al. [B4], replacing f(x(®)) — f(a*) with its upper bound L||b||3/2.

Corollary A.6. Let {xV)};5¢ and {y™};>0 be generated by Algorithm I, assuming that =*) €
H (1) for all t > 1 where local methods find th”) such that
. . L+ u)|b]3(1 - p)t
ho(2050) — 2 < gy = M)ngl( P

Let the objective f be defined in (BT) and assume ©'©) = 0. where g = u(l —\/q) and Ay =
(1—/q)" with Ag = 1 and q = p/(p+n) and g = \/q. , then the final solution x®) is guaranteed

2(L + p)|b]2

(Va—p)?

fleW) —fr < (1—p)t*. (23)

Proof. We first show the following inequality

_ t—1
ID1/2(a? — o). < \/Mf) \/(1 - va) (55 ol +3Z Ak
(24)

By the definition of f in (ET), we know x; = aQ1D~/2p. Since (¥) = 0 and f is L-smooth, it
implies

* L * L — — L — L
J@®) = f(@5) < S e® — 238 = SaQ ' DV2b|3 = <D VLB < b,

where the second equality due to the identity II, = aD2Q'D~'/2 and the last inequality
is from the fact that |[TI,[[; = 1 and ||z < [|z|l;. When a9 = \/q,q = then vp =

(n + p)ao(ao — q) = u(1 — /q), then it indicates

@ -a0) (F ) = ) + Lo - 203 < \/ 1=y (552 ) 1o - 218

< \/u —va) (51 .

Since A;—1 = (1 — /)", one can simplify Eq. (20) of Lemma B as the following

F@®) — f(z3) < (1 - ) \/u@(““) ||bH2+3Z,/

Let o, = (L + p)||b]|3(1 — p)t/18, then

\/L+“||b| (1—pp _\/(1—@%“an%<1—p>i‘
(1— vy |

Follow the same steps as shown in Proposition 5 of Lin et al. [34], the right-hand side of Eq. (24) is

\/(1_ﬁ)(L;u>||b2+3ZF \/ L+M>Ilbll2 1+Z( 11_ja>j

I t41 —
<\/(1—¢a)< ;u>b||2C - where ¢ = 1=p

This leads to

u+n




IN

a-var (LY (E5)

=B () - vaey

2
=“”|b||1< _Vi‘/;_ﬂ> (1-p)"

L+u 1 ’ p
SR ||1< — —¢1—\/a> (1-p)*!

L+# _ e _ 2L+l
b ||1(\[ BE 5(1=p) Vi (1-p)

where the last inequality uses the fact that /1 —p — \/ 1-yq > @. Since f is p-strongly
convex, then

)

— * * 2 *
1D 2@ —a})l|oo < [l — 2} < \/M(f(:v“)) AR
which leads us to have the upper bound in Eq. (Z4). Then, we have the following inequality

||D71/2(a:(t) — m;)”oo < M(l _ p)HTl

Vi = p)
O
The above theorem implies that if ht(m(t)) —hy <= %W, then the function value
error satisfies f(x®) — f* := w(l — p)ttlt = 362:0-0)  Based on Corollary BB, we

(\/a—») (Va—p)?
establish the total iteration complexity for AESP as presented in the following lemma.

Lemma B4 (Outer-loop iteration complexity of AESP). If each iteration of AESP, presented in
Algorithm W, finds ) = 25 using M, satisfying hy(2") — hi < @ = (L + p)|b|2(1 —
p)t /18, then the total number of iterations T required to ensure & = AESP(e,a, b,1,G, M) €
P(e,a, b, G) as defined in Eq. (B), for solving (P), satisfies the bound

Lo (ML +u)||b|?> p
T< - g( , where p = 0.9\/qand g = ——.
1€2(\/q — p)> Vi pt
Furthermore, @, has a lower bound ¢, > pe*(\/q — p)?/72 forall t € [T).

Proof. As f is p-strongly convex, then & || D=/2(z® —z*)||2, < £|2® —2*|3 < f(z®) -
It is enough to find a minimal integer 7" such that f(z(™)) — f* < “752 That is, f(z(™)) — f* <
%( —p)TH < ue? /2. We have
2(L+p)(1—p)" Bl _ pe?
(Va—r)? T2
- 1 4(L b||?
P T R VN (RS}
AL+ pIblly e (V= p)

The minimal 7 satisfies the above inequality means (1 — p)7 has the following lower bound

(1- p)T ’ueg(\[ - P)2
~ AL+ p)b]?
Applying Corollary B3, we know that ht(z,gKt)) —h} < ¢y i= 15(L+ p)|blI3(1 = p)t, then or

is guaranteed lower bounded as

201 = AL+ p)|bli(1 - p)" > p¥(Va—p)* = or>

= (1-p)

pe*(Va — p)*
R
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A.5 Proof of Theorem B3

Theorem B.3 (Time complexity of AESP). Let the simple graph G(V, E) be connected and undi-
rected, and let f(x) be defined in (BT). Assume the precision € > 0 satisfies {i : |b;| > ed;} # 0
and damping factor o < 1/2. Applying & = AESP(e, a0, b,m,G, M) withn = L — 2u and M
be either LOCGD or LOCAPPR, then AESP presented in Algorithm [, finds a solution & such that
|D~/2(z — x})|loo < € with the dominated time complexity T bounded by

T — 0 0 K —_— 0
cy ) -C C
T< E min { VOI(:S}) log hy  he he } , with M < min { he 7Qm} )

K’
— Ve cp e Ve €

where T, €, C’gf and C,f(f are defined in Theorem B3. Furthermore, ¢ = /(L — ) and the number
of outer iterations satisfies

10 400(L+u)||b|§) ( 1 )
T< lo =0|—|.
9V g( peq Va

Proof. By the definition of total time complexity 7 in Eq. (@), we have T = 3., T;-°°6P or

T = 23:1 TLOCAPPR Hence, the overall time complexity directly follows from Theorem B3 and
Theorem A3. The upper bound on the total iteration complexity 7" is from Lemma B4. When

o = pu < 0.5, we have ¢ = \/a/(1 — «), leading to an iteration complexity of T = O(1/y/a). O

A.6 Proof of Theorem B8

The following theorem establishes the time complexity of AESP-PPR (Algorithm [).

Theorem B.6 (Time complexity of AESP-PPR). Let the simple graph G(V, ) be connected and
undirected, assuming o < 1/2. The PPR vector of s € V is defined in Eq. (W), and the precision
e € (0,1/ds). Suppose #* = AESP-PPR(¢, v, 5,G, M) be returned by Algorithm D. When M is
either LOCGD (Algorithm B) or LOCAPPR (Algorithm B), then 7 satisfies | D™ (7t — )]0 < €
and AESP-PPR has a dominated time complexity bounded by

om0 (D) (53} - fo () 0 (%)

where Tiax 1= arg max,cp vol(S;) /7, and R is defined in Eq. ().

Proof. We first analyze the total iteration complexity 7" required in Algorithm . For the PPR
problem defined in (@), when o < 0.5, b=es, p =, L=1,n=1—2a, g = \/a/(1 — «), and
p = 0.9,/g, we seek to determine ¢ such that (1 — p)'™! < a?e?/(400(1 — a?)). Since p = 0.9,/7,
the total iteration complexity simplifies to

e (RE) < o (2] - [V (2]

2
Fort € [T], ¢ == LH2([b]3(1 — p)* and we know that 2210l (1 — pye+t < 1 then @ =

ERIBIT( = ) < (V3= p)Pne/(T2(1 = p)). As @ = max{y/ 202, Hireige} from

Lemma B2, then for ¢t € [T], we have
2(n + a)pr 2(n + a)er
t = 1/2,_(0) = 1/2,_(0)
(VA “(z v [IVR (2 )l
 (m+a)yg—p)Ppe a?e?
36(1 — p)|[VR (™)l 3600(1 — 0.9/@)| VA ()1

2 2
where the first equality follows from Lemma B4, which states that op > peVaze)”

72
By the bounded level set assumption for the scaled gradient, we have ||Vhi/ 2(zt(o))”l <
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R||VA2 (2", = R|VAY2(0)|]; = R||laes||; = aR where we assume that z\*’ = 0. This
leads to

max, Cf)_ 3600(1 - 0. 9y/0)IVh? (2|1 - max, CP,
€T o2e?

_ 22 2
_ 360001 - 0.9 Re? _ - (R)

- 02e? €2

Note that Tipay := arg max, g vol(S;) /7, and that VOI(Sf) < min { ST"‘“" ) Zm}. By combining

max

the two bounds above, we complete the proof of the theorem O

A.7 Proof of Corollary A7
Corollary A.7. Let :EgKt) be the output of either LOCGD or LOCAPPR, as defined in Algorithm B

and Algorithm B, respectively. Define the objective error as et(zt(K‘)) = ht(zéKt)) — hi(xf). Then,
the following bound holds

(K.) 1 27\’ 1/2 )
ei(z )Si)-H === IV ()2,

Proof. Recall Q = 421 — 120 D=1/24D~1/2 and the target linear system to solve is Qz =
b*—1 . Note that

nto nta -1
My = 10 (H oy LT 4 p- )

Tn 147 2 2
-1
77+a(1+a+277I 1-a« AD1>
1+n \ 2(1+n) 2(1+mn)
—1
1 2 1-—
:(n+a)< +O‘2+ Nr_ 2aAD‘1) .

Hence, D’l/QHﬁJDl/Q = (n+ )Q’l Recall ¥ = Q'b(*~1). Let (2, #) be estimate and
n

residual pair, then 2 — x} = —Q~'#* = Q' Vh,(2). Since h, is L + n-strongly smooth, then for

any z € R™, it implies h(z) — ht(cct) < #Hz — x}||3. Let tht) be the estimate returned by
APPR or LOCcGD, then we have

t * +L t
ha(2() = hu(@y) < 17

— 2|3
+L

=T 21Q h ()2

n+L)

n+ )

n+ L) ”
)2

Ky
Sty oz 1D Tps DYAVR (2|}

DY2Vh, (2|2,

(
(
m+L)
< 2t a)?

where the last inequality is from the fact that for any v > 0, ||[D~'/2IL,|; < 1. From previous
analysis we know that || D/2Vh, (z{")||l; < [T5g" (1 — 292 )| DV2Vhy (2(7)]]1. We
have a final upper-bound

Ki—1
e e < i 11 (- 75y ) 1RO

We derive the bound under the condition that n = 1 — 2a.. O
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B Related Work

Personalized PageRank. Personalized PageRank (PPR), initially introduced as a variant of Googles
PageRank [I7], was further studied in [29, 277]. A key property of PPR is that its important entries
are concentrated near the source node, allowing for effective retrieval of relevant information even
at a lower precision €. These important entries follow the power-law distribution [[Z, P3]. Computing
e-approximate PPR vectors is fundamental for analyzing large-scale graph-structured data, with
applications in local clustering [4, 5, 36, #4], modeling diffusion processes [[Z, T4, 1], and training
node embeddings or graph neural networks [IU, 5, 22, D9]. Further discussions on PPR-related
problems can be found in [T, D6, PR, &9, 50].

There exist well-established iterative methods for computing PPR, particularly those based on solv-
ing linear systems [24, &3, 5T]. Among these, the Conjugate Gradient Method (CGM) and the Cheby-
shev method [I6] are commonly employed for solving the symmetrized form of Eq. (). These
approaches typically achieve a time complexity of O(m/\/a), where m is the number of edges.
Further improvements have been made through symmetric diagonally dominant solvers [B1, Z5]
and Anikin et al. [6] proposed an algorithm for the PageRank problem with a runtime complexity
dependent on |V|. However, we focus on local methods that avoid accessing the entire graph.

Local algorithms and accelerations. Unlike standard solvers, local solvers [3, &, 9, 30, 7] exploit
that the big entries of 7 are concentrated in a small part of the graph. Specifically, Andersen et al.
[@] proposed the Approximate Personalized PageRank (APPR) algorithm, achieving a time com-
plexity of O(1/(«e)). To further characterize the locality of 7r, Fountoulakis et al. [20] introduced
a variational formulation of (I) and applied a proximal gradient method to compute local estimates
with time complexity of O(1/((a + p2)e)), where i > 0 is a local conductance constant associated
with G. Both methods critically depend on the monotonic reduction of the residual or gradient to
ensure convergence. The equivalence between APPR and other methods such as Gauss-Seidel and
coordinate descent has been considered [B72, &0, 46, &7] but does not focus on local analysis.

The question of whether an algorithm with time complexity O(1/(y/ce)) can be achieved using
methods such as FISTA [B], linear coupling [], or other methods [, T3] was raised in Fountoulakis
and Yang [[9]. However, the difficulty is that algorithms such as FISTA violate the monotonicity
property where the volume accessed of per-iteration cannot be bounded properly. The work of Zhou
et al. [82] proposes a locally evolving set process for localizing standard iterative methods for solving
large-scale linear systems. However, their accelerated convergence rate framework strongly assumes
that the residual has a geometric reduction rate, which could not be true in real-world settings. The
work of Martinez-Rubio et al. [37] employs a nested APGD method, achieving a time complexity of
o(|S* \VOI(S*)/@+ |S*[ vol(§*)) where |S*| = [ supp(z},)| (with ;, being the optimal solution
of Eq. (B2)) and vol (§*) denoting the number of edges in the induced subgraph from S*. The
factor |S*| appears in the bound due to the worst-case number of calls required for applying APGD.
In contrast, our proposed framework introduces a novel local strategy that provably runs in 1//«
outer-loop iterations. Furthermore, we incorporate the Catalyst framework [33, B4], which ensures
that each iteration maintains locality, allowing the overall time complexity to be locally bounded.

C Implementation Details and More Experimental Results

Algorithm B and Algorithm B present LOCGD and LOCAPPR respectively. They iteratively update
the active node set in a queue data structure Q, ensuring a localized and efficient computation of the
PPR estimate.

C.1 Datasets and Preprocessing

In our main experiments, we evaluate the proposed method on a medium-scale graph com-dblp
and four large-scale graphs ogb-mag240m, ogbn-papers100M, com-friendster, and wiki-en21. To
further investigate the effectiveness and acceleration performance of our approach on different sizes
of graphs, we conducted additional experiments on more graphs. we treat all 19 graphs as undirected
with unit weights. We remove self-loops and keep the largest connected component when the graph
is disconnected. Table D presents the key statistics of these datasets, including the number of nodes
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Algorithm 3 LocGD(y;, y* Y 1, a,b,G) Algorithm 4 LOCAPPR (¢, y*~ 1) 1, a, b, G)

1: Initialize: z < y®*—b 1: Initialize: z < y®*—b
2: i | VA2 ()], = 0 then 2: i | VA2 ()|, = 0 then
3:  Return z 3:  Return z

e [(utmee  2(n+a)e: . [(utm)ee  2(nta)oe }
4 o= max {00, ||Vhi/2(z£°>>u1} R EECRIN
5: Q {u:en/dy < |Vuhe(2)|} 5: Q {u:en/dy < |Vuhe(2)|}
6: k=0 6: while Q # () do
7. while Q # () do 7:  u <+ Q.dequeue()
8: Sf(k) = 8: if [Vyhi(2)] < ev/d, then
9:  while Q # () do 9: continue
10 u + Q. dequeue() 10: 6« Vihi(2)
11 S™® ansend 1 2y 2y — 2

: .. append ((u, V,he(2))) Tra+2y
12: 20 Zu — Trrss Vahu(z 12 forv e N(u) do -
13: Vht(Z)u +~0 13: vvh’t(z) — V’Uh‘t(z) + 1+a+2n :
14:  for (u,V,hi(2)) € S; do ﬁ
15: forv € N(u)do 14 if[Vohe(z)| > ev/d, and v ¢ Q
16: Vvht (Z) — Vvht (Z) + then

1—a  Vuhi(z) 15:
Trat2n Vi P Q.enqueue(v)
17: if |V'uht(z) > e\/d, and v ¢ 0 16: if |Vuht(z)| > ¢vVd, and u §Z Q
then then

18: Q. enqueue(v) 17: Q.enqueue(u)
190 kek4+1 18: Return z(®) « 2

20: Return z(®) « z.

(n) and edges (). The largest graph in our extended experiments contains up to 200 million nodes
and 1 billion edges, as shown in Table D.

C.2 Problem Settings and Baseline Methods

For solving Equation (ET) and (E2) on 19 graphs, we randomly select 5 source nodes s from each
graph. The damping factor o and convergence threshold € were fixed at a = 0.1 and e = 1 x 10~°
throughout all experiments unless otherwise specified. To compare with AESP-LOCAPPR and
AESP-LocGD, we primarily consider LOCGD, APPR, LOCCH, FISTA, and ASPR methods as
baselines. All our methods are implemented in Python with numba acceleration tools. Both ASPR
and FISTA use a precision of € = 0.1 and the parameter é = ¢/(1 + €) as suggested in [20].

C.3 Additional experimental results

Comparison of baseline methods. Fig. B compares the convergence behaviors of AESP-
LOCAPPR and ASPR for the com-dblp graph, with parameters « = 0.01 and € = 0.1/n. As evi-
denced by the early-stage iterations in the subplots, AESP-LOCAPPR achieves significantly faster
convergence compared to ASPR. Although ASPR guarantees monotonic decrease in the ¢;-norm
of gradients, this property comes at the expense of requiring increasingly iterative points, which
consequently reduces computational efficiency.

Fig. [ demonstrates the superior convergence behavior of AESP-LOCAPPR, AESP-LocGD com-
pared to baseline methods (LOCCH, and FISTA) on the com-dblp graph, with parameters a = 0.01
and ¢ = 0.1/n. AESP-LOCAPPR and AESP-LOCGD has rapid error reduction within the first
1 x 107 operations.

Fig. B presents results on the estimation error reduction for 4 datasets: wiki-talk, ogbn-arxiv, com-
youtube, and com-dblp. The acceleration effect of the AESP method is particularly evident in the
initial stages.

Full results of 19 graphs. Fig. B demonstrates the performance comparison of our proposed algo-
rithm against baseline methods (APPR, APPR Opt, and LocGD) across 19 graphs of varying scales,
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Table 2: Dataset Statistics

Notations Dataset Name n m
G1 as-skitter 1694616 11094209
Go cit-patent 3764117 16511740
Gs com-dblp 317080 1049866
Ga com-friendster 65608366 1806067135
Gs com-lj 3997962 34681189
Gs com-orkut 3072441 117185083
G~ com-youtube 1134890 2987624
Gs ogb-mag240m 244160499 1728364232
Go ogbl-ppa 576039 21231776
Gio ogbn-arxiv 169343 1157799
G11 ogbn-mag 1939743 21091072
G2 ogbn-papers100M 111059433 1615685450
G13 ogbn-products 2385902 61806303
G14 ogbn-proteins 132534 39561252
Gis soc-ljl 4843953 42845684
Gie soc-pokec 1632803 22301964
Gi7 sx-stackoverflow 2584164 28183518
Gis wiki-en21 6216199 160823797
Gig wiki-talk 2388953 4656682

com-dblp (o =0.01, e =0.1/n)

AESP LocAPPR
ASPR

com-dblp (o = 0.01, e = 0.1/n)

—15 | =<

X H)

—16

0.0 0.5 1.0 1.5 2.0

# of Operations x10M

Figure 6: Comparison of of AESP-LOCAPPR
versus ASPR, log || D~ (7 —)|| o over the op-
erations on the com-dblp graph with a = 0.01
and € = 0.1/n (Insets Show Early-stage Itera-
tion Details)

- i ---- AESP-LocAPPR
% : 3 AESP-LocGD
" 10| e === LocCH
® \  ---- FISTA
2Bl T
21 ‘\\ i N
el 7T
0 2 4 6

# of Operations x 107
Figure 7: Comparison of log || D™ (7 — 7)]| o0
over the operations on the com-dblp graph with
a = 0.01 and € = 0.1/n, illustrating the perfor-
mance of AESP-LOCAPPR, AESP-LocGD,
LocCH, and FISTA.

while Table B and B present the corresponding operation counts and running times across different
graphs. The results clearly show that AESP-based methods (AESP-LOCAPPR and AESP-LocGD)
achieve significantly faster error reduction during initial iterations, highlighting their superior con-
vergence properties, while maintaining robust performance across all graph scales from small to
extremely large graphs, which substantiates the algorithmic robustness.

Table B reveals that our algorithm exhibits suboptimal performance on certain graphs, which can be
attributed to the computational overhead introduced by the iterative parameter initialization process
(particularly for ¢ and €; in inner-loops). While this initialization overhead marginally increases
runtime in some cases, it crucially enables the superior convergence rates. What’s more, this trade-



Table 3: Operations Needed for five local solvers on 19 graphs datasets.

Graph APPR  APPR Opt LocGD | AESP-LocGD AESP-LocAPPR
as-skitter 3.06e+06  1.39e+06 1.94e+06 1.26e+06 1.00e+06
cit-patent 3.86e+06  1.81e+06 2.62e+06 1.45e+06 1.27e+06
com-dblp 6.07e+06  3.18e+06 4.66e+06 1.63e+06 1.43e+06
com-friendster 8.35e+05  3.20e+05 3.87e+05 6.65e+05 6.57e+05
com-lj 1.73e+06  7.14e+05 9.69e+05 8.18e+05 7.70e+05
com-orkut 1.32e+06  5.72e+05 7.06e+05 8.29e+05 8.19e+05
com-youtube 2.27e+06 1.33e+06  1.60e+06 1.27e+06 1.09e+06
ogb-mag240m 1.92e+06  8.46e+05 9.86e+05 7.54e+05 7.01e+05
ogbl-ppa 8.19e+05  4.36e+05 4.53e+05 7.45e+05 7.33e+05
ogbn-arxiv 1.20e+07  5.47e+06  8.99e+06 2.59e+06 2.25e+06
ogbn-mag 9.23e+05 3.89e+05 4.45e+05 6.65e+05 6.33e+05
ogbn-papers10O0M | 1.18e+06  5.05e+05 5.86e+05 8.38e+05 7.98e+05
ogbn-products 2.00e+06  9.73e+05 1.30e+06 9.11e+05 8.89e+05
ogbn-proteins 7.55e+05  7.73e+05 7.60e+05 9.20e+05 9.20e+05
soc-1j1 2.45e+06  1.09e+06 1.53e+06 1.03e+06 9.51e+05
soc-pokec 1.58e+06  7.13e+05 7.98e+05 9.38e+05 8.95e+05
sx-stackoverflow | 9.08e+05  3.47e+05 4.39e+05 5.18e+05 4.88e+05
wiki-en21 7.19e+05  2.18e4+05 2.27e+05 5.47e+05 5.36e+05
wiki-talk 1.39e+06  7.76e+05 9.83e+05 6.79e+05 5.42e+05

wiki-talk ogbn-arxiv com-youtube com-dblp

-- APPR
APPR Opt
L 3D
= —L0CGD Yo
-- AESP-LOCAPPR TN 5.

e
7

log |D~" (7 — )]

30 a5
x 10"

TR 0 15 w05 o 15 20 25 a0 a5
Operations x 108 Operations x 107 Operations x 108

Figure 8: Performance comparison of five local solvers across four graphs: wiki-talk, ogbn-arxiv,
com-youtube, and com-dblp (with parameters & = 0.01 and € = 0.1/n).

off between initialization overhead and convergence acceleration becomes increasingly favorable as
the graph size grows.

Initialization of zt(o). Fig. 0 presents a comprehensive comparison of different initialization strate-
gies for the inner-loop optimization in AESP-LocAPPR, where we identify zt(o) = y(t=1 as the rec-
ommended choice based on empirical evidence. This supplementary investigation further evaluates
the performance of AESP-LOCAPPR and AESP-LoCGD under varying initialization approaches
(y*=1 versus momentum-free (!~ versus zero-initialization) with fixed parameters o = 0.01
and € = 0.1/n. Fig. [ demonstrating that the proposed y*~1) initialization yields significantly
superior convergence characteristics compared to both the (*~1)-based and cold-start alternatives.
While all three initialization strategies (y*~1), 2(*~1) and zero-initialization) exhibit comparable
performance during the initial iterations, the y(*~)-based approach establishes substantial superior-
ity in later optimization stages.
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Table 4: Running times

Graph APPR  APPR Opt LocGD | AESP-LocGD AESP-LocAPPR
as-skitter 6.90e-01 3.18e-01  4.24e-01 5.62e+00 5.63e+00
cit-patent 5.05e-01 2.50e-01  9.97e-02 6.08e-02 1.87e-01
com-dblp 6.38e-01 3.28e-01  7.74e-02 2.32e-02 1.41e-01
com-friendster 1.60e+01 7.32e+00  9.93e+00 3.14e+02 3.15e+02
com-lj 1.18e-01 4.93e-02  2.70e-02 3.38e-02 6.87e-02
com-orkut 3.22e-02 1.47e-02  1.11e-02 1.74e-02 2.77e-02
com-youtube 2.90e-01 1.72e-01  3.55e-02 2.60e-02 1.33e-01
ogb-mag240m 6.17e-01 1.75e-01  3.56e-01 2.18e-01 2.40e-01
ogbl-ppa 2.00e-02 8.77e-03  5.30e-03 7.81e-03 1.78e-02
ogbn-arxiv 1.10e+00 5.04e-01  1.35e-01 3.08e-02 1.98e-01
ogbn-mag 4.46e-02 2.29e-02  1.09e-02 1.46e-02 4.47e-02
ogbn-papers100M | 1.30e-01 6.09e-02  5.19e-02 1.81e-01 2.17e-01
ogbn-products 7.91e-02 3.69e-02  2.85e-02 2.48e-02 3.98e-02
ogbn-proteins 3.84e-03 3.71e-03  2.45e-03 2.50e-03 4.55e-03
soc-1j1 1.73e-01 7.59¢e-02  4.09e-02 4.48e-02 9.75e-02
soc-pokec 9.18e-02 4.07e-02  2.04e-02 2.31e-02 5.93e-02
sx-stackoverflow 1.37e+00 5.44e-01 7.0le-01 2.90e+00 4.39e+00
wiki-en21 2.71e-02 8.66e-03  6.85e-03 2.40e-02 3.82e-02
wiki-talk 2.40e-01 1.53e-01  3.08e-02 2.15e-02 1.06e-01

Figure 9: Comparison of five local solvers over 19 graphs
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Figure 10: Comparison of AESP-LOCAPPR and AESP-LoCGD with three initializations on the
graph com-dblp (with parameters & = 0.01 and e = 0.1/n).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect our
contributions and scope. We propose a novel framework based on nested evolving set pro-
cesses and employ inexact proximal point iterations to accelerate Personalized PageRank
(PPR) computation.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed several limitations of our proposed work in the last section.
Guidelines:

e The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The paper thoroughly presents theoretical results, including the full set of
assumptions necessary for each theorem and lemma. Each proof is detailed and follows
logically from the stated assumptions, ensuring correctness.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

 All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide comprehensive details on the experimental setup, including de-
scriptions of the datasets used, parameter settings, and the specific algorithms applied. We
also provided our code for review and will make it public upon publication.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide open access to the data and code, along with instructions in the
supplemental material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We follow the existing experimental setup and provide detailed information
on the training and testing settings used for AESP-LocAPPR and AESP-LocGD.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports error bars and other relevant information about the statisti-
cal significance of the experiments. We use 50 randomly sampled nodes and plot the mean
of the results.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

It should be clear whether the error bar is the standard deviation or the standard error

of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The experiments were conducted using Python 3.10 with CuPy and Numba
libraries on a server with 96 cores, 503GiB of memory, and four NVIDIA RTX A6000
GPUs with 28GB each.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research adheres to all aspects of the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: There are no broader societal impacts, as it focuses on technical contributions.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: The paper does not involve data or models with a high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper does not involve licenses for existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]
Justification: The paper does not involve new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [Yes]
Justification: The paper does not involve crowdsourcing and research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: The paper does not involve institutional review board (IRB) approvals or
equivalent for research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: The paper does not describe the usage of LLMs as an important, original, or
non-standard component of the core methods in this research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLN)
for what should or should not be described.
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