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Abstract

Recent studies have explored using large lan-
guage models (LLMs) as virtual respondents
in survey research, with a key challenge being
to evaluate how well they align with human
responses. This study applies Item Response
Theory (IRT) and Differential Item Function-
ing (DIF)—methods commonly used in hu-
man surveys—to analyze item-level bias in
LLM-generated responses. IRT estimates a re-
spondent’s latent trait from their answer pat-
terns, while DIF statistically examines whether
groups with the same trait respond differently
depending on demographic attributes. We con-
structed personas with various demographic
characteristics and simulated their responses
to items from the American National Election
Studies (ANES). The results show that LLMs
replicate human-like bias directions and rank-
ings of influential attributes, but the strength of
the bias is substantially amplified. We also ob-
served signs of social desirability bias in LLM
responses to race-related items. This study
demonstrates that, in the context of persona-
assigned LLMs participating in surveys, IRT
and DIF analyses enable quantitative, attribute-
level bias evaluation—offering a meaningful
contribution to the study of human-LLM align-
ment.

1 Introduction

LLMs are increasingly being adopted for tasks that
simulate or supplement human judgment, including
survey response modeling, public opinion estima-
tion, and policy evaluation (Argyle et al., 2023;
Horton, 2023; Ziems et al., 2024). As their ap-
plications expand into social scientific domains,
it becomes critical to ask whether these models
merely mimic surface-level human patterns or also
reflect deeper structures of societal bias.

In particular, structural bias refers to systematic
differences in responses that emerge not from indi-
vidual preferences alone but from underlying demo-
graphic factors such as ideology, religion, gender,

and race (Johnson et al., 2011). In the social sci-
ences, such biases have long been analyzed through
IRT (Rasch, 1993; Lord, 1952) and DIF (Scheune-
man, 1979; Holland and Wainer, 2012) analysis.
These methods have been applied for decades in
large-scale surveys such as the ANES, the World
Values Survey (WVS), and the General Social Sur-
vey (GSS) (Angoff, 2012).

This study begins with the following questions:
Do LLMs reproduce structural biases found in
human survey responses? And can such biases
be systematically detected using psychometric
tools like IRT and DIF analysis?

To investigate this, we construct a diverse set of
personas based on the ANES dataset, varying in de-
mographic and ideological attributes. We simulate
responses to real survey items using several latest
LLMs. Each persona’s latent political ideology is
estimated using an IRT-based approach, followed
by DIF analysis to examine whether individuals
with similar ideological traits respond differently
depending on their demographic group.

Our results show that most LL.Ms exhibit bias
directions similar to those of humans with respect
to attributes such as political ideology and religion,
while attributes like marital status show no signifi-
cant effect in either case. However, the degree of
bias tends to be exaggerated across most attributes.

This study offers a novel application of DIF anal-
ysis to LLLM simulation contexts, showing its po-
tential for assessing structural bias and contributing
to future research on human-LLM alignment.

2 Related Work

Recently, researchers have begun to apply these
human-oriented bias analysis methods to LLMs.
For example, Bai et al. (2024) adapted the Implicit
Association Test (IAT) to uncover hidden biases in
LLMs, revealing stereotypical patterns across race,
gender, and religion. Hu et al. (2025) evaluated



whether LLMs exhibit identity-based in-group fa-
voritism, and Potter et al. (2024) showed that many
LLMs tend to favor liberal political candidates, par-
ticularly in the U.S. context.

Some studies, however, suggest that LLMs
demonstrate biases differently from humans. For
instance, they may show lower sensitivity to varia-
tions in question wording (Tjuatja et al., 2024), or
fail to reflect deeper perceptual differences, even
when persona prompts are used (Giorgi et al., 2024).
Wang et al. (2025) caution that LLMs may oversim-
plify identity expression and reinforce stereotypes.

However, most existing studies do not apply
psychometric methods such as IRT or DIF. Prior
work has mainly focused on analyzing response dis-
tributions or surface-level keywords. Few have ex-
amined whether LLMs and humans, under matched
ideological traits, exhibit structural differences at
the item level.

Our study uses IRT to align human and LLM
responses, then applies DIF analysis to examine de-
mographic effects on specific items. This approach
aims to investigate the extent to which LLMs re-
flect structural social biases similar to those found
in human behavior.

3 Methods

3.1 Dataset and Experimental Setting

We utilizes the ANES(The American National Elec-
tion Studies, 2021) dataset, which provides a wide
range of demographic information while excluding
personally identifiable location data. This makes
it well-suited for analyzing item-level structural
bias in human responses and for constructing LLM
personas based on demographic attributes.

The dataset consists of responses from 8,280 real
individuals with diverse demographic backgrounds,
which were used to construct an equal number of
simulation personas. Each persona includes demo-
graphic attributes such as gender, race, religion,
and political ideology, and served as the basis for
the subsequent survey response simulations.

To ensure compatibility with IRT analysis, we
selected survey items that were likely to reflect
political ideology and used a consistent Likert scale
(1: oppose, 2: neutral, 3: support). Ultimately, five
items were chosen for analysis, covering the topics
of gun control, immigration policy, welfare policy,
transgender policy, and racial policy.

The simulation was implemented in Python and
conducted using a range of LLMs suitable for

large-scale experiments, including gpt-3.5-turbo,
gpt-40-mini, Claude-3-Haiku, Meta-LLL.aMa-3.1-
8B, Google Gemini-2.0, and Mistral-7B. All mod-
els were run with the temperature parameter fixed
at 0.7. The cost per full simulation ranged from
approximately $2 to $5, with a runtime of 15 to 20
hours depending on the model. To mitigate stochas-
tic variability and ensure stable trends, each model
was simulated twice, and the results from both runs
were used for analysis.

A complete prompt incorporating the persona,
survey question, and instruction is presented in
Appendix A.

3.2 Estimating Latent Political Traits Using
IRT

For each of the five selected items, latent trait
scores (theta) were estimated separately for human
and LLM data using IRT (Rasch, 1993; Lord, 1952)
analysis. To ensure consistency in item polarity, re-
sponses were recoded in advance such that ’1 = pro-
gressive’, ’2 = neutral’, and ’3 = conservative’. The
Graded Response Model (GRM) (Johnson et al.,
2011; Van Der Linden and Hambleton, 1997) was
employed to handle these polytomous responses.
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Equation (1) defines P;jj, as the probability that
respondent ¢ selects category k or higher on item
j. In this formulation, ; denotes the respondent’s
latent ideological trait, a; is the item discrimination
parameter, and b;y, is the threshold for category k
on item j.

The estimated 6 values were subsequently used
as a reference point for comparing bias across de-
mographic attributes in the DIF analysis.

3.3 DIF-Based Item-Level Bias Analysis

Based on the previously estimated latent political
trait scores (#), we conducted a DIF (Scheuneman,
1979; Holland and Wainer, 2012) analysis to assess
whether individuals with similar ideological orien-
tations respond systematically differently to survey
items depending on their demographic attributes.
For this analysis, we employed binary logistic re-
gression to detect differential item functioning.

logit(P(Y = 1)) = By + 516 + Bagroup,
+ Bagroupy +--- (2)
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Figure 1: Each plot presents item-level bias coefficients associated with the political ideology attribute. Non-
significant coefficients are shown with transparency. Values exceeding the clipping threshold of +10 are capped at

10 and marked with an asterisk.

Rank Human GPT-3.5 Turbo GPT-40 Mini Claude 3 Haiku Gemini 2.0 Flash LLaMA 3.1 8B Mistral 7B

1 Ideology (1.12)  Ideology (3.00)  Ideology (5.44)  Ideology (5.16) Ideology (4.06) Ideology (2.41)  Ideology (4.42)
2 Religion (0.60) Religion (2.78) Religion (2.84) Religion (2.42) Religion (2.85) Religion (1.24) Religion (2.17)
3 Education (0.48) Gender (1.27) Income (2.26) Gender (2.00) Income (1.46) Gender (0.53) Income (2.01)
4 Race (0.48) Race (1.00) Gender (2.19) Education (1.49)  Education (1.35) Race (0.49) Gender (1.67)
5 Age (0.32) Education (0.97)  Education (1.92) Race (1.13) Race (1.12) Education (0.44) Race (1.28)

6 Income (0.30) Income (0.94) Race (1.44) Income (0.98) Gender (1.12) Income (0.44) Education (0.88)
7 Gender (0.30) Age (0.55) Age (1.42) Age (0.78) Age (0.88) Age (0.32) Age (0.43)

8 Marital* (0.00)  Marital* (0.00) Marital* (0.00)  Marital* (0.00) Marital* (0.00) Marital* (0.00)  Marital* (0.00)

Table 1: Demographic attributes ranked by average absolute DIF coefficients. Values in parentheses indicate
effect size. Only attribute—item pairs significant in at least 6 of 7 models were included (35 total). Marital* was

non-significant across all models but shown for reference.

Each item response was binarized (e.g., progres-
sive choice = 1; neutral or conservative = 0). As
shown in Equation (2), 6 represents the latent ideo-
logical trait, and group,, refers to one-hot encoded
demographic attributes. If the regression coeffi-
cient 3 associated with a specific demographic
variable is statistically significant, the item is con-
sidered to exhibit differential response bias with re-
spect to that attribute. For example, if respondents
with the same latent ideological trait (0) exhibit
different response probabilities based on gender,
this is interpreted as evidence of gender-related
bias. Using this approach, we analyze which demo-
graphic attributes lead to structural bias at the item
level in both human and LLM responses, as well
as the direction of that bias (i.e., more progressive
or more conservative).

4 Results & Discussion

4.1 Structural Bias Analysis

Figure 1 visualizes the regression coefficients
by political ideology group (conservative/liberal)
across items. The plots are based on the averaged
results from two simulation runs. In each plot, the

x-axis represents the direction of response probabil-
ity, with negative values indicating more conserva-
tive responses and positive values indicating more
progressive responses.

All LLM models exhibited bias directions gener-
ally aligned with human responses, but the magni-
tude of bias was substantially exaggerated. Notably,
the Mistral 7B model reached the clipping thresh-
old of +£10. While human respondents showed rel-
atively moderate bias coefficients (e.g., —-0.94 for
conservative and +1.13 for progressive), LLMs pro-
duced extreme coefficients exceeding +5.

These results indicate that LLMs are highly sen-
sitive to the political ideology attributes embedded
in the persona prompts and tend to exaggerate ide-
ological differences. In addition to political ideol-
ogy shown in Figure 1, LLMs also exhibited gen-
erally more extreme coefficients than humans for
other attributes such as gender and religion. The
corresponding visualizations are included in Ap-
pendix C.

Table 1 presents the average bias magnitude by
attribute across models. In addition to political
ideology, religion also showed 2-5 times larger
coefficients in LLMs than in human data. Other



attributes, such as gender, income, education, race,
and age, likewise exhibited 2-3 times greater coef-
ficients in LLMs. These results suggest that while
LLMs generally align with humans in directional
trends, they tend to produce structurally exagger-
ated responses in terms of bias strength.

4.2 Similarity to Human Bias Patterns

The top- and bottom-ranked attributes shown in
Table 1 exhibit similar patterns across both humans
and LLMs. Ideology was the most influential at-
tribute at the item level, consistently showing the
strongest effect in both human and LLM responses,
followed by religion. In contrast, marital status was
consistently the least influential attribute for both
humans and LLMs. This aligns with the common
understanding that political ideology and religious
beliefs are the most influential factors in human
responses to the selected items (e.g., welfare policy,
transgender-related policy), and demonstrates that
LLMs tend to mimic this pattern as well.

Table 2 presents a comparison between the di-
rection of item—attribute bias observed in humans
(with negative values indicating conservative ten-
dencies and positive values indicating progressive
tendencies) and that observed in LLMs. Most LLM
models exhibited a high level of agreement with
human bias directions, ranging from 72% to 82%,
with an average alignment rate of 77%. This sug-
gests that LLMs responded in a similar direction
to humans on the majority of items. These results
indicate that LL.Ms are capable of partially repro-
ducing human-like bias structures at the item level.

Model Nsame Miwta  Alignment Rate
Gemini 2.0 Flash 106 130 0.815
GPT-3.5 Turbo 92 114 0.807
GPT-40 Mini 94 118 0.797
Claude 3 Haiku 82 108 0.759
LLaMA 3.1 8B 80 106 0.755
Mistral 7B 74 102 0.725
LLM Average 528 678 0.776

Table 2: Directional alignment rates between human
and LLM responses. Alignment is defined as matching
the sign of the human coefficient (positive = liberal,
negative = conservative) for each item—group pair.

4.3 Social desirability bias in LLLMs

For race-related items, most LLMs exhibited in-
stability or highly skewed responses, often default-
ing to extremely liberal or neutral positions. Due
to this imbalance, regression analysis became in-
feasible for these items, and they were ultimately

excluded from the DIF results. This may be at-
tributed to alignment constraints designed to sup-
press potentially sensitive or controversial outputs
in race-related contexts.

Such anomalies diverge significantly from hu-
man response patterns and highlight a key limita-
tion of using LLMs as experimental agents in social
science contexts.

4.4 TImplications for Human-LLM Alignment
in Survey Contexts

Ensuring the alignment between LLMs and hu-
mans is a critical challenge in terms of response
reliability when LLMs are used as participants in
survey research. This study demonstrates that, in
the context where persona-assigned LLMs partic-
ipate in surveys, it is possible to conduct quanti-
tative, attribute-level bias analysis using IRT and
DIF methods—an approach that, to the best of our
knowledge, is the first of its kind.

Furthermore, this analysis enables comparison
of which human attributes LL.Ms are aligned with
or not, and is expected to make a meaningful con-
tribution to the study of human-LLM alignment.

5 Conclusion

This study applied IRT and DIF analyses to
persona-based LLM simulations, demonstrating
that structural bias between humans and LLMs can
be quantitatively assessed at the item level. The
results showed that while LLMs exhibited partially
similar directional patterns of bias to humans, the
magnitude of these biases was often excessively
amplified. In particular, for sensitive items, LLM
responses differed significantly from those of hu-
man respondents, indicating potential limitations
in using LLMs as participants in social science
experiments. Moreover, this study illustrates the
feasibility of using this approach to compare, at the
item level, which demographic attributes LLMs are
aligned with—or not—offering a meaningful con-
tribution to research on human—LLM alignment.

6 Limitation

This study is based on simulation results derived
from specific survey items and prompt conditions,
and the interpretation should be considered within
this experimental context. The number of items
and the range of LLM models used were limited,
making it difficult to generalize to broader policy
issues or model architectures.
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Appendix: Code Availability

An anonymous implementation of the simulation
code and data processing scripts is available at the
following URL:

https://anonymous.4open.science/r/
project-anon-C@33/

This repository has been anonymized in accor-
dance with the ACL reviewing policy and will re-
main accessible during the review process.

A Prompts Used in the Simulation

We present an example prompt combining persona,
question, and instruction. This format was used in
all simulation trials.

I am 46 years old, male, asian, in the
income bracket ’$175,000-249,999’,

with an education level of bachelor’s
degree, who identifies as conservative,
and religiously identifies as something

else.

When asked the following question, I
respond based on my beliefs and background.

Should the federal government make it more
difficult for people to buy a gun?

1. More difficult

2. Easier

3. Keep the rules about the same

Please respond with only the number (1 to

3).
B Demographic Distribution of ANES
Personas

We provide summary statistics of the demographic
attributes used to construct ANES-based personas.
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These include political ideology, religion, race, in-
come, gender, marital status, and education. The
distribution plots in Figure 2 show the diversity of
the sampled population across these variables.

C Visualization: DIF Analysis

We visualize the estimated effect sizes from the
DIF analysis across demographic groups. Figure 1
displays the regression coefficients by group, show-
ing the direction and significance of demographic
influence on each survey item.
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Figure 2: Distribution of demographic characteristics among ANES-based personas used in the simulation study.
Each subfigure presents the frequency counts for a specific variable: (a) Political ideology, (b) Religion, (c) Race, (d)

Income, (e) Gender, (f) Marital status, and (g) Education. These distributions reflect the diversity of the underlying
ANES data and were used to construct the persona pool.
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Figure 3: Directional DIF coefficients by demographic variable. Each subfigure (a—f) presents the regression
coefficients for a specific group variable across survey items. Bars indicate the direction and magnitude of group
effects (positive = progressive, negative = conservative), and transparency reflects statistical significance (opaque =
significant at p < .05). (a) Religion, (b) Gender, (c) Race, (d) Education, (e) Income, and (f) Marital status.
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