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Abstract
Information extraction is a vital task in natu-001
ral language processing. It involves extract-002
ing user-interesting information from natu-003
ral language and serves many downstream004
tasks, including knowledge graphs, informa-005
tion retrieval, and question-answering systems.006
Given LLMs’ robust comprehension and rea-007
soning across diverse tasks, their potential for008
this task is substantial. However, applying009
LLMs directly for complex documents faces010
challenges, including handling lengthy docu-011
ments, understanding tables, adapting to rep-012
resentation ambiguity, and ensuring numer-013
ical precision. Given the absence of com-014
prehensive datasets encompassing these chal-015
lenges, we introduce the Financial Reports016
Numerical Extraction (FINE) dataset to fa-017
cilitate further investigation. We present the018
Split-Recombination Framework (SiReF) that019
effectively counters these challenges with ta-020
ble serialization, embedding retrieval, and pre-021
cision prompts. Extensive experiment results022
demonstrate its adaptability across various do-023
mains and LLMs with different capabilities.024
The dataset and code are provided in the at-025
tachments.026

1 Introduction027

Information extraction (IE), which involves extract-028

ing and restructuring specific information from nat-029

ural language texts, is a significant task in natu-030

ral language processing (Zheng et al., 2023). For031

example, extracting time and location from news032

articles (Sedik and Romadhony, 2023); or extract-033

ing product names and performance metrics from034

technical documents (Meuschke et al., 2023). It035

has extensive applications in various fields such as036

knowledge graphs (Jaradeh et al., 2023), question-037

answering systems (Khot et al., 2017), and senti-038

ment analysis (Cheng et al., 2016).039

Recently, LLMs have displayed remarkable ca-040

pabilities in a wide array of tasks, showcasing their041

potential to process complex textual data (Wei et al., 042

2023a; Wang et al., 2023b; Zhou et al., 2022; Ko- 043

jima et al., 2023). Hence, it is important to inves- 044

tigate how to harness the powerful capabilities of 045

LLMs for IE. Currently, only a few tools, such 046

as PDF-GPT (Tripathi, 2023) and ChatPaper (Luo 047

et al., 2023), directly leverage LLMs for IE. How- 048

ever, when applying these methods, they encounter 049

four challenges in handling complex scenarios: 1) 050

The document’s length far exceeds the token limit 051

of LLMs, preventing them from processing the 052

entire content. 2) Documents contain tables, and 053

LLMs struggle to directly handle such structured 054

data. 3) The presence of multiple representations 055

for the same concept leads to ambiguity. LLMs 056

fail to extract relevant information when faced with 057

inconsistent keywords. 4) In documents rich in 058

numerical data, the same keyword corresponds to 059

values with varying precision. LLMs can’t return 060

the most precise result. 061

We refer to documents exhibiting these character- 062

istics as Hybrid Long Documents (HLDs). Given 063

the lack of an appropriate dataset encompassing 064

these challenges, we propose the Financial Reports 065

Numerical Extraction (FINE) dataset, derived from 066

real-world and publicly accessible financial reports. 067

This dataset features several characteristics: each 068

document is lengthy with a blend of textual and 069

tabular contents; a high degree of keyword ambi- 070

guity; an abundance of numerical information; and 071

stringent quality control measures are employed. 072

Through comprehensive experimentation, we 073

introduce a split-recombination-based framework 074

(SiReF). By employing a splitting and recombina- 075

tion process, the framework allows LLMs to grad- 076

ually process the entire document. To address the 077

above challenges: 1) We propose two implemen- 078

tation strategies: Refine and Map-Reduce. The 079

Refine strategy maintains a continuously evolving 080

summary. The Map-Reduce strategy extracts infor- 081

mation in parallel and combines it to form a com- 082
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Figure 1: This figure demonstrates the SiReF process using financial reports as an example, with some modules
presenting only one implementation. The SiReF framework illustrates the end-to-end IE process, consisting of four
modules: Segmentation, dividing lengthy documents into short segments; Retrieval, selecting the most relevant
segments related to the given keyword; Summarization, using LLMs to generate a concise summary of relevant
information; and Extraction, extracting the keyword-corresponding value from the summary.

plete summary. While the Refine strategy demon-083

strates superior accuracy, the Map-Reduce strategy084

exhibits greater efficiency. 2) To enable LLMs085

to process tables, we introduce table serialization,086

which converts tables into text format for input. Af-087

ter comparing different serialization methods, we088

find that LLMs can effectively understand tables089

without requiring extensive hierarchical informa-090

tion. 3) For the issue of ambiguity, we find that by091

reducing irrelevant information, LLMs can better092

adapt to representation ambiguity. Therefore, we093

introduce an embedding-based retrieval technique.094

4) To address the issue of numerical precision, we095

experiment with prompt engineering by incorporat-096

ing precision requirements in the task description097

and showcasing precision preservation within the098

shots. By integrating both methods, we activate the099

in-context learning ability, leading to more accurate100

responses.101

Integrating the above technologies, we present102

an optimal implementation of SiReF. The experi-103

mental results demonstrate SiReF’s performance104

across three dimensions: Flexibility across vari-105

ous domains; Adaptability to LLMs with differing106

capabilities; Proficiency in handling ambiguity in107

expressions and numerical precision. Our contribu-108

tions to leveraging LLMs for information extrac- 109

tion from HLDs can be summarized as follows: 110

1. We construct the Financial Reports Numerical 111

Extraction (FINE) dataset, which is derived 112

from real-world and publicly accessible finan- 113

cial reports. 114

2. To address the challenges of extracting infor- 115

mation from HLDs, we propose the SiReF and 116

give an optimal implementation. 117

3. We conduct extensive experiments to demon- 118

strate SiReF’s adaptability across various sce- 119

narios - financial reports, Wikipedia, and sci- 120

entific papers - revealing the impact of dif- 121

ferent strategy parameters on SiReF’s perfor- 122

mance. 123

2 Framework 124

2.1 Split-Recombination Based Framework 125

To enable LLMs to handle HLDs, we propose a 126

split-recombination based framework (SiReF) that 127

permits LLMs to progressively process the whole 128

document in a step-by-step manner. The SiReF 129

framework consists of four modules: Segmenta- 130

tion, Retrieval, Summarization, and Extraction, as 131
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shown in Figure 1. SiReF first splits documents132

into manageable segments for LLMs, then retrieves133

the most relevant segments related to the keyword134

based on embedding similarity, followed by sum-135

marizing the retrieved segments to compress and136

consolidate critical information and finally extract-137

ing the keyword-corresponding information from138

the generated summary. This is a feasible frame-139

work, there are many implementations for each140

module. In the following text, we will introduce141

each module and provide an optimal implementa-142

tion based on our exploration of how to address the143

challenges in HLDs.144

2.2 Segmentation145

Despite LLMs vastly improving sequence length146

handling compared to traditional models like text-147

davinci-003, which can process 4,097 tokens,148

HLDs often contain even more tokens. To ad-149

dress this challenge, we employ this module to split150

documents into segments that LLMs can handle.151

Figure 1 demonstrates this module’s three steps:152

Serialization, Split, and Merge.153

Serialization: Serialize tables into text. In hy-154

brid documents, most information is found within155

tables. However, LLMs are designed for process-156

ing text, so we need this module to convert tables157

into a textual format.158

Split: Split long elements. In HLDs, there may159

be exceptionally long elements, such as large tables160

and extensive paragraphs, which far exceed the161

processing capacity of LLMs. To enable LLMs to162

handle these elements and avoid information loss,163

we easily divide the overlong paragraphs and tables164

into small sub-elements.165

Merge: Merge small elements as segments. The166

primary reason for merging is to maintain semantic167

relationships between adjacent small elements.168

2.3 Retrieval169

Long documents contain a large number of doc-170

ument segments. Processing all segments would171

significantly introduce irrelevant information and172

increase LLM invocations. Therefore, we adopt an173

embedding-based retrieval strategy (Li et al., 2021)174

to select the most relevant segments. We retrieve175

the top-ranked segments with the highest similarity.176

2.4 Summarization177

The content related to the keyword is often dis-178

tributed across various segments. To effectively179
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Map Prompt
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…
…

Segment
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…
…
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Summary
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Reduce Prompt

③ Summarization
(Map-Reduce)

Figure 2: Illustration of the Map-Reduce Strategy, com-
prising two stages: Map, generating individual segment
summaries, and Reduce, combining these summaries to
form a single document summary.

extract and concentrate information, the summa- 180

rization module leverages LLMs to generate a sum- 181

mary containing relevant information from selected 182

segments. Since LLMs can only process one seg- 183

ment per invocation, a strategy is needed to con- 184

nect different segments effectively. We implement 185

two summarization strategies: Refine Strategy and 186

Map-Reduce Strategy. 187

The Refine Strategy comprises two main steps, 188

depicted in the Summarization module of Figure 1. 189

First, the Question prompt generates an initial sum- 190

mary from the first segment, guiding LLMs to ex- 191

tract relevant information. Next, the Refine prompt 192

updates the summary by incorporating information 193

from the remaining segments. 194

The Map-Reduce Strategy aims to combine sum- 195

maries from document segments, comprising two 196

stages: Map and Reduce (as illustrated in Figure 2). 197

In the Map stage, LLMs generate a segment sum- 198

mary for each document segment in parallel. Dur- 199

ing the Reduce stage, LLMs consolidate all the 200

segment summaries to form a cohesive document 201

summary. 202

2.5 Extraction 203

After the summarization, we obtain a summary 204

that contains the keyword’s value along with some 205

auxiliary information. To remove auxiliary infor- 206

mation and facilitate downstream tasks, it becomes 207

essential to extract the numerical value. 208

As shown in the Extraction module of Figure 1, 209

LLMs are utilized to extract the value from the 210
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summary. By leveraging the Extraction Prompt,211

LLMs can accurately achieve this goal.212

2.6 Numerical Precision Enhancement213

In scenarios with more numerical data, we find that214

LLMs have difficulties in maintaining numerical215

precision. For example, the same keyword could216

correspond to values with different precision levels,217

all being correct, but the LLMs might not return218

the most precise result or even a wrong answer.219

However, in scenarios such as financial analysis,220

precision is essential for the downstream tasks. To221

tackle this issue, we incorporate two methods from222

the aspect of the prompt: task description and input-223

output case. In the task description, we give the224

requirement of precision. In the input-output case,225

we provide an example of how to manage precision.226

2.7 Keyword Completion227

Incomplete keywords provided by users can lead228

to inaccurate IE. For example, users might in-229

quire about Revenue, but in financial reports, the230

same keyword might correspond to multiple enti-231

ties (such as different subsidiaries or time periods).232

To address this issue, we introduce a keyword com-233

pletion method. In our implementation, we utilize234

the document’s metadata. According to our analy-235

sis (as discussed in subsection 6.3), providing more236

contextual information can greatly improve the ac-237

curacy of SiReF.238

3 Experiment Setting239

3.1 Datasets of Three Domains240

Dataset FINE WIKIR MPP
Max # tokens 234,900 58,512 123,105
Min # tokens 13,022 13,548 3,672
Avg. # tokens 59,464.3 30,922.1 17,553.05

Table 1: Statistics for FINE, WIKIR, and MPP datasets.
To assess SiReF’s capacity to comprehend HLDs241

and support future research, we conduct experi-242

ments in three representative domains: financial243

reports, Wikipedia, and scientific papers. We con-244

struct a dataset for each domain. The basic statistics245

can be found in Table 10. Among these datasets,246

the financial dataset is used to analyze the various247

settings of SiReF. The overall performance is tested248

on all datasets. For more details about these three249

datasets, please refer to Appendix A.250

In the financial reports domain, we introduce a251

new dataset called the Financial Reports Numerical252

Extraction (FINE), comprising manually extracted253

KPIs from SEC’s EDGAR1. Using the financial 254

report as content, financial KPIs and related values 255

are utilized as (key, value) pairs. 256

In the Wikipedia domain, we select the 257

Wikireading-Recycled (WIKIR) dataset (Dwojak 258

et al., 2020). A Wikipedia page serves as the con- 259

tent, while the corresponding key and value are 260

extracted from Wikidata. 261

In the scientific papers domain, we select the 262

MPP (Massive Paper Processing) dataset (Polak 263

et al., 2023). A scientific paper serves as the con- 264

tent, with chemical materials as the keys and their 265

corresponding cooling rates as the values. 266

3.2 Evaluation Metrics 267

For the FINE, we use the Relative Error Tolerance 268

Accuracy (RETA) metric, for the two other datasets, 269

we use the Accuracy (Acc) metric. 270

In FINE, all ground truth values are presented in 271

millions, rounded to two decimal places. However, 272

in original financial reports, the numerical preci- 273

sion is not uniform, as the values can be expressed 274

in different units, such as millions or billions. This 275

leads to the same keyword being associated with 276

multiple values of varying precision, making it dif- 277

ficult to evaluate the accuracy of predictions. 278

To address this issue, we use the Relative Error 279

Tolerance Accuracy (RETA) metric, which consid- 280

ers predictions as correct if their relative error falls 281

within a specified tolerance threshold (e.g., RETA 282

X% means predictions with a relative error of no 283

more than X% are considered correct). By setting 284

different RETA levels, we can assess the model’s 285

performance according to various practical require- 286

ments and gain a comprehensive understanding of 287

its capabilities in IE from financial reports. 288

This issue does not exist in the WIKIR and MPP 289

datasets. In the WIKIR dataset, the ground truth is 290

represented as a string, whereas in the MPP dataset, 291

it is a floating-point number with no alternative 292

precision representation. 293

3.3 Model and Parameter Settings 294

In our experiments, we take the GPT-3.5 (text- 295

davinci-003) as our primary subject for analysis. 296

All experimental results are the average of three 297

trials. Based on GPT-3.5, the detailed parameter 298

configurations in SiReF are as follows. 299

Token Allocation: We allocate tokens to accom- 300

modate the model’s maximum sequence length and 301

1https://www.sec.gov/edgar/
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Alloc. # Token
Max Seq. Length 4,097
Doc. Elem. ≤ 2,000
Doc. Seg. ≤ 2,500
Keyword ≤ 50
Summary ≤ 500

Table 2: Token allocation

the requirements of each SiReF module. The token302

allocations are presented in the Table 2. Embed-303

ding Model: We use the sentence-transformers/all-304

mpnet-base-v22 model for computing embeddings.305

This model can handle a sequence length of 384306

tokens. Prompts: In SiReF, there are many differ-307

ent types of prompts serving various SiReF mod-308

ules: question prompts, refine prompts, extraction309

prompts, and so on. Appendix F shows the details310

of the prompts.311

3.4 Resaerch Questions312

In this paper, we are trying to answer the following313

research questions:314

RQ1: How about the effectiveness of SiReF?315

RQ2: How to enhance SiReF’s sensitivity to316

numerical precision?317

RQ3: How do different strategies influence318

SiReF?319

RQ4: How do various parameters affect SiReF?320

4 RQ1: How about the effectiveness of321

SiReF?322

To evaluate the effectiveness of SiReF, we conduct323

experiments from three dimensions: adaptability324

in different domains, adaptability to LLMs with325

varying capabilities, and adaptability to representa-326

tion ambiguity. In these experiments, we compare327

SiReF with the naive method on all three datasets.328

The SiReF used in these experiments uses the opti-329

mal implementation for each module based on our330

findings. The naive method directly uses LLMs331

adopted to HLDs.332

4.1 Adaptability in Different Domains333

To demonstrate adaptability across various do-334

mains, we conduct a comparison on three different335

datasets. The Figure 3 displays the experimental336

results on FINE. It shows the accuracy at different337

RETA levels, ranging from 1% to 10%, and the av-338

erage accuracy across all RETA settings. The Fig-339

2https://www.sbert.net/docs/pretrained_models.html

ure 4 displays the experimental results on WIKIR 340

and MPP. It shows the average accuracy.
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Figure 3: Comparison of the SiReF and Naive method
at different RETA levels on FINE.
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Figure 4: Comparison of the SiReF and Naive method
on WIKIR and MPP.

341
The experimental results demonstrate that the 342

SiReF method outperforms the naive method in all 343

three datasets. The improvement in average accu- 344

racy indicates that the SiReF method is more effec- 345

tive in extracting relevant information from various 346

HLDs. This demonstrates the SiReF’s adaptability 347

in different domains. 348

In Figure 3, as the RETA becomes more strin- 349

gent, we can also find the performance gap between 350

the naive method and SiReF becomes larger. This 351

indicates that SiReF is capable of delivering more 352

accurate results under stricter evaluation metrics. 353

4.2 Adaptability for LLMs with Different 354

Capabilities 355
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Figure 5: Comparison of the SiReF and Naive method
at different RETA levels on GPT-4.

To investigate the adaptability of SiReF for 356

LLMs with different capabilities, we also conduct 357

experiments on GPT-4. For the reason that GPT-4 358
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is currently the most outstanding LLM in terms of359

comprehensive capabilities (OpenAI, 2023). GPT-360

4 can handle sequences with a maximum length361

of 32,768 tokens, while the average length of each362

sample on WIKIR and MPP datasets does not ex-363

ceed 32,768 tokens. Compared to GPT-4, WIKIR364

and MPP are not long documents. Therefore, we365

chose the FINE as the experimental dataset.366

The Figure 5 displays the experimental results of367

SiReF on GPT-4. From the results, we can see that368

when using GPT-4, SiReF’s performance is still369

better than the naive strategy under different RETA370

levels. This demonstrates SiReF’s adaptability to371

LLMs with different capabilities.372

4.3 Adaptability to Representation Ambiguity373

In HLDs, the same concept may have multiple rep-
resentations, which requires SiReF to have the abil-
ity to handle ambiguity. To evaluate whether SiReF
can enhance such ability, we conduct a compari-
son on two sets of keywords: (Revenue vs. Total
Net Sales) and (Total Equity vs. Total Stockhold-
ers’ Equity). We compare the Relative Percentage
Difference (RPD) in average accuracy between the
naive method and SiReF across various RETA lev-
els. The RPD at a certain RETA level is calculated
using the following formula:

RPDX−Y =
abs(AccX −AccY )

average(AccX , AccY )

where AccX and AccY represent the average accu-374

racy of two different keywords.375

The experimental results are presented in Fig-376

ure 6. From the results, we observe that SiReF out-377

performs the naive method across all RETA levels378

when handling keyword ambiguity. Specifically,379

comparing Revenue vs. Total Net Sales, SiReF380

shows a 22.52% lower avg. RPD than the naive381

method. Similarly, for Total Equity vs. Total Stock-382

holders’ Equity, SiReF yields a 37.94% lower avg.383

RPD than the naive method. For more detailed384

results, please refer to the Appendix B.385

5 RQ2: How to enhance SiReF’s386

sensitivity to numerical precision?387

To enable SiReF to extract more precise numeri-388

cal values, we design various numerical precision389

enhancement methods in the prompt. To assess390

the performance of these methods, we conducted a391

comparative experiment under finer RETA levels.392

TD-O: Task description only. TD-R: TD-O393

prompt with precision requirements. TD-S: TD-O394

prompt with input-output example. TD-RS: TD-O 395

prompt, precision requirements, and input-output 396

example. TD-SP: TD-O prompt with precision- 397

inclusive input-output example. TD-RSP: TD- 398

O prompt, precision requirements, and precision- 399

inclusive input-output example. See subsection F.4 400

for details of these prompts. 401

RETA
0% 0.001% 0.01% 0.1% Average

TD-O 0.4917 0.4937 0.5187 0.5750 0.5198
TD-R 0.3479 0.3479 0.3597 0.4083 0.3660
TD-S 0.4111 0.4153 0.4493 0.5438 0.4549
TD-RS 0.4403 0.4438 0.4722 0.5396 0.4740
TD-SP 0.5278 0.5299 0.5479 0.5882 0.5484
TD-RSP 0.5646 0.5660 0.5750 0.5938 0.5748

Table 3: Accuracy comparison for different methods
aimed at enhancing numerical precision.

From Table 3, we observe the following: 1) The 402

TD-RSP strategy achieves the highest accuracy 403

across all fine-grained RETA levels, indicating its 404

effectiveness in enhancing the numerical precision 405

of extracted values. 2) The performance of TD-R, 406

TD-S, and TD-RS strategies is inferior to that of 407

TD-O. This may suggest that improperly designed 408

or insufficient precision prompts could act as a dis- 409

tractor, hindering its ability to focus on improving 410

numerical accuracy. 411

6 RQ3: How do different strategies 412

influence SiReF? 413

To determine the most effective strategies for 414

achieving SiReF, we systematically evaluate dif- 415

ferent approaches related to summarization, table 416

serialization, and keyword completion. 417

6.1 Analysis of Summarization Strategies 418

To extract information from multiple retrieved seg- 419

ments, we introduce two strategies: the Refine 420

Strategy and the Map-Reduce Strategy. We con- 421

ducted a comparative experiment to investigate 422

their respective strengths and weaknesses. 423

As shown in Table 4, the Refine Strategy con- 424

sistently outperforms the Map-Reduce Strategy in 425

terms of accuracy across all RETA levels. However, 426

it is essential to consider the trade-off between accu- 427

racy and efficiency when selecting a summarization 428

strategy for a given application. The Map-Reduce 429

Strategy offers the advantage of parallel process- 430

ing, making it a better choice for situations where 431

processing speed is of higher importance. 432
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RETA 1% RETA 3% RETA 5% RETA 10% Average

Naive

SiReF

25.64 29.94 27.59 23.66 26.71

5.83 3.70 3.25 3.98 4.19

RPD Comparison for Revenue vs. Total Net Sales

RETA 1% RETA 3% RETA 5% RETA 10% Average

Naive

SiReF

66.90 58.82 51.48 42.35 54.89

18.79 19.94 13.50 15.56 16.95

RPD Comparison for Total Equity vs. Total Stockholders′ Equity

Heatmaps for Naive and SiReF in Handling Keyword Ambiguity

Figure 6: Exploring the Capability to Handle Keyword Ambiguity: Comparison of Naive and SiReF on RPD

RETA 1% RETA 3% RETA 5% RETA 10% Average Time (s\sample)
Map-Reduce 0.5375 0.5729 0.5958 0.6299 0.5840 13.34
Refine 0.6389 0.6938 0.7194 0.7451 0.6993 16.36

Table 4: Comparison between Map-Reduce and Refine strategies across various RETA levels.

6.2 Analysis of Table Serialization Formats433

RETA 1% RETA 3% RETA 5% RETA 10% Average
PLAIN 0.6389 0.6938 0.7194 0.7451 0.6993
CSV 0.6264 0.6889 0.7132 0.7361 0.6911
XML 0.3951 0.4507 0.4729 0.5069 0.4564
HTML 0.4542 0.5000 0.5208 0.5590 0.5085

Table 5: Accuracy comparison among PLAIN, CSV,
XML, and HTML table serialization formats.

To enable LLMs to handle tabular data, we need434

to use a specific serialization method to represent435

tables as text. There are four common serialization436

methods: PLAIN, CSV, XML, and HTML.437

PLAIN serialization extracts text from table438

cells, separating adjacent cell content with spaces439

and using newline characters to separate rows.440

CSV serialization separates adjacent cells with441

comma delimiters. XML and HTML serialization442

formats utilize tags3 to preserve the hierarchical443

relationships between table elements.444

Despite XML and HTML formats retaining hi-445

erarchical information, the incorporation of tags446

results in a higher token count, potentially exceed-447

ing the LLMs’ maximum sequence length and re-448

quiring more frequent table splitting. As shown449

in Table 5, the PLAIN and the CSV formats out-450

perform the XML and HTML formats in terms of451

accuracy, likely due to their concise table repre-452

sentation, which reduces table fragmentation and453

captures the complete semantic information of the454

tables.455

3XML employs tags such as <table>, <row>, and <cell>,
while HTML utilizes tags like <tr> (for table rows) and <td>
(for table cells).

6.3 Analysis of Keyword Completion 456

RETA 1% RETA 3% RETA 5% RETA 10% Average
K 0.3403 0.3917 0.4076 0.4292 0.3922
K_C 0.4681 0.5167 0.5361 0.5604 0.5203
K_T 0.4785 0.5396 0.5500 0.5736 0.5354
K_T_C 0.6389 0.6938 0.7194 0.7451 0.6993

Table 6: Accuracy comparison for different keyword
completion settings across various RETA levels.

To analyze the effectiveness of keyword comple- 457

tion in improving SiReF’s performance, we experi- 458

mented with various settings. 459

K: Only provide keyword names, such as “Net 460

Income”, “Revenue”, etc. K_C: Provide keyword 461

names and company names, such as “Net Income 462

of Nike”. K_T: Provide keyword names and time, 463

such as “Net Income of 2022Q4”. K_T_C: Provide 464

keyword names, time, and company names, such 465

as “Net Income of Nvidia 2022Q4”. 466

As shown in Table 6, we find that the perfor- 467

mance of K_C, K_T, and K_T_C strategies is better 468

than that of K, with K_T_C achieving the best re- 469

sults. This indicates that keyword completion is 470

useful in improving SiReF’s accuracy. By pro- 471

viding more meta-data, the model can better un- 472

derstand the context and generate more accurate 473

responses, leading to an overall improvement in 474

performance. 475

7 RQ4: How do various parameters 476

affect SiReF? 477

7.1 Analysis of Retrieved Segment Number 478

In this section, we investigate the effect of the num- 479

ber of retrieved segments on the performance of 480
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RETA 1% RETA 3% RETA 5% RETA 10% Average
R@1 0.4757 0.5278 0.5444 0.5694 0.5293
R@2 0.6188 0.6736 0.6931 0.7118 0.6743
R@3 0.6389 0.6938 0.7194 0.7451 0.6993
R@5 0.6160 0.6799 0.7062 0.7306 0.6832
R@7 0.5917 0.6521 0.6722 0.7090 0.6563
No R 0.3757 0.4986 0.5201 0.5514 0.4865

Table 7: Accuracy comparison for different retrieval
quantities (R@n) across various RETA levels.

our framework. Table 7 shows the accuracy for dif-481

ferent retrieval quantities, where R@n represents482

the number of top-ranked segments retrieved.483

The results reveal that the highest accuracy484

across all RETA levels is achieved when the re-485

trieval quantity is set to 3 (R@3). Analyzing the486

trend, we can observe that the accuracy increases487

as the retrieval quantity goes from 1 to 3, demon-488

strating the benefits of retrieving more segments489

to capture additional information. However, as the490

retrieval quantity increases beyond 3, the accuracy491

declines. This suggests that including too many492

segments may introduce noise or irrelevant infor-493

mation, which adversely affects performance.494

7.2 Analysis of Shot Number495

RETA 1% RETA 3% RETA 5% RETA 10% Average
0-shot 0.4799 0.5229 0.5354 0.5472 0.5214
1-shot 0.6389 0.6938 0.7194 0.7451 0.6993
2-shot 0.6227 0.6803 0.6966 0.7231 0.6807
3-shot 0.6181 0.6806 0.7007 0.7174 0.6792

Table 8: Accuracy comparison for different numbers of
shots across various RETA levels.

In-context learning is important for LLMs. To496

investigate the impact of the number of shots on497

SiReF, we experimented with different numbers of498

shots, ranging from 0 to 3.499

As shown in Table 8, the 1-shot setting achieves500

the highest accuracy across all RETA levels. The501

performance of 2-shot and 3-shot settings is slightly502

lower than that of the 1-shot setting but still better503

than the 0-shot setting. This indicates that a sin-504

gle well-designed example can effectively guide505

SiReF to generate more accurate responses. How-506

ever, the slight decrease in performance with addi-507

tional examples could be attributed to the increased508

complexity of the input or potential inconsistencies509

among multiple examples, which may confuse the510

model rather than provide more guidance.511

Based on this experiment, we recommend care-512

fully determining the number of shots when using513

SiReF for IE. Although providing more shots may514

still be helpful, it is essential to ensure their con- 515

sistency and relevance to avoid potential confusion 516

and maintain optimal performance. 517

8 Discussion 518

In addition to our extensive exploration experi- 519

ments with SiReF, we also eliminate the concern 520

of whether pre-trained data affects the experiment 521

results Appendix C, ensuring the reliability of our 522

results. We also analyze computational costs Ap- 523

pendix D. Furthermore, we demonstrated through 524

experiments that it is essential to use both tabu- 525

lar and textual data simultaneously in HLDs Ap- 526

pendix E. 527

9 Related Work 528

In our research, we primarily focus on leveraging 529

the capabilities of LLMs across three distinct tasks. 530

1) Long document processing, helping LLMs ex- 531

ceed their maximum input length limit (Liang et al., 532

2023). 2) IE, particularly value extraction, where 533

LLMs have shown proficiency in the domains such 534

as IE (Li et al., 2023; Wei et al., 2023b), which 535

includes NER (Gupta et al., 2021; Wang et al., 536

2023a), Relation Extraction (RE) (Wan et al., 2023; 537

Xu et al., 2023), and Knowledge Graph Extraction 538

(Shi et al., 2023). (Polak et al., 2023; Arora et al., 539

2023) have successfully demonstrated the extrac- 540

tion of key-value pairs from the text content of 541

academic papers and HTML respectively, thereby 542

substantiating the dependability of LLMs for value 543

extraction. 3) Tabular reasoning, where LLMs have 544

demonstrated considerable ability to perform intri- 545

cate reasoning tasks with structured data (Chen, 546

2023; Ye et al., 2023). 547

10 Conclusion 548

To assess LLMs’ ability to address challenges in in- 549

formation extraction from HLDs, such as handling 550

lengthy documents, understanding tables, adapting 551

to representation ambiguity, and ensuring numer- 552

ical precision, we construct a dataset from pub- 553

licly available financial reports, called FINE. We 554

also propose a framework, SiReF, which effec- 555

tively tackles these challenges through table serial- 556

ization, embedding-based retrieval, and precision- 557

enhancing prompts. SiReF demonstrates adaptabil- 558

ity across various domains and LLMs with different 559

capabilities. Furthermore, we provide a comprehen- 560

sive analysis of different strategies and parameters 561

of SiReF. 562
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11 Limitations563

Despite the substantial enhancement achieved by564

LLMs through the utilization of SiReF, certain lim-565

itations persist.566

1. Model ability limitation: This work effec-567

tively demonstrates LLMs’ ability to extract568

information from HLDs. However, further569

evaluation of their capabilities in other as-570

pects, such as formula inferencing, generating571

abstracts, and keyword extraction, remains572

necessary.573

2. Multimodal limitations: SiReF can effectively574

extract information from documents contain-575

ing a mix of textual and tabular data. How-576

ever, its capabilities in handling other types577

of content within documents, such as images,578

diagrams, or complex visualizations, have not579

been evaluated. In many real-world scenarios,580

HLDs may contain rich multi-modal informa-581

tion that could be crucial for making informed582

decisions.583

3. Cost constraints: The GPT-3.5 and GPT-4584

used in the experiments incur computational585

costs. For some practical applications, SiReF586

may not be the most cost-effective method.587
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A Details of Datasets712

A.1 FINE713

To the best of our knowledge, there is no suitable714

HLD dataset in the domain of financial reports.715

So we introduce the Financial Reports Numerical716

Consolidated Condensed Statements of Income
Three Months Ended Nine Months Ended

(In Millions, Except Per Share Amounts; Unaudited) Oct 1, 2022 Sep25, 2021 Oct 1, 2022 Sep25, 2021
Net revenue $ 15,338 $ 19,192 $ 49,012 $ 58,496
Cost of sales 8,803 8,446 27,646 25,690
Gross margin 6,535 10,746 21,366 32,806
Research and development 4,302 3,803 13,064 11,141
Marketing, general and administrative 1,744 1,674 5,296 4,601
Restructuring and other charges 664 42 (460) 2,597
Operating expenses 6,710 5,519 17,900 18,339
Operating income (loss) (175) 5,227 3,466 14,467
Gains (losses) on equity investments, net (151) 1,707 4,082 2,370
Interest and other, net 138 (76) 1,016 (328)
Income (loss) before taxes (188) 6,858 8,564 16,509
Provision for (benefit from) taxes (1,207) 35 (114) 1,264
Net income $ 1,019 $ 6,823 $ 8,678 $ 15,245
Earnings per share—basic $ 0.25 $ 1.68 $ 2.11 $ 3.76
Earnings per share—diluted $ 0.25 $ 1.67 $ 2.10 $ 3.73
Weighted average shares of common stock outstanding:

Basic 4,118 4,061 4,104 4,055
Diluted 4,125 4,086 4,123 4089

Figure 7: Income statement of Intel in 2022-10-01 Quar-
terly report.

Extraction (FINE) dataset, comprising manually 717

extracted KPIs from SEC’s EDGAR4. We collect 718

reports from 18 companies across four sectors for 719

a 4-year fiscal period (2019-2022). Within a fiscal 720

year, a company’s financial reports consist of three 721

quarterly and one annual financial report. These 722

companies are categorized into four groups based 723

on their operational domains: technology, retail, 724

financial services, and food and beverage. We iden- 725

tify 9 commonly used crucial KPIs that exemplify 726

financial reports’ ambiguous, HLDs characteristics 727

of financial reports. In FINE, ground truth is repre- 728

sented as tuples of four elements: (company, time, 729

keyword, value)5. These values are expressed in 730

millions and rounded to two decimal places using 731

conventional rounding techniques, providing the 732

most prevalent and precise representation in finan- 733

cial reports. We manually identified pertinent key- 734

words and extracted values while training several 735

individuals to assemble this dataset, ensuring each 736

data point was labelled by four people to minimize 737

labelling errors. 738

In selecting benchmark keywords, we prioritize 739

their significance within financial reports. We per- 740

formed an intersection analysis on the essential 741

keywords presented on two statistical websites pub- 742

licly available from reputable organizations, MSN 743

Money6 and Google Finance7, which showcase 744

varying subsets of KPIs. We applied filtering cri- 745

teria: keywords must exhibit ambiguity, be dis- 746

tributed throughout HLDs, and have values directly 747

extractable from financial reports. We identified a 748

4https://www.sec.gov/edgar/
5One tuple denotes the value corresponding to a specific

keyword for a given company at a specified time. For exam-
ple, (COMPANY, three months ended 2022.12.31, Revenue,
12345.00) indicates that COMPANY’s Revenue for the three
months ending on December 31, 2022, is $ 12,345.00 million.

6https://www.msn.com/en-us/ money
7https://www.google.com/finance/
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final set of 9 keywords (as presented in Table 9)749

for further evaluation. Figure 9 displays the to-750

ken count distribution in FINE, with the largest751

document containing 234,900 tokens, the smallest752

document comprising 13,022 tokens, and an av-753

erage of 59,464 tokens per document. Table 10754

illustrates the specific representation of Revenue in755

various companies’ financial reports. In FINE, we756

systematically document ambiguous expressions757

of all keywords across various companies.758

Q3 2022 vs. Q3 2021
Our Q3 2022 revenue was $15.3 billion, down $3.9 billion or 20% 
from Q3 2021. CCG revenue decreased 17% from Q3 2021 due 
to lower Notebook volume in the consumer and education market 
segments, though Notebook ASPs increased due to a resulting 
change in product mix. CCG also had lower revenue due to the 
continued ramp down from the exit of our 5G smartphone modem 
business. DCAI revenue decreased 27% from Q3 2021. Server 
volume decreased, led by enterprise customers, and due to 
customers tempering purchases to reduce existing inventories in 
a softening datacenter market. Server ASPs decreased due to a 
higher mix of revenue from hyperscale customers within a 
competitive environment. NEX revenue increased 14% from Q3 
2021, primarily due to increased demand for 5G products, higher 
Ethernet demand and ASPs, and accelerated demand for Edge 
products, partially offset by decreased demand for Network Xeon. 
The decrease in "all other" revenue reflects revenue of $1.1 
billion in Q3 2021 related to the divested NAND memory 
business for which historical results are recorded in “all other."

Figure 8: A text description of Intel in 2022-10-01 Quar-
terly report.

A.2 Wikipedia759

For this type of data, we chose the Wikireading-760

Recycled dataset (Dwojak et al., 2020). This761

dataset is an improved version of the Wikiread-762

ing dataset (Hewlett et al., 2016), which includes763

a human-annotated test set. In this dataset, a764

Wikipedia page serves as the content, while the765

corresponding key and value are extracted from766

Wikidata. For example, from the Wikipedia of "In767

Search of Lost Time" (Content), we can know that768

the main subject (Key) of this novel is memory769

(Value). From the human-annotated test set, we770

filtered out short samples with less than 10,000 to-771

kens and those that would trigger safety restrictions772

in the text-davinci-003 model. After filtering, a to-773

tal of 72 test samples remained for our evaluation.774

For the Wikireading-Recycled dataset, the775

ground truth is in text form, and the predictions776

generated by LLMs often do not match the ground777

truth in terms of phrasing, despite conveying the778

same meaning. To evaluate the accuracy of LLM779

predictions, we combined the assessments of four780

human judgments and GPT-4’s judgments. We then781

calculated the average of these evaluation results782

to determine the final metric. 783

A.3 Scientific Papers 784

For this type of data, we selected the MPP (Massive 785

Paper Processing) dataset (Polak et al., 2023). In 786

this dataset, scientific papers serve as the content, 787

with chemical materials as the keys and their corre- 788

sponding cooling rates as the values. For example, 789

from a paper "... the composition of Al87Ni9Ce4 790

has the maximum cooling rate of nearly 1.02 × 791

104K/s..." (Content), we can know that the cool- 792

ing rate (Key) of Al87Ni9Ce4 is 1.02 × 104K/s 793

(Value). We filtered out short papers and samples 794

containing multiple values for the same key. Ulti- 795

mately, 50 test samples remained for evaluation. 796

For the MPP dataset, the ground truth is numeric. 797

This numeric value only appears in a unique form 798

throughout the text. Therefore, we only needed to 799

determine whether LLMs’ predictions were consis- 800

tent with the ground truth. 801
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Figure 9: Histogram of token counts in financial docu-
ments.

Category Keywords

Income Statement

Revenue
Operating Expense
Net Income
Earnings Per Share

Balance Sheet Total Assets
Total Equity

Cash Flow
Operating Activities
Investing Activities
Financing Activities

Table 9: Nine Keywords in FINE.
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Corporation Revenue
Amazon Total Net Sales; Net Sales [span] Consolidated; Consolidated [span] Net Sales;
AMD Total net revenue; Net revenue; Total sales to external customers;
Apple Total Net Sales
Autoliv Consolidated net sales; Net Sales; Total Net Sales
BOEING Revenues; Total revenues
Cisco Total revenue; Product revenue: [span] total; Revenue: [span] total Revenue
Coca Cola Net operating revenues
Dell Total net revenue; Total consolidated net revenue; Net revenue
eBay Net revenues; Total net revenues
Intel Net revenue; Total net revenue
Meta Platforms Revenue; Total revenue
Microsoft Revenue; Total revenue
Nike Revenues; TOTAL NIKE, INC. REVENUES; Total revenue; Revenue
Nvida Total revenues
Oracle Total net revenues
Starbucks Total revenue
State Street Total revenues
Walmart Total net revenues; Total revenue

Table 10: The appearance of Revenue in various company financial reports. We record the different occurrences of
the selected keywords in FINE. [span] means that there are merged cells and indented forms in the table.

B Detailed Results of Keyword Ambiguity802

Experiment803

In this section, we present the detailed experimen-804

tal results for both the naive method and SiReF805

in handling keyword ambiguity. The results are806

shown for different RETA levels, as well as the807

average RPD for each comparison.808

Table 11 shows the experimental results for the809

naive method at different RETA levels. The results810

include comparisons between Revenue and Total811

Net Sales, as well as Total equity and Total stock-812

holders’ equity. Table 12 displays the experimental813

results for SiReF at different RETA levels. Similar814

to the naive method results, it includes comparisons815

between Revenue and Total Net Sales, as well as816

Total equity and Total stockholders’ equity.817

C Effect of Pre-training Data818

There is a common concern regarding LLMs:819

whether LLMs simply memorize the pre-training820

data, rather than possessing understanding and rea-821

soning abilities. This concern raises the question of822

whether pre-training data might interfere with823

the experimental results.824

The short answer is NO. We use the same pre-825

training model (e.g., GPT-3.5 or GPT-4) for each826

comparison, the result will not be affected by the827

pre-training data. To know the impact of pre-828

training data containing documents on the results, 829

we conducted relevant experiments in our study. 830

According to the available information, the 831

datasets used for pre-training GPT-3.5 and GPT- 832

4 were updated until September 2021. Therefore, 833

we compared the 2019 and 2022 data in the FINE 834

dataset. As shown in the Table 13 and Table 14, 835

the 2022 Average RETA score is higher than the 836

2019 score for GPT-3.5. However, for GPT-4, the 837

2019 Average RETA score is higher than in 2022. 838

In both sets of experiments, the differences in Av- 839

erage RETA scores are not substantial. Therefore, 840

we believe that the influence of pre-training data 841

can be neglected for our experiments. 842

D Analysis of Computational Costs 843

For the analysis of time costs, we have already 844

analyzed in subsection 6.1. For the analysis re- 845

garding the number of LLMs calls, it is related to 846

the number of retrieved segments (Nseg), the max- 847

imum length of the document segment summary 848

(Lsum). For the Refine strategy, the number of 849

calls equals the number of retrieved segments plus 850

one: Ncall = Nseg + 1, which is four calls of GPT- 851

3.5 for one financial report. For the Map-Reduce 852

strategy, Nsum represents the number of segment 853

summaries, and Nmer represents the number of 854

LLMs calls required to merge segment summaries, 855
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Naive RETA 1% RETA 3% RETA 5% RETA 10% average
Revenue 0.3056 0.3333 0.3438 0.3611
Total Net Sales 0.2361 0.2465 0.2604 0.2847
RPD 25.64% 29.94% 27.59% 23.66% 26.71%
Total Equity 0.0260 0.0303 0.0390 0.0519
Total Stockholders’ Equity 0.0521 0.0556 0.0660 0.0799
RPD 66.90% 58.82% 51.48% 42.35% 54.89%

Table 11: Experimental results for the naive method in handling keyword ambiguity at different RETA levels

SiReF RETA 1% RETA 3% RETA 5% RETA 10% average
Revenue 0.8576 0.8611 0.8681 0.8889
Total Net Sales 0.8090 0.8299 0.8403 0.8542
RPD 5.83% 3.70% 3.25% 3.98% 4.19%
Total Equity 0.4688 0.4861 0.5278 0.5556
Total Stockholders’ Equity 0.5660 0.5938 0.6042 0.6493
RPD 18.79% 19.94% 13.50% 15.56% 16.95%

Table 12: Experimental results for SiReF in handling keyword ambiguity at different RETA levels

GPT-3.5 RETA 1% RETA 3% RETA 5% RETA 10% Average
2019 0.6200 0.6829 0.7029 0.7171 0.6807
2022 0.6417 0.6917 0.7222 0.7361 0.6979

Table 13: Accuracy comparison between samples from
2019 and 2022 using GPT-3.5.

GPT-4 RETA 1% RETA 3% RETA 5% RETA 10% Average
2019 0.8543 0.8857 0.8914 0.8914 0.8807
2022 0.7972 0.8444 0.8583 0.8778 0.8444

Table 14: Accuracy comparison between samples from
2019 and 2022 using GPT-4.

Lmer represents the length of summary that can be856

merged in one operation. In our experiment, only857

one merge operation is needed to merge all the seg-858

ment summaries, so: Nsum = Nseg, Nmer = 1,859

Ncall = Nseg + 2, which is five calls of GPT-3.5860

for one financial report.861

E Necessity of Considering Both Tabular862

Data and Textual Data863

RETA 1% RETA 3% RETA 5% RETA 10% Average
BOTH 0.6389 0.6938 0.7194 0.7451 0.6993
TBL 0.5361 0.6014 0.6215 0.6465 0.6014

Table 15: Accuracy comparison between using both
tabular and textual data (BOTH), and using only tabular
data (TBL).

In HLDs, there is many of information contained864

in tables, so there is a concern why not just using865

tabular data. To evaluate the necessity of consid-866

ering both tabular data and textual data. We con- 867

ducted experiments on FINE when using both tab- 868

ular and textual data v.s. using only tabular data. 869

The results are shown in the Table 15. It indicates 870

the necessity of using both modalities. 871

F Prompts 872

F.1 Summarization Prompts - Refine 873

The Refine strategy consists of two prompts: the 874

Question Prompt and the Refine Prompt. These 875

prompts are designed to guide LLMs in extracting 876

and summarizing key information related to the 877

given keywords from many segments. 878

Question Prompt: This prompt is designed to 879

instruct the LLMs to generate an initial summary 880

containing information related to the given key- 881

words from the provided document segment. The 882

content of the question prompt is as follows: 883
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>>>>>Your Task:

Given a segment of a financial report and

keywords.

You need to summarize the information

related to the keywords.

All values must be in millions and rounded

to three decimal places using rounding

rules.

>>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $1.2345 billion;

the net income is $50 .1245 million

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $50 .125 million , and revenue is

$1 ,234.500 million.

>>>>>Question:

Financial report 's segment: {

document_segment}

-----

Keywords: {keywords}

-----

Summary:

Refine Prompt: The refine prompt is designed884

to instruct LLMs to update the old summary by885

incorporating information related to the keywords886

from the newly provided document segment. The887

content of the refined prompt is as follows:888

>>>>>Your Task:

Given a segment of a financial report , a

summary of the previous segments and

keywords.

You should combine the information related

to the keywords to generate a new summary.

All values must be in millions and rounded

to three decimal places using rounding

rules.

>>>>>Example:

Financial report 's segment: For company A

in 2022Q4, the net income is $5 billion.

-----

Old summary: For company A, the net income

in 2022Q1 is $3.125 million; the net income

in 2022Q2 is $123 ,123.000 million; the net

income in 2022Q3 is $0.123 million.

-----

Keywords: Net income of company A in 2022.

-----

New summary: For company A, the net income

in 2022 is $128 ,126.248 million.

>>>>>Question:

Financial report 's segment: {

document_segment}

-----

Old summary: {old_summary}

-----

Keywords: {keywords}

-----

New summary:

F.2 Summarization Prompts - Map-Reduce889

The Map-Reduce strategy also consists of two890

prompts: the Map Prompt and the Reduce Prompt.891

Map Prompt: This prompt is designed to in-892

struct LLMs to generate a summary containing 893

information related to the given keywords from the 894

provided document segment. The content of the 895

Map prompt is as follows: 896

>>>>>Your Task:

Given a segment of a financial report and

keywords.

You need to summarize the information

related to the keywords.

All values must be in millions and rounded

to three decimal places using rounding

rules.

>>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $1.2345 billion;

the net income is $50 .1245 million.

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $50 .125 million , and revenue is

$1 ,234.500 million.

>>>>>Question:

Financial report 's segment: {

document_segment}

-----

Keywords: {keywords}

-----

Summary:

Reduce Prompt: The Reduce prompt is de- 897

signed to instruct LLMs to consolidate the sum- 898

maries obtained from the Map process. The “text” 899

in the prompt represents all the summaries gener- 900

ated by the Map process. 901
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>>>>>Your Task:

Find the values of keywords in the given

content.

If you can 't find the value , please output

"None".

If you find the corresponding value , please

express it in millions and round to two

decimal places using rounding rules.

>>>>>Example 1:

Content: For company ABC , total net sales

for the three months ended June 25, 2022,

were $65 .135 billion.

-----

Keywords: Total net sales of ABC for the

three months ended June 25, 2022.

-----

Result: 65 ,135.00

>>>>>Example 2:

Content: For company XYZ , total assets for

the three months ended 2022.10.15 were $2

.126 million.

-----

Keywords: Total assets of XYZ for the three

months ended October 15, 2022.

-----

Result: 2.13

>>>>> Question

Content: {text}

-----

Keywords: {keywords}

-----

Result:

F.3 Extraction Prompt902

This prompt extracts the numerical values corre-903

sponding to the specified keywords from the given904

content. If the value is not found, the prompt di-905

rects LLMs to output "None". If the value is found,906

it should be expressed in millions and rounded to907

two decimal places using rounding rules.908

>>>>> Your task:

Find the values of keywords in the given

content.

If you can 't find the value , please output

"None".

If you find the corresponding value ,

please express it in millions and round to

two decimal places using rounding rules.

>>>>> Example 1:

Content: For company ABC , Total Net Sales

for the three months ended June 25, 2022,

were $65 .135 billion.

Keywords: Total Net Sales of ABC for the

three months ended June 25, 2022.

Result: 65 ,135.00

>>>>> Example 2:

Content: For company XYZ , Total Assets for

the three months ended 2022.10.15 were $2

.126 million.

Keywords: Total Assets of XYZ for the three

months ended October 15, 2022.

Result: 2.13

>>>>> Question:

Content: {text}

Keywords: {key_words}

Result:

F.4 Numerical Precision Enhancement 909

Prompts 910

The Numerical Precision Enhancement Prompts 911

aim to improve the precision of extracted numer- 912

ical values by guiding the LLMs to preserve the 913

required level of precision. These prompts come 914

in different variations, each adding or modifying 915

specific aspects to achieve the desired precision: 916

TD-O: This version of the prompt contains only 917

a task description and task information. It does not 918

provide explicit guidance on numerical precision. 919

>>>>Your Task:

Given a segment of a financial report and

keywords.

You need to summarize the information

related to the keywords.

>>>>Question:

Financial report 's segment: {

document_segment}

-----

Keywords: {keywords}

-----

Summary:

TD-R: This version adds a precision requirement 920

to the task description in the Naive prompt. It 921

explicitly states that all values must be in millions 922

and rounded to three decimal places using rounding 923

rules. 924

>>>>Your Task: ... All values must be in

millions and round to three decimal places

using rounding rules ...

>>>>Question: ...

TD-S: Building on the Naive version, this 925

prompt includes an input-output example. How- 926

ever, in this example, all the values are represented 927

by variables x, y, and z. Therefore, this example 928

doesn’t provide any information about precision. 929

>>>>Your Task: ...

>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $x billion; the

net income is $y million.

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $x million , and revenue is $y

million.

>>>>Question: ...

TD-RS: Combining the precision requirements 930

from the Direct version and the example from the 931
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Naive & Shot version, this prompt provides both932

explicit precision guidance and an example of the933

task, but without specific numerical values.934

>>>>Your Task: ... All values must be in

millions and round three decimal places

using rounding rules ...

>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $x billion; the

net income is $y million.

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $x million , and revenue is $y

million.

>>>>Question: ...

TD-SP: Building on the Naive & Shot version,935

this prompt demonstrates how to preserve the re-936

quired precision by using an input-output example937

with numbers.938

>>>>Your Task: ...

>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $1.2345 billion;

the net income is $50 .1245 million.

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $50 .125 million , and revenue is

$1 ,234.500 million.

>>>>Question: ...

TD-RSP: This is the optimal prompt. It includes939

a precision requirement in the task description and940

an example demonstrating how to preserve the pre-941

cision.942

>>>>Your Task: ...All values must be in

millions and round to three decimal places

using rounding rules.

>>>>Example:

Financial report 's segment: For company A

in 2022Q3, the revenue is $1.2345 billion;

the net income is $50 .1245 million.

-----

Keywords: Net income and revenue of company

A in 2022Q3.

-----

Summary: For company A in 2022Q3, net

income is $50 .125 million , and revenue is

$1 ,234.500 million.

>>>>Question: ...
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