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Abstract

Despite their increasing prevalence, generative
models remain opaque and difficult to steer reli-
ably. To address these challenges, we present
concept bottleneck (CB) generative models, a
type of generative model where one of its inter-
nal layers—a concept bottleneck (CB) layer—is
constrained to encode human-understandable fea-
tures. While concept-botttleneck layers have been
used to improve interpretability for supervised
learning tasks, here we extend them generative
models. The concept bottleneck layer partitions
the generative model into three parts: the pre-
concept bottleneck portion, the CB layer, and the
post-concept bottleneck portion. To train CB gen-
erative models, we complement the traditional
task-based loss function for training generative
models with three additional loss terms: a concept
loss, an orthogonality loss, and a concept sensitiv-
ity loss. The CB layer and these corresponding
loss terms are model agnostic, which we demon-
strate by applying them to three different fami-
lies of generative models: generative adversarial
networks, variational autoencoders, and diffusion
models. On real-world datasets, across three types
of generative models, steering a generative model
with the CB layer outperforms several baselines.

1. Introduction
Improvements in generative modeling have led to these
models being applied to produce photo realistic images (Sa-
haria et al., 2022), video (Ho et al., 2022; Villegas
et al., 2022), protein sequences (Ingraham et al., 2022),
small molecules (De Cao and Kipf, 2018), and coherent
text (Brown et al., 2020). However, current generative mod-
els admit little-to-no-room for interpretation and control of
high-level properties. Consider a model trained to generate
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protein sequences; a domain expert might be interested in
determining whether the model has captured desirable fea-
tures like thermostability and toxicity. An important goal is
then to use these features, as knobs, to steer the model to
generate sequences that satisfy desired ranges of thermosta-
bility and toxicity. In this work, we seek generative models
with intrinsically interpretable components that enable eas-
ier interpretation and steerability.

Challenges with interpreting and steering generative
model representations. Current approaches for interpret-
ing generative models cannot reliably indicate that a model’s
representations map to human-understandable features that
the model relies on for its output. One approach (Belinkov,
2022) for interpreting a generative model’s representations
uses a low-complexity model to predict a human under-
standable feature from the model’s representations; how-
ever, high predictive performance of the low-complexity
model does not mean the model’s output is sensitive or
reliant on that feature (Lovering and Pavlick, 2022). A dif-
ferent approach constrains the model to learn disentangled
(Higgins et al., 2017; Tran et al., 2017; Meo et al., 2023)
representations—that is, representations that can be decom-
posed into independent factors; nevertheless, it is generally
not possible to guarantee that a disentangled representa-
tion is human interpretable (Locatello et al., 2019). Other
approaches project model representations into lower dimen-
sions and then search for directions correlated with human
interpretable features (Härkönen et al., 2020); yet, since
the model was not constrained to learn such features by
design, it is possible that its representations do not encode
the desired features.

Concept bottleneck generative models. To address chal-
lenges with current approaches for interpreting and steering
current generative models, we present concept bottleneck
(CB) generative models, a generative model where one of
its internal layers—a concept bottleneck (CB) layer—is
constrained to encode human-understandable features. We
insert the CB layer into the generative model’s architecture
to give three parts: the pre-concept bottleneck portion, the
CB layer, and the post-concept bottleneck portion. The
pre-concept bottleneck portion maps from the input to acti-
vations, which are then mapped into human understandable
features by the CB layer. The pre-defined concepts alone
can be incomplete, so we allow additional representational
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Figure 1: Concept Bottleneck Layer

capacity for unknown concepts, which are constrained to
be orthogonal to the pre-defined features. Lastly, the post-
concept bottleneck layer maps both the output of the CB
layer and unknown concepts into a generated output. The
CB layer is model agnostic, which we demonstrate by ap-
plying them to three different families of generative models:
generative adversarial networks (Goodfellow, 2016; Rad-
ford et al., 2015; Creswell et al., 2018), variational autoen-
coders (Kingma and Welling, 2013; Kingma et al., 2019),
and diffusion models (Sohl-Dickstein et al., 2015; Song
et al., 2020; Ho et al., 2020). Using the CB layer, we are
able to demonstrate the following capabilities:

Steering Generative Models: By intervening on the output
of the CB layer, we can modulate the level of a particular
concept that is present in the output of a generative model.
We leverage this capability to control single concepts inde-
pendently, and multiple concepts.

Understanding and Debugging Generative Models: The
CB layer can also be used to debug a generative model
during and post training. In Section 4.2, we show that the
CB layer can help identify the important concepts that are
responsible for a model’s generated output. Similarly, the
output of the concept bottleneck (CB) layer can be used to
distinguish a model that has learned the pre-defined human-
understandable features from a model that hasn’t.

2. Setup & Background
In this section, we give an overview of concept bottleneck
models, and the three types of generative models that we
consider. We assume that all training samples come with
pre-defined human understandable features, for example,
CelebFaces Attributes dataset (Liu et al., 2015) that comes
annotated with 40 concepts (e.g., male, smiling..etc), as
such: {(xi, ci)}ni=1, where an example xi ∈ Rd and an
associated concept ci ∈ Rk with k << d.

Generative models consider the task of modeling the proba-
bility distribution of an observed random variable x ∼ P(x),
using a chosen model family pθ(x) where θ is the param-
eters of the selected model family. We will refer to the
standard objective for each type of generative model family
as the task loss: Ltask. We consider 3 generative model
families: VAEs (Kingma and Welling, 2013), GANs (Good-
fellow et al., 2014), and diffusion models (Ho et al., 2020).

Concept Bottleneck Models & Concept Embedding Mod-
els. Concept Bottleneck Models (Koh et al., 2020) (CBMs)
aim to replace black-box DNNs with interpretable models
by first learning to predict a set of concepts, that is, ‘inter-
pretable’ (e.g., hair color, gender), and then using these con-
cepts to learn a downstream classification task. CBMs map
samples xi to labels yi by first mapping xi to an intermedi-
ate representation ci = h(xi), where ci are the understand-
able human concepts. An ‘interpretable’ label predictor, f ,
then maps the predicted concepts to labels: y = f (h (x)).
Consequently, the goal is to learn the following relationship

xi
h−→ ci

f−→ yi. The functions h and f can be learned jointly,
sequentially or independently. However, CBMs often result
in a lower task accuracy, especially when concept set is in-
sufficient to characterize the label. Espinosa Zarlenga et al.
(2022) proposed Concept Embedding Models (CEMs) to
address this accuracy-interpretability trade-off. Instead of
a scalar, CEMs map the input to a high-dimensional repre-
sentation for each concept, and have predictive performance
that is competitive with unconstrained models.

Variational Autoencoder. VAEs (Kingma and Welling,
2013; Kingma et al., 2019) consist of two components: an
encoder and a decoder. The encoder, q(zi|xi), maps an
input, xi, to a distribution over the latent variable, zi. The
output of the encoder parameterizes a Gaussian density,
from which we sample a latent vector zdi . VAEs regularizes
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this latent distribution to be similar to the prior distribution
p(z) which is typically z ∼ N (0, I). The vector zdi is
passed to the decoder, p(xi|zdi ), a function that maps the
latent vector to a distribution over the input. The task loss
for the VAE is the negative log-likelihood:

L(xi)task,vae = DKL

(
q (zi|xi) ||p (zi)

)
− E

[
log p(xi|zdi )

]
,

(1)

where DKL is the Kullback-Leibler divergence.

Generative Adversarial Networks. GANs (Goodfellow
et al., 2014) consist of two components: a generator G
that captures the data distribution and a discriminator D
that estimates the probability that a sample came from the
training data rather than G; both models are trained simul-
taneously. The generator learns to map a noise vector zi to
an output x̂i = G(zi). Conditional GANs (Mirza and Osin-
dero, 2014b; Chen et al., 2016; Odena et al., 2017) augment
the input to the generator with the concepts and also learn
G(zi|ci). They however do not learn ci = h(zi). To learn
ci = h(zi), we first encode xi into a latent vector q(zi|xi),
since p(ci|xi) is known, i.e., concepts for a given sample
are known, we now can learn ci = h(zi). Similar to VAEs,
we then sample a new latent vector zdi and use this for gen-
eration G(zdi ). This approach has been widely employed
(Larsen et al., 2016; Isola et al., 2017; Wang et al., 2018) for
image generation. For training, we use the loss introduced
by VAE-GANs(Larsen et al., 2016), which combines the
VAE encoder regularization prior loss with a GAN loss.

L(xi)task,gan = DKL

(
q (zi|xi) ||p (zi)

)
+ E

[
logD (xi)

]
+ E

[
1− logD

(
G
(
zdi
))]

.

(2)

Diffusion models. Diffusion models can be interpreted
as latent variable models with two stages (Sohl-Dickstein
et al., 2015; Ho et al., 2020) . Given input data xi, the
first stage is the forward diffusion process, which involves
incrementally adding Gaussian noise to the input and can
be described as: q

(
xt
i|x

t−1
i

)
= N

(
xt
i;
√
1− βtx

t
i, βtI

)
,

where βt is determined according to a pre-specified sched-
ule. The second stage of the process learns a denoising
model, p

(
xt
i|x

t−1
i

)
to reverse the forward process. The dif-

fusion model is trained to maximize the lower bound to the
marginal likelihood of the data, which can be reformulated
into a mean-squared error loss as:

L(xt
i)task,df =

T∑
i=1

E
∥∥µ(xt

i, t)− µ̂
(
xt
i, x

t=0
i

) ∥∥2. (3)

We refer to (Ho et al., 2020; Weng, 2021; Rogge and Rasul,
2022) for a more detailed overview of diffusion models.

3. Concept Bottleneck Generative Models
We propose to insert a concept embedding layer—which
we term a concept bottleneck (CB) layer—into a generative
model. Our overall framework, shown in Figure 1, consists
of 3 parts: the portion of the generative model before the
CB layer (the pre-concept bottleneck network); the CB
layer, and the portion of the generative model after the
CB layer (the post-concept bottleneck network). The pre-
concept bottleneck and post-concept bottleneck networks
are specific to the family of models (GANs, diffusion, &
VAE) used for generation, while the CB is common across
all generative model families. We denote the pre-bottleneck
network as e, its output as h, the CB layer as f , and the post-
bottleneck network as g. In this section, we introduce the
architecture of the CB layer, the constituent loss functions,
and discuss how to intervene on the CB layer.

3.1. Architecture

We adapt the CEM layer of Espinosa Zarlenga et al.
(2022) to the generative model setting. However, unlike in
supervised learning tasks where the concept set is assumed
to be near complete (Koh et al., 2020; Espinosa Zarlenga
et al., 2022; Yuksekgonul et al., 2022), it is unrealistic to
expect the pre-defined human understandable features—
concepts—to be complete in the generative setting. For
example, consider the task of generating human face;
finding a comprehensive set of concepts that can control
every generation aspect is challenging. However, one might
have available concepts such as hair color, eye color, and
skin tone amongst other attributes. We extend the CEM
layer of Espinosa Zarlenga et al. (2022) to also account
for unknown concepts that might also be required for
generation. The proposed modification of the concept
bottleneck layer is shown in Figure 1, and consists of k
concept networks and an extra unknown-concept network
(similar to (Deng et al., 2020; Shoshan et al., 2021)).

Each concept is represented with two embeddings:
w+

i , w
−
i ∈ Rm representing the active and inactive con-

cept states, respectively. The output of the pre-concept bot-
tleneck portion, embedding vector h, is fed into a context
network ϕ that maps h into two embeddings per concept.
This context network can be viewed as two separate func-
tions: w+

i = ϕ+(h) and w−
i = ϕ−(h). Embeddings w+

i

and w−
i are encouraged to be aligned with ground-truth

concept ci by the function Ψi trained to predict the proba-
bility of concept ci being active from the joint embedding
space, ĉi = Ψi([w

+
i , w

−
i ]

T ) ∈ [0, 1]. The final context
embedding wi is then constructed as a weighted mixture
of the two embedding wi =

(
ĉiw

+
i + (1− ĉi)w

−
i

)
. We

refer to the Appendix on how to extend to continuous con-
cepts. These concept embeddings from all k concepts are
then concatenated together with the non-concept embed-
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dings w = [w1, w2, . . . , wk+1], resulting in a bottleneck
f(h) = w with size m(k + 1), which is fed into the post-
concept network. Concept embeddings are interpretable,
since we can interpret the degree to which the concept ap-
plies to a generated instance by observing the concept prob-
ability. For details on how we add a CB layer to different
models refer to Appendix A

Intervention on Concept. CBGMs support test-time in-
terventions, which allows the user to steer the output of
the generative model. To intervene on concept ci, one sim-
ply replaces the probability of the concept being active, ĉi,
with the desired probability c̄i. The CB layers’ context
embedding, wi =

(
c̄iw

+
i + (1− c̄i)w

−
i

)
, is combined as

a convex combination of the positive and negative context
vectors. The new context embedding will then be passed
to the post-concept bottleneck model to generate the new
output with the desired concept.

3.2. Loss Functions & Training

We train CB generative models in an end-to-end fashion by
jointly minimizing the following augmented loss function:
Ltotal = Ltask + αLcon + βLorth + γLsens,

where Ltask is the task loss, Lcon is the concept loss, Lorth

is the concept orthogonality loss and, Lsens is the concept
sensitivity loss. The hyperparameters α, β and γ control the
relative importance of the concept, orthogonality, sensitivity,
and task losses. While the task loss is specific to each
generative model family, Lcon, Lorth and Lsens are common
across different models.

• Task Loss: the task loss is the traditional objective
function for each generative model family as defined in
Equations 1, 2, and 3, respectively.

• Concept Loss: across all generative model classes, the
concept loss, Lcon, is the binary cross-entropy loss on
the output of each probability network of the CB layer.

• Concept Orthogonality Loss: Since the concept set is
incomplete, we allow for additional representation ca-
pacity for unknown concepts. However, these unknown
concepts can also turn out to be transformations of the
known concepts, which is undesirable. To prevent this,
we encourage the unknown concepts to be orthogonal to
the outputs of each concept network using an orthogo-
nality constraint Ranasinghe et al. (2021) by minimizing
the cosine similarity between the concept context em-
bedding and the unknown context embedding within a
mini-batch as follows:

Lorth =
∑
j∈B

∑i=k
i=1

∣∣⟨wi , wk+1⟩
∣∣∑i=k

i=1 1
(4)

where ⟨· , ·⟩ is the cosine similarity applied to two em-
bedding, | · | is the absolute value, and B denotes mini-
batch size. The cosine similarity in the above equa-
tion involves the normalization of features such that
⟨xi , xj⟩ = xi·xj

∥xi∥2·∥xj∥2
, where ∥ · ∥2 is l2 norm.

• Concept Sensitivity Loss: An undesirable scenario
might occur where the post-bottleneck portion of the
generative model bases sole generation on the unknown
concept vectors. To avoid this, we encourage the post-
bottleneck portion of the generative model to strongly
depend the concept vectors via the concept sensitivity
loss. We achieve this by intervening on the concept
vector as described in section 3.1. The original pipeline
is shown in Equation 5a. We intervene by replacing ĉ
with c̄, changing the output of the CB layer and the gen-
erative model as shown in Equation 5b. The generated
output is passed as an input to the network Equation 5c.
We minimize the binary cross-entropy loss between the
known concepts c̄ and predicted concepts ĉ. This forces
the generator to rely on the concept vectors.

xi
e−→ hi −→

CB layer︷ ︸︸ ︷([
w+, w−] −→ ĉ −→ w

)
g−→ yi (5a)

xi
e−→ hi −→

([
w+, w−] −→ c̄ −→ w

)
g−→ yi (5b)

yi
e−→ hi −→

([
w+, w−] −→ ĉ −→ w

)
g−→ yi (5c)

Taken together, we now have a full scheme for instantiating
a concept-bottleneck generative model for any of the three
widely-used types of generative models.

4. Experiments & Results
In this section, we answer the following questions: 1) Steer-
ability: How can the CB layer be used to control the output
of the generative model? 2) Interpretability: How can
the CB layer be used to help interpret and debug a genera-
tive model? Additional experiments investigating the effect
of CB layer on generation quality, details about different
datasets, and baselines are available in Appendix B.

4.1. Steering CB Generative Models

Experimental Setup. We train a classifier for each con-
cept. For each model, we generate 1000 samples where all
classifiers return false, i.e., the concept was not detected
in the generated image. Given the generated images with
no concepts detected, we consider intervening on a single
concept at a time by switching that concept ‘on’ (switch-
ing a concept ‘on’ is method dependent; for example, in
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CGAN, this involves appending the value of the concept to
the input, while for CBGMs, we intervene by changing the
probabilities generated in the concept vector as described
previously). We show both quantitative and qualitative re-
sults for both single-concept steerability on the Celeb-A
dataset. Multi-concept steerability experiments are avail-
able in B. For empirical evaluation of concept steerability,
we calculate the accuracy of a concept classifier when that
concept is turned ‘on’.

Results. Figure 2 show images generated by CB-GAN
before and after single concept intervention. We find that
by changing the concept probability vector we can control
the generated output. We report the single-concept steer-
ability metric in Table 1. At a high level, for each class
of generative model and across most features considered,
we find that controlling the presence of a concept in the
generated output is more effective with concept-bottleneck
generative models than current approaches. In GANs, for
prominent concepts like gender, steering the model output
with the CB layer can be five times as effective as compared
to the closest baseline (ACGAN). In the diffusion model
setting, the concept-bottleneck diffusion model outperforms
classifier-free diffusion control across all 5 attributes con-
sidered. Similar results were also found in VAEs.

Class High Cheekbones Male Mouth Open Smiling Wavy Hair
CGAN 5.8 ± 0.9 6.0 ± 0.6 6.1 ± 0.9 3.6± 0.9 13.5±1.47

ACGAN 11.8± 1.4 9.3± 0.8 13.5± 0.9 14.3±1.1 8.4 ± 0.9
InfoGAN 7.6 ± 0.7 6.6 ± 0.5 6.1± 0.7 6.8 ± 0.8 8.7 ± 0.7
CB-GAN 9.8± 0.9 53.7± 1.6 8.2± 0.6 25.8± 1.8 30.5± 1.6

CF-Diffusion 8.3±4.1 10.2±5.5 7.2±4.6 7.1±5.4 3.8±1.7
CB Diffusion 11.7±1.1 14.8±2.4 13.9±1.3 15.1±3.6 10.3±2.5

CVAE 4.8±2.4 3.5±1.3 3.9±1.9 8.9±2.0 9.1±1.5
CB-VAE 12.5±1.4 14.3±3.1 14.2±2.6 19.4±4.5 15.7±2.4

Table 1: Single concept steering.

Figure 2: Single-concept interventions on CB-GAN.

4.2. Interpretability

A longstanding challenge with current generative models
is that it is difficult to gain insight into what features are
key for the output of the generative model. In this section,
we show how the concept layer can be used for debugging
a generative model during training time and assessing the
quality of a generative model during inference. Additional
experiments on Interpreting the generated output are avail-
able in Appendix B.

4.2.1. MODEL DEBUGGING

Experimental Setup. Here, we use the CB layer to de-
bug a generative model during training and inference. We
train two CB-GAN models on color MNIST: (a) Model-a
is trained on the ground truth set of concepts; (b) Model-b
we corrupt one concept (red concept) by randomly flipping
the label. During training, we track the concept loss and
the concept validation accuracy on a test dataset. We then
use the fully-trained models to generate 1000 random sam-
ples; we plot the probability histogram for each concept and
use this to measure the ability of each model to capture the
concept distribution.

Training-time debugging. Figure 3-a shows that both mod-
els were able to learn the green concept, i.e., both models
have high accuracy on the validation dataset. Figure 3-b
shows that Model-a was able to learn the red concept, while
corrupted Model-b failed to learn red. By inserting a CB
layer, we were able to track the model’s ability to learn the
desired properties while training.

Test-time debugging. Figure 3-c shows that concept prob-
abilities for Model-a are centered around 1 (concept is on)
and 0 (concept is off); hence Model-a was able to capture
the data distribution for both concepts. In contrast, the red
concept distribution for Model-b was centered around 0.5,
which shows that Model-b could not learn the red concept’s
data distribution.

Figure 3: (a) Both have high accuracy for green. (b) Model-a
has high accuracy for the red concept, but Model-b’s accu-
racy was random. (c) Model-a captured the data distribution;
Model-b could not learn the red concept’s data distribution.

5. Conclusion
Due to unprecedented improvements, there has been an in-
creased use of generative models across various settings.
However, these models are mostly inscrutable and difficult
to steer. In this paper, we present concept bottleneck gen-
erative models, a type of generative model where one of
its internal layers—a concept bottleneck (CB) layer—is
constrained to map from input representations to human-
understandable features. The CB layer can be used as a
simple plug-in module across different types of generative
models. We show that inserting the CB layer does not hurt
generation quality but helps to better steer and debug the
models during and post-training. Overall, we see this work
as a stepping stone for new kinds of generative models that
are easier to understand and debug.
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Appendix
A. Concept Bottleneck Layer
A.1. CB layer with non-binary concepts

Continous Variables. Our discussion in the main draft mostly
addressed binary variables. Here is discuss a simple extension of
the current framework that also extends to continuous variables as
well. First, we represent each continuous variable with a single
context vector instead of the positive and negative context vec-
tors. Second, we transform each continuous variable so that it
is normalized to [0, 1]. The output of the probability vector is
then the normalized continuous variable. Instead of the binary
cross-entropy loss function as before, we use the mean-squared
error loss function. With these changes, we can now account for
continuous variables.

Joint Categorical Variables. This can be extended to cate-
gorical concepts by having j context vector where j is the number
of categories, i.e., each concept is represented as w1

i , . . . , w
j
i ; Ψi

now predicts a probability for each class via a Softmax function
[ĉ1i . . . ĉ

j
i ] = Ψi([w

1
i , . . . , w

j
i ]

T ) the final context vector is con-
structed as the weighted mixture of all classes. In practice, we
found that forcing sparse concept probabilities by adding tempera-
ture to the Softmax or using Gumbel-Softmax (Jang et al., 2016)
improves performance since this makes the probabilities more
aligned with the ground truth concept distribution. For continuous
variables, the context network Ψ would generate a single context
vector, which would then be concatenated directly into the final
context embedding w; for interventions, an additional encoder is
needed to encode the continuous variable to its context vector as
done by (Shoshan et al., 2021).

A.2. Adapting CB layer to generative models

In Figure 4, we show where to add the CB layer for each type of
generative model. For the VAE Figure 4-a, the CB layer is the
final layer of the encoder, which means the output latent vector
of the encoder is directly associated with pre-defined concepts.
Similarly, in GANs, the input to the generator contains the pre-
defined concepts (see Figure 4-b). Diffusion models typically

Gen Model FID
GAN 28.2

CGAN 14.4
ACGAN 14.9
InfoGAN 15.4
CB-GAN 23.8
Diffusion 15.9

CF-Diffusion 16.7
CB-Diffusion 15.9

VAE 17.1
CVAE 17.0

CB-VAE 17.5

Table 2: FID scores for different classes of generative mod-
els on Celeb-A.

follow a U-Net structure, and we insert the CB layer right after the
middle block of the U-Net as shown in Figure 4-c.

B. Experiments
B.1. Setup

B.1.1. DATASETS.

Color-MNIST We use a variation of MNIST introduced by Ar-
jovsky et al. (2019). Where every digit has is either red or green.
Here we assume we have 11 attributes (10 labels and 2 colors);
each attribute has an active and inactive state. One can think of
this as a multitasking problem where different tasks can exist in
the same image.

Celeb-A (Liu et al., 2015): Following (Espinosa Zarlenga et al.,
2022), we select the 8 most balanced attributes out of each image’s
40 binary attributes, as defined by how close their distributions are
to a random uniform binary distribution, and use attributes. Each
image has 8 attributes each represented as active or inactive giving
a total of 16 classes. We downsample every image to have shape
(3, 64, 64).

B.1.2. BASELINES.

We consider three types of generative models: VAE, GANs, and
diffusion models. We compare our method with each family’s
most commonly used framework fro conditional generation. For
VAEs, we benchmark against conditional VAEs (CVAE) (Sohn
et al., 2015). For GANs, we consider CGAN (Mirza and Osindero,
2014a), ACGAN (Odena et al., 2017), and InfoGAN (Chen et al.,
2016). For diffusion models, we compare with classifier-free (CF)
diffusion models (Ho and Salimans, 2022). Across each generative
model family, we keep the underlying model architecture fixed.

B.2. Generation Quality

In this section, we demonstrate that the proposed concept bot-
tleneck generative model does not incur a degradation in output
quality compared to alternatives without constrained representa-
tions.

Experimental Setup. To test that a CB generative model does not
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Figure 4: Adapting concept bottleneck layer to different generative model families.

affect generation quality, we compare the output of a CB generative
model to standard models whose layers have not been constrained
on Celeb-A (64×64 version). We keep the image resolution and
data pre-processing steps fixed across all models and the under-
lying model architecture fixed for each generative model family.
From each method, we generate 40K random samples; we calcu-
late Frechet inception distance (FID1) (Heusel et al., 2017; Seitzer,
2020) between the synthetic images and the training dataset.

Results. Table 2 shows FID scores across generative model classes.
We observe that the concept bottleneck versions of the generative
models have FID scores that match those of standard alternatives.
We note that the goal here is not to achieve state-of-the-art FID
scores but to show that adding a CB layer does not harm generation.

B.3. Steering CB Generative Models

B.3.1. MULTI-CONCEPT STEERABILITY

Here, we are interested in assessing whether various control strate-
gies can simultaneously induce a change in multiple concepts. We
start with only one concept, ‘on’ at k = 1, and gradually increase
the number of ‘on’ concepts. Note that at each value of k, we gen-
erate all possible concept combinations for that k. For empirical
evaluation of concept steerability, we calculate the accuracy of a
concept classifier when that concept is turned ‘on’. If multiple
concepts are on, we calculate the average accuracy over all ‘on’
concept classifiers.

Results. Figure 5 shows images generated by CB-GAN, we can
add and remove multiple concepts from the generated images using
the CB layer. We report the steerability metric across five attributes
in Table 3. For each setting of K, we intervene on the concept
vector for one thousand inputs during generation and measure the
induced change in attributes with attribute-independent classifiers.
We find that CB-GAN has average concept accuracy around 30%,
across all experiments, which indicates that CB-GAN steerability
performance does not deteriorate with the addition of concepts.
CB-GAN all outperforms the baselines for up till K = 3. In the
diffusion model and VAEs setting, adding a CB layer outperforms
the baseline across all values of K.

B.4. Interpretability

B.4.1. INTERPRETING THE GENERATED OUTPUT

One of the most important open-ended questions in AI research is
answering ‘why did a black-box DNN make certain predictions?’.

1We use the following code
https://github.com/mseitzer/pytorch-fid to calculate the FID
scores

Class K=1 K=2 K=3 K=4 K=5
CGAN 7.6 ± 0.1 11.3 ± 0.4 18.1 ± 0.6 26.9 ± 0.8 35.7 ± 1.1

ACGAN 7.5 ±0.2 13.1 ± 0.5 25.0 ± 0.7 40.6 ± 0.7 55.0 ±0.6
infogan 6.8 ± 0.4 9.6 ± 0.4 16.2 ± 0.5 24.5 ± 0.6 32.6± 0.7

CB-GAN 29.3 ± 0.5 30.0 ± 0.4 31.0 ± 0.3 32.9 ± 0.4 36.0 ± 0.4

CF-Diffusion 7.58±2.6 13.1±0.9 17.6±2.6 21.3±1.9 29.6±3.4
CB Diffusion 14.32±1.9 19.3±3.5 27.6±1.4 36.2±3.3 39.8±2.7

CVAE 6.2±1.37 14.5±3.1 20.3±1.4 24.7±1.9 34.8±3.6
CB-VAE 15.1±2.46 18.9±2.3 27.6±4.8 38.3±3.7 41.6±0.9

Table 3: Multi-concept steerability metric.

Figure 5: Adding and removing multiple concepts in
CBGMs

One way to explain a black-box network is by using concept bottle-
neck layers (Koh et al., 2020; Espinosa Zarlenga et al., 2022). This
generalizes to generative models as well. After adding a CB layer
to the generative model one can understand why a model generated
a particular output by looking at the concept probabilities. Figure
6 shows concept probabilities for different samples generated from
CB-GAN on Celeb-A and color MNIST. Figure 7 shows concept
probabilities for different samples generated from CB-VAE and
CB-Diffuision on Celeb-A and color MNIST. By looking at each
bar chart, one can understand which concepts were most effective
in generating the output.

B.4.2. MODEL DEBUGGING

In the main paper, we showed that we can use a validation dataset
to check if the CB-layer is actually learning concepts during
training. This can also be done by examining the concept training
loss define in main paper Section 3.2. Figure 8-a shows the
training loss for different models in the debugging experiment
described in the main paper Section 4.4.2. Figure 8-a shows that
both models were able to learn the green concept, i.e., training loss
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Figure 6: Sample-wise interpretability offered by adding a
CB layer. By looking at the concept probability vector, we
can understand why the model generated a particular output.

CB-VAE CB-DDIM

Figure 7: Sample-wise interpretability offered by adding a
CB layer for Diffusion model and VAE. The concept proba-
bility vector helps us understand why the model generated a
particular output.

decreases for both models. Figure 8-b shows that only Model-a’s
training loss decreased for the red concept, while the training loss
for Model-b remained high.

(a) (b)

Figure 8: Model-a is trained on the ground truth concepts.
Model-b is trained on the corrupted ‘red’ concept and the
ground truth ‘green’ concept. (a) Low training loss on
the green concept for both models. (b) Model-a has low
training for the red concept, but Model-b’s training loss
does not decrease.

C. Related Work
In this work, we propose to insert a concept bottleneck (CB) layer
into a generative model. Concept-based interpretability approaches
have been applied post hoc (Kim et al., 2018; Yuksekgonul et al.,
2022), but here we focus on incorporating using concepts during
training. Concept bottleneck layers have been used for supervised
learning (Koh et al., 2020; Chen et al., 2020) and semantic segmen-
tation (Losch et al., 2019) but not generative models. Despite their
benefits, CB layers are susceptible to feature leakage (Mahinpei
et al., 2021; Margeloiu et al., 2021), which harms the ability to
intervene on concepts. Recent work has proposed alternatives to

address leakage and improve the performance of models based on
CB layers (Havasi et al., 2022; Zhang et al., 2023). In this work,
we incorporate these ideas into and adapt the concept embedding
layer of Espinosa Zarlenga et al. (2022) into a generative model.

There is extensive literature on learning disentangled representa-
tions (Higgins et al., 2018); however, our goal is not to disentangle
the generative model’s latent space but to map the model’s repre-
sentations into human interpretable features. In general, there is
often no guarantee that a disentangled representation should be
human understandable.

A key capability that the CB layer allows is the ability to make
model ‘edits’. Model editing has taken on a renewed significance,
with recent work demonstrating intriguing edits and control of Clas-
sifiers (Santurkar et al., 2021), GANs (Bau et al., 2020; Wang et al.,
2021; 2022), and large language models (Raunak and Menezes,
2022; Mitchell et al., 2021; Meng et al., 2022). The current ap-
proach for model editing first searches the model’s latent space
to localize human-interpretable features before manipulating ei-
ther the weights or activations that correspond to those features.
However, a longstanding observation with large models is that
they learn distributed representations, which makes effective lo-
calization challenging (Hase et al., 2023). Even if the localization
strategy is effective, the latent representations of the generative
model might not encode the interpretable feature that we seek to
control. We circumvent these challenges by directly mapping to
interpretable features, which obviates the need for a search.

D. Limitations
Our proposed CB generative model does come with certain chal-
lenges: it requires that the entire training set be annotated with
pre-defined concepts that—a potentially laborious requirement in
practice. Even though the CB layer can be applied broadly, we
have only tested it for image tasks. Moving to text poses further
challenges about what the nature of the concepts should be.
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