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Abstract

Large Language Models (LLMs) have demon-001
strated exceptional proficiency in generating002
responses to diverse user queries and prompts.003
Recent studies have shown that synthetic test004
collections generated by LLMs are at least as ef-005
fective at training and evaluating ranking mod-006
els as existing collections like MS MARCO,007
which are based on text and relevance judg-008
ments from humans. In this paper, we har-009
ness the capabilities of LLMs to generate ad-010
versarial attacks against information retrieval011
systems by introducing counterfactual docu-012
ments into corpora. We prompt LLMs to gen-013
erate these counterfactual documents, which014
we call “evil-twin” documents, from a com-015
bination of queries and factually correct doc-016
uments that are known to be relevant to these017
queries. The evil-twin documents deliber-018
ately contain disinformation that mirrors and019
refutes information contained in their associ-020
ated “good-twin” documents. To evaluate our021
approach we employ various neural ranking022
models to re-rank good-twin and evil-twin023
documents, demonstrating that evil-twin doc-024
uments can achieve higher positions in rank-025
ings, thereby increasing the likelihood that a026
searcher will be exposed to the disinformation027
they contain. Because we use a variety of factu-028
ally correct documents as mirror images for the029
evil-twin documents, their content is more di-030
verse than disinformation generated by LLMs031
prompted with queries alone.032

1 Introduction033

Ensuring the integrity and accuracy of the results034

presented to searchers by information retrieval sys-035

tems is crucial, particularly in sensitive domains036

like health and politics. Despite recent advances037

in Neural Ranking Models (NRMs), studies have038

shown that these methods still suffer from a lack of039

robustness and are vulnerable to adversarial attacks040

(Raval and Verma, 2020; Wu et al., 2023; Thorne041

and Vlachos, 2019; Liu et al., 2023a). These at- 042

tacks, commonly known as black-hat Search En- 043

gine Optimization (SEO) or web spamming are de- 044

signed to find human-imperceptible perturbations 045

to maliciously manipulate target documents to de- 046

ceive the ranking algorithm to rank targeted docu- 047

ment in a higher ranking position, increasing the 048

probability that searchers will be exposed to the ma- 049

licious content they contain (Morahan-Martin and 050

Anderson, 2000; Fernández-Pichel et al., 2022). To 051

ensure integrity and accuracy, information retrieval 052

systems must be robust to these attacks. 053

In the past, adversarial attacks might take the 054

form of term spamming, which involves the inten- 055

tional insertion of a cluster of query-related key- 056

words into a targeted document through term repe- 057

tition, with the hope of deceiving a retrieval system 058

to rank the target document in a higher/better rank- 059

ing position (Imam and Vassilakis, 2019; Castillo 060

et al., 2011; Sasaki and Shinnou, 2005). While 061

these methods can deceive ranking models, spam 062

detection tools can generally detect and filter term 063

spamming and other simplistic attacks, protecting 064

searchers from exposure to them. While humans 065

can also be involved in the creation of spam docu- 066

ments and disinformation, cost provides a natural 067

limit to its scale (Spirin and Han, 2012; Lau et al., 068

2012). 069

Recently large language models (LLMs) have 070

begun to replace humans over a range of tasks, in- 071

cluding information retrieval related tasks such as 072

query expansion (Wang et al., 2023), document 073

expansion (Askari et al., 2023b), relevance assess- 074

ment (Faggioli et al., 2023; Thomas et al., 2023), 075

and test collection generation (Askari et al., 2023a; 076

Alaofi et al., 2023). For example, Arabzadeh et al. 077

(2024) demonstrate that texts generated by differ- 078

ent LLMs exhibit a high level of comparability 079

with gold standard datasets of test collections in 080

terms of both quality and accuracy. In a separate 081

study, Askari et al. (2023a) explore the efficacy 082
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of documents generated by LLMs in training neu-083

ral ranking models. The outcomes of their exper-084

iments reveal that neural ranking models trained085

on content generated by LLMs tend to outperform086

those trained on human-generated content in out-087

of-domain ranking scenarios.088

Motivated by this prior research on utilizing089

LLMs for document generation in response to090

queries, this paper aims to leverage their language091

generation capabilities for crafting adversarial at-092

tacks on information retrieval systems. Unlike pre-093

vious studies that focus on attacking already exist-094

ing documents, our approach involves introducing095

counterfactual documents into corpora, presenting096

convincing and seemingly credible disinformation097

in response to a given target search query. Our ob-098

jective is to create counterfactual documents con-099

taining misleading information that rank higher100

than authentic and factually accurate ones, increas-101

ing the probability that a searcher entering a target102

query will be exposed to disinformation.103

One approach is simply to prompt the LLM to104

generate a counterfactual document for the target105

query. However, we may want to generate more106

than one counterfactual document for each target107

query. In the extreme, we might want to flood the108

corpus with counterfactual documents, each provid-109

ing a distinct and convincing argument promulgat-110

ing the desired disinformation. Promoting diversity111

in our counterfactual documents may also reduce112

any detectability associated with redundancy. Even113

if one counterfactual document is labeled as disin-114

formation by a filter, the other documents might be115

sufficiently different from it to escape detection.116

To generate a diverse range of counterfactual117

documents, we prompt the LLM to generate a doc-118

ument that follows the same format and structure119

as a relevant, credible document, but presenting120

an opposing view. We refer to these counterfac-121

tual documents as “evil-twin” documents since122

they provide a “radically inverted” counterpart1 to123

an authentic “good-twin”. By generating counter-124

arguments and advocating opposing views based125

on a given target query and an authentic document,126

this method avoids repetition and potentially en-127

hances the subtlety of the false content. Compared128

to humans, employing LLMs for this purpose is129

cost-effective and scalable. Ideally, the resulting130

counterfactual documents would not only adhere131

to the format and structure of their factual counter-132

1https://en.wikipedia.org/wiki/Evil_twin

parts, but also exhibit a level of diversity, fluency, 133

and consistency that renders them challenging to 134

detect as spam by conventional spam filtering meth- 135

ods, as well as identifying them as disinformation 136

documents by an LLM. 137

In order to validate our approach, we report 138

experiments using TREC 2020 and TREC 2021 139

Health Misinformation Tracks. These tracks com- 140

prise queries and their corresponding gold stan- 141

dard documents, labeled by human annotators in 142

terms of relevance, correctness, and credibility. Our 143

results demonstrate that on average evil-twin 144

documents rank higher than their corresponding 145

good-twin documents. In addition, we show that 146

these counterfactual documents are more diverse 147

and more difficult to detect by conventional spam 148

filtering methods when compared to counterfactual 149

documents generated by the target queries alone. 150

All our data and code is publicly avail- 151

able at https://anonymous.4open.science/r/ 152

adv-ir-llm-2C83/. 153

2 Related Work 154

The investigation of the robustness of deep neu- 155

ral network models has been extensively explored 156

across various domains, including natural language 157

processing (Song et al., 2020; Zou et al., 2019; 158

Ebrahimi et al., 2017; Maimon and Rokach, 2022), 159

computer vision (Akhtar et al., 2021; Siddhant 160

et al., 2019), and recommender systems (Fan et al., 161

2022; Zhang et al., 2020; Chen et al., 2022). 162

With the advancement of neural ranking models 163

in information retrieval systems and their remark- 164

able performance, there has been a significant shift 165

from traditional term-frequency-based methods to 166

neural ranking models. Recently, there has been 167

a growing attention towards assessing the robust- 168

ness of these models against black-hat SEO and 169

web spamming attacks (Patil Swati et al., 2013; 170

Gyöngyi et al., 2005). These adversarial attacks 171

aim to manipulate a target document to deceive 172

the model into ranking the perturbed document 173

higher and thereby increase its exposure to user 174

search queries (Castillo et al., 2011). Adversar- 175

ial attacks can be classified into traditional term 176

spamming attacks, word-level attacks (Liu et al., 177

2023b; Raval and Verma, 2020; Wu et al., 2023; 178

Wang et al., 2022; Liu et al., 2024), sentence-level 179

attacks (Chen et al., 2023; Liu et al., 2024), and 180

trigger generation attacks (Liu et al., 2022, 2023b). 181

All of these attacking strategies are applied on a 182
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<|System|> You are an expert assistant in
the field of information retrieval.
<|User|> Given the query, its description,
and the stance provided below, please
generate a document with an opposite
stance.

Query: {query}
Description: {description}
Stance: {stance}
Document:

Figure 1: Prompt for generating liar documents.

set of already existed malicious target documents183

and are not used to generate disinformation or mis-184

leading content. Our approach diverges by crafting185

counterfactual documents to poison the corpus with186

newly introduced disinformation. Notably, these187

rank attack techniques can also be applied to these188

counterfactual documents to enhance their ranking189

position further.190

In a similar study, Zhong et al. (2023) aim to191

poison the corpus by proposing an optimization-192

based method that generates adversarial passages193

that maximize similarity to a set of queries, employ-194

ing a gradient-based technique similar to HotFlip195

(Ebrahimi et al., 2017) for token replacement. Al-196

though the generated passages rank in a high rank-197

ing position due to containing terms similar to user198

search queries, they do not contain any mislead-199

ing information or malicious content. In addition,200

the generated passages might be easily detected201

by document filtering methods due to lack of con-202

sistency and coherency between document terms.203

Since we generate counterfactual documents based204

on factual documents using LLMs, the generated205

documents contain disinformation with respect to206

a target query, and they may be less perceptible207

to humans and machines due to the capabilities of208

LLMs in generating human-like content.209

3 Experimental Setup210

In this section, we provide overview on the datasets211

used for conducting the experiments as well as the212

the process of generating counterfactual documents213

using a large language model. In addition, we214

provide details about the ranking models and the215

large language model used for pairwise ranking.216

3.1 Dataset 217

We conduct our experiments with TREC 2020 and 218

TREC 2021 Health Misinformation Track (Clarke 219

et al., 2020, 2021) test collections, which are de- 220

signed to evaluate the performance of information 221

retrieval systems on health queries, where the goal 222

is to provide correct and credible information while 223

avoiding disinformation. These test collections 224

are particularly suitable for our experiments since 225

they contain explicitly “helpful” documents that are 226

judged by human assessors as correct, credible, and 227

useful with respect to various health-related topics. 228

These helpful documents make ideal good-twin 229

documents. 230

The TREC 2020 test collection comprises 46 231

coronavirus pandemic (COVID-19) related topics 232

each asking questions about COVID-19 treatments 233

(“Can vitamin D cure COVID-19?”); the corpus for 234

this collection consists of news documents from the 235

Common Crawl dataset2 that covered the first four 236

months of 2020. The TREC 2021 test collection 237

comprises 35 topics each proposing a treatment for 238

a general medical condition (“Is the Hoxsey treat- 239

ment a good cure for cancer?”); the corpus for this 240

collection consists of the “noclean” version of the 241

C4 dataset3. In both TREC test collections, a topic 242

includes both a keyword query, which might typed 243

into a traditional search engine, and a longer de- 244

scription field containing a natural-language ques- 245

tion. Each topic also includes a binary stance in- 246

dicating whether the proposed treatment helps the 247

medical condition or not. 248

Each topic has an associated set of assessed doc- 249

uments, labeled according to their correctness, cred- 250

ibility, and usefulness in answering the associated 251

question. In the TREC 2020 dataset, documents 252

are assigned preference codes ranging from -2 to 253

4, while in TREC 20201, documents receive pref- 254

erence codes ranging from -3 to 12. These pref- 255

erence codes combine individual labels indicating 256

correctness, credibility, and usefulness into a single 257

code for evaluation purposes. Larger codes indicate 258

more helpful documents, with negative codes indi- 259

cating disinformation (“unhelpful documents”). 260

3.2 Adversarial Document Generation 261

We employ two distinct strategies to generate adver- 262

sarial counterfactual documents, both use the GPT- 263

2https://commoncrawl.org/2016/10/
news-dataset-available/

3https://paperswithcode.com/dataset/c4
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4 LLM (gpt-4-1106-preview) from OpenAI ac-264

cessed through its API. The first strategy generates265

what we term “liar” documents by prompting the266

LLM as shown in Figure 1 to generate documents267

for topics based on their query, description, and268

stance in a way that the generated document es-269

pouses the opposite stance. For example, if the270

topic indicates that the treatment is helpful, the271

LLM is prompted to generate a document arguing272

against the efficacy of the treatment.273

To generate the evil-twin documents, we pro-274

vide not only the query, description, and stance but275

also an example of a correct, credible, and useful276

document (Figure 2). These good-twin documents277

all support the stance, are labeled as relevant or278

highly relevant, and are labeled as having excellent279

or good credibility, representing the best retriev-280

able documents for the topics. As good-twin doc-281

uments we selected up to 10 of the most helpful282

documents for each topic, based on their prefer-283

ence codes, as described below. For each topic, we284

generated the same number of liar documents and285

evil-twin documents as good-twin documents.286

For TREC 2020, we selected as good-twin doc-287

uments only documents with preference code 4,288

since only these documents are relevant, correct,289

and credible. Out of 46 topics, only 36 topics had at290

least one labeled document with a preference code291

of 4, and topics lacking any potential good-twin292

documents were excluded from our experiments.293

When there were more than 10 documents with294

code 4 for a topic, we randomly selected 10 of295

those documents for our experiments. If there are296

less than 10 documents, we used all available doc-297

uments.298

For TREC 2021, documents with scores between299

9 and 12 are correct, credible, and useful, with dif-300

fering levels of credibility and usefulness. If there301

were 10 or more documents with code 12, we ran-302

domly selected 10 of those those documents. If303

there are less than 10 documents with code 12,304

we randomly selected additional documents from305

those with code 11, and so on, until we had 10 doc-306

uments. For topics that had less than 10 documents307

with a preference score of 9 or above, we used all308

available documents. Consequently, of the 35 top-309

ics, two lacked any documents with a preference310

score of 9 or above, and these two queries were311

excluded from our experiments.312

<|System|> You are an expert assistant in
the field of information retrieval.
<|User|> Given the query, its description,
and the arguments and viewpoints pre-
sented in its relevant document provided
below, please generate a document that
presents a counter-argument and advocates
for an opposing view. Emphasize key
points of disagreement and provide reasons
supporting the alternative perspective. The
generated document should be coherent,
persuasive, and more importantly follow
the same writing structure as the original
document. Do not say any word about
being a counter-arguemnt document.

Query: {query}
Description: {description}
Document: {document}
Counter-Argument Document:

Figure 2: Prompt for generating evil-twin documents.

3.3 Re-Ranking Methods 313

To compare evil-twin, good-twin, and liar 314

documents in an information retrieval context, 315

we assume they were retrieved by a first-stage 316

model and measure how five re-ranking meth- 317

ods would rank them. Two methods are estab- 318

lished supervised re-ranking methods: monoBERT 319

(Nogueira and Cho, 2019) and monoT5 (Nogueira 320

et al., 2020). Two are zero-shot ranking methods 321

built on OpenAI embeddings: text-ada-v2 and 322

text-3-embedding-small4. Finally, guided by 323

prior work (Sun et al., 2023; Qin et al., 2023), we 324

directly employ GPT-4 (gpt-4-1106-preview) as 325

a re-ranker through Pairwise Ranking Prompting 326

(PRP) by prompting it to make a comparative rank- 327

ing (“Which passage is more relevant?”). For re- 328

ranking purposes, we represent the target query by 329

combining the text of topic’s query and description. 330

4 Results and Findings 331

In order to evaluate the potential impact of adver- 332

sarial documents on information retrieval systems 333

from different perspectives, we consider four re- 334

search questions (RQ) as follows: 335

4For the sake of space in the figures,
text-3-embedding-small is labeled as text-3-small
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Figure 3: Percentage of pairings where one type of document was ranked higher than the other under five different
rankers.

1. How do different document categories, par-336

ticularly good-twin verses evil-twin, com-337

pare in terms of their relative ranking posi-338

tions within search results?339

2. What level of diversity do different types of340

adversarial documents exhibit relative to each341

other and to their good-twin counterparts?342

3. How effective are current spam detection343

mechanisms in identifying and filtering the344

different types of adversarial content, thereby345

preserving the integrity of search results?346

4. To what extent can a LLM effectively detect347

disinformation in evil-twin and liar docu-348

ments?349

4.1 Ranking (R1)350

We investigate how the five rankers, introduced in351

Section 3.3, rank the three categories of documents352

detailed in Section 3.2. Our goal is to evaluate353

the vulnerability of ranking models to adversarial354

documents. For each topic we create three sets355

of pairings. One set pairs each evil-twin with356

each good-twin, one set pairs each evil-twin357

with each liar, and one set pairs each good-twin358

with each liar. For each of the five rankers we359

compute the percentage of pairings where a doc- 360

ument of one category is ranked higher than the 361

other. 362

Figure 3 presents the results of this experiment 363

over TREC 2020 and 2021 test collections. Given 364

the large document sizes in the Common Crawl 365

news collection and the C4 collection, for the first 366

four ranking methods we divide documents into 367

chunks of 512 tokens with a stride of 256 tokens. 368

We determine the relevance score of the topic- 369

document pair used in the re-ranking process by 370

considering the maximum similarity score between 371

the topic vector representation and each chunk. The 372

fifth method (PRP) can produce ties between docu- 373

ments (Qin et al., 2023) that are shown in gray. 374

We make several observations that are consists 375

across both TREC 2020 and 2021 test collections. 376

First, evil-twin documents generally rank higher 377

than their corresponding good-twin documents 378

across all ranking methods. We attribute this 379

outcome to the design of evil-twin documents, 380

which are generated from both the target query and 381

an good-twin, enhancing their relevance to the tar- 382

get query relative to the good-twin. Second, all 383

re-ranking methods show a strong preference for 384

liar documents. Since the liar documents are 385

generated from the target query alone, they should 386
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Figure 4: Distribution of pairwise cosine similarities be-
tween queries and different document categories using
two different language models.

be highly relevant to it. Finally, the aggregation of387

these findings – particularly the superior rankings388

of evil-twin over good-twin documents — un-389

derscore a critical need for methods to ensure the390

integrity and accuracy of information retrieval sys-391

tems.392

4.2 Diversity (R2)393

We consider the diversity exhibited by different394

document category through the lens of: 1) the395

similarity between the query and various docu-396

ment category as depicted in Figure 4, and 2)397

the inter-document similarity within each cate-398

gory as shown in Figure 5. We measure similar-399

ity with two different language models: (1) the400

text-3-embedding-small model, recognized as401

one of the latest and most efficient models from402

OpenAI for semantic search and document clus-403

tering; and (2) the paraphrase-MiniLM-L6-v2404

model, recognized for its adeptness in converting405

sentences and paragraphs into dense vector space,406

with state-of-the-art semantic search capabilities.407

Using these models, we compute the similarity be-408

tween queries and the three document categories,409

as well as the inter-document similarity within each410

category. The process involves concatenating the411
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Figure 5: Distribution of pairwise cosine similarities
within document categories using two different language
models.

query and description of each topic, dividing doc- 412

uments into chunks of 512 tokens with a stride of 413

256, and computing the maximum similarity be- 414

tween the topic’s vector and the chunk’s vector. For 415

inter-document similarity, we partition documents 416

into chunks and compute the mean similarity of 417

their chunks, facilitating the comparison of similar- 418

ity scores across document pairs. 419

The plots in Figure 4 show query-document 420

similarity across both test collection, with liar 421

documents demonstrating the highest similarity to 422

queries, followed by evil-twin and good-twins 423

documents, which exhibit the lowest similarity. 424

These differences align with the ranking trends 425

observed in Figure 3. 426

Figure 5 considers the internal diversity within 427

document categories, assessed through pairwise 428

document similarities across both test collection. A 429

higher level of pairwise similarity indicates lower 430

diversity, as documents within the category are 431

more alike. The liar documents exhibit the least 432

diversity. These documents are all generated by 433

the same model with the same prompt. Conversely, 434

the good-twin documents show the most diver- 435

sity. They are distinct documents taken from a 436

range of different web sites. The evil-twin doc- 437

uments occupy the middle ground. Ideally they 438
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Table 1: Spamicity detection rates (%) of good-twin, evil-twin, and liar documents.

Collection Category Spamicity Threshold

0.35 0.30 0.25 0.20 0.15 0.10

TREC 2020
good-twin 0.00% 0.00% 0.33% 1.01% 5.40% 29.05%

evil-twin 0.00% 0.00% 2.70% 14.86% 44.25% 81.08%

liar 0.00% 3.71% 17.90% 56.75% 94.93% 99.32%

TREC 2021
good-twin 0.00% 0.69% 3.11% 14.87% 41.52% 71.62%

evil-twin 0.00% 1.03% 12.45% 41.86% 68.85% 89.61%

liar 0.69% 16.26% 55.36% 91.69% 99.65% 99.99%

would exhibit the same level of diversity as the439

good-twin documents, making them more like au-440

thentic documents. We also observe outliers among441

the good-twin documents in Figure 5, which ex-442

hibit near-perfect similarity. Upon manual exam-443

ination, we discovered these outliers are due to444

near-duplicate documents in the C4 corpus, differ-445

ing only in their titles.446

4.3 Spam Detection (R3)447

Following the approach of previous studies (Liu448

et al., 2022; Wu et al., 2023), we employ a term-449

frequency-based spam detection filter (Zhou and450

Pei, 2009) to identify spam documents. Our investi-451

gation focuses on discerning whether adversarially452

generated documents can evade detection as spam.453

We apply this detection method to good-twin doc-454

uments, evil-twin documents, and liar docu-455

ments.456

Table 1 presents the results. The table header457

indicates the detection threshold. Beginning with a458

threshold of 0.35, where the spam detection ratio of459

good-twin documents is still 0%, we decrement460

the threshold by 0.05 until reaching 0.1. Lower461

thresholds result in stricter detection criteria, lead-462

ing to increased detection rates across all docu-463

ment categories, albeit with higher false positives.464

Notably, the spam detection ratios of evil-twin465

documents closely resemble those of good-twin466

documents at thresholds of 0.35 and 0.30, mak-467

ing them challenging to identify as spam. Ide-468

ally the evil-twin documents would exhibit de-469

tection ratios lower than the good-twin documents.470

Nonetheless, relative to the liar documents, the471

evil-twin documents are better able to conceal472

themselves within the corpus. As we decrease the473

threshold, the liar documents exhibit lower re-474

sistance to detection. The evil-twin documents 475

not only exhibit greater diversity but also present a 476

greater challenge to spam filters compared to liar 477

documents. 478

4.4 Disinformation Detection (R4) 479

In this section, we consider the efficacy of large 480

language models (LLMs) in identifying indicators 481

of disinformation or malicious content within doc- 482

uments categorized as liar and evil-twin. Our 483

primary objective is to assess whether LLMs can ef- 484

ficiently discern documents that contain malicious 485

content from a corpus on a large scale. To achieve 486

this, we employ a specific prompt strategy, outlined 487

in Figure 7, and prompt the LLM (GPT-4) by pro- 488

viding not only liar and evil-twin documents 489

but also good-twin documents. This enables us 490

to compare the disinformation detection rates of 491

documents containing disinformation with those of 492

correct, credible, and useful documents. 493

Figure 6 illustrates the disinformation detection 494

rates derived from LLM responses across three 495

document categories across both the TREC 2020 496

and TREC 2021 test collections. It is evident that 497

evil-twin documents exhibit the lowest detection 498

ratio for disinformation, in comparison to liar and 499

good-twin documents, across both test collections, 500

with detection ratios approximately at 7.8% and 501

1.4%, respectively. This observation underscores 502

the challenge posed by evil-twin documents, as 503

they manage to evade detection or filtration by 504

LLMs. In TREC 2020, good-twin documents rank 505

second with a detection ratio of almost 15%, while 506

liar documents have the highest detection ratio, 507

reaching 26.7%. This indicates that liar docu- 508

ments are more readily identified as disinformation 509

compared to the other two categories. 510
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Figure 6: Disinformation detection rates of GPT-4 across various document categories in TREC 2020 and TREC
2021 test collections as determined by LLM responses.

<|System|> You are an expert assistant in
the field of information retrieval.
<|User|> Given the document below, can
you confirm whether there are any signs
of disinformation or malicious content in
the document intended to mislead a reader?
Respond with either “Yes” or “No” only.

Document: {document}
Response:

Figure 7: Prompt for assessing the presence of disinfor-
mation in a document.

In the TREC 2021 evaluation, it is observed that511

the detection rates for all three categories were no-512

tably low, each falling below 5%. Additionally, the513

detection rates across the categories were relatively514

similar. Among the document types analyzed, liar515

documents ranked second with a detection rate of516

nearly 4.8%, while good-twin documents exhib-517

ited the highest detection rate, approximately 4.9%.518

The results of this experiment demonstrate that519

the LLM performs poorly in detecting disinforma-520

tion as the detected ratio of disinformation among521

factual and credible documents is more than coun-522

terfactual documents that contain malicious con-523

tent. In addition, We speculate that the increased524

disinformation detection ratio among liar and525

evil-twin documents in TREC 2020 compared 526

to TREC 2021 may be attributed to a greater vol- 527

ume of LLM training data pertaining to COVID-19. 528

However, an LLM cannot be used for disinforma- 529

tion detection or filtering for documents of the cor- 530

pus due to considerable false positive rate among 531

good-twin documents compared with the other 532

categories. 533

5 Conclusion and Future Work 534

We present and evaluate a method for generating 535

synthetic disinformation with large language mod- 536

els. Using the combination of queries and a genuine 537

documents that are factually correct, we are able to 538

generate sets of counterfactual documents that con- 539

tain disinformation about the query and often rank 540

higher than genuine documents. When compared 541

to disinformation generated by LLMs prompted 542

with queries alone, these counterfactual documents 543

exhibit greater diversity and less spamminess. 544

Of course, our ultimate goal is not to produce 545

disinformation, but to facilitate research into de- 546

tecting synthetic disinformation generated by large 547

language models. To this end we provide code and 548

generated documents at OMITTED. Our method is 549

simple, requiring only a commercial LLM available 550

through an API, a target query for disinformation, 551

and examples of genuine documents. Given its 552

simplicity, our method can be viewed as a base- 553

line. More sophisticated methods may produce 554

even “better” disinformation. 555
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Limitations556

We use only a single LLM to generate evil-twin557

documents. Our goal is to demonstrate the potential558

of the approach, and not to determine which of the559

current models provides the best performance on560

the task of generating evil-twin documents. We561

expect that the efficacity of the approach to improve562

as models continue to improve on a range of tasks.563

For this study we choose the TREC Health Mis-564

information test collections because many topics565

had multiple, curated “helpful” documents that566

could be used as good-twin documents. While567

the total number of topics may be relatively small,568

they are genuine targets of misinformation in the569

associated corpora. Nonetheless, not all topics are570

genuine targets of adversarial disinformation, par-571

ticularly the non-COVID topics from TREC 2021.572

For example, some topics relate to traditional cures573

(“ice on a burn”) that are not supported by science.574

In addition, our experiments do not consider polit-575

ical topics, which are more frequently the subject576

of disinformation.577

We propose a method for generating disinfor-578

mation, but we do not consider the challenges of579

detecting it. Further research is needed to develop580

robust techniques for identifying and filtering out581

such adversarial content in real-world information582

retrieval systems.583
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