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Abstract

Foundation models deployed in dynamic domains like robotics
and autonomous systems suffer from critical reliability fail-
ures, including temporal inconsistencies and vulnerability to
sensor noise, stemming from their training on static, discon-
nected images. To bridge this reliability gap, we propose a
lightweight, reliability-aware training paradigm that distills
temporal knowledge from video into a standard single-image
encoder. By training a predictor to estimate the feature rep-
resentation of a future frame, our method implicitly forces
the backbone model to learn real-world dynamics, enhancing
robustness to transient visual artifacts and promoting tem-
porally stable representations. This self-supervised objective
instills geometric and physical priors without relying on brittle
external modules like optical flow estimators. Remarkably,
when pre-trained on only a single, 2-hour uncurated video,
our method sets a new state-of-the-art for DINO-style video
distillation on downstream tasks like detection and segmen-
tation, which we use as quantifiable proxies for robust scene
understanding. Our work presents a practical and efficient
approach for improving the trustworthiness and dependable
performance of vision encoders for safe deployment in opera-
tional settings.

Introduction and Related Work

The deployment of foundation models in critical domains is
hampered because their “stochastic nature and sensitivity to
context make them vulnerable to distribution shifts, sensor
noise, and hallucinations,” limiting their safe deployment.
This is especially true for the emerging field of Physical
Al (Yang et al. 2025; Edge Al Foundation 2025), where
systems must interact with the real world. A core source of
unreliability stems from pre-training vision encoders on vast
datasets of static, independent images (Yin et al. 2023). This
paradigm fails to capture the temporal coherence of physical
reality, leading to critical failure modes: representations lack
temporal consistency, causing perceptual “jitter,” and are
brittle to the continuous domain shifts in sensor streams. For
an embodied agent, an unstable object representation is a
potential catalyst for catastrophic physical failure, making
model trustworthiness paramount.

Self-supervised learning (SSL) has produced powerful en-
coders from static images. Seminal approaches used instance
discrimination, either contrastively (e.g., MoCo, SimCLR;
He et al. 2020; Chen et al. 2020) or non-contrastively (e.g.,
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Figure 1: Overview of our reliability-aware training. The
student encodes a frame and a dense prediction head is used
to estimate the features of the teacher for the next frame. This
prediction task encourages temporally robust representations.
Exponential moving average (EMA) is used to update the
teacher.

BYOL, DINO; Grill et al. 2020; Caron et al. 2021), to learn
invariant representations. More recently, masked image mod-
eling (MIM) has become dominant, using a BERT-like ob-
jective to reconstruct masked patches (e.g., BEiT, MAE; Bao
et al. 2022; He et al. 2022). Despite their success, these meth-
ods learn from a “shuffled deck” of images, rendering them
blind to the arrow of time and the causal structure of the
world.

To overcome this, video SSL aims to learn from tempo-
ral data. One approach is to train dedicated, often compu-
tationally intensive, video backbones that explicitly model
space-time features (Bertasius, Wang, and Torresani 2021;
Tong et al. 2022). While powerful, their high inference cost



makes them ill-suited for many latency-sensitive robotics
applications. A more pragmatic approach, which we follow,
is to distill knowledge from videos into a fast single-image
encoder. The idea of learning by predicting future representa-
tions is itself an established concept (Han et al. 2020). Recent
methods have applied this to distillation: DoRA (Venkatara-
manan et al. 2024) uses object tracking to guide the process,
but still optimizes frames independently. PooDLe (Wang et al.
2024) enforces temporal equivariance using optical flow, but
this introduces a brittle dependency. Optical flow estimators
are a known source of unreliability, often failing under the
exact sensor degradations (e.g., motion blur, occlusions) that
reliable systems must handle, making it a poor foundation
for a trustworthy model.

Our approach. We propose a reliability-aware training
paradigm that avoids these pitfalls. A student encoder learns
to regress the teacher’s dense, patch-level feature map of a
future frame from the current one. This forces the model
to learn an implicit understanding of local scene dynam-
ics and transformations, rather than just predicting a single,
global context vector. This simple objective forces the en-
coder to internalize an implicit model of motion and causality,
embedding temporal and geometric priors directly into its
weights. The lightweight prediction head is discarded af-
ter training, yielding a standard, fast single-image encoder
that is inherently more robust and produces temporally de-
pendable representations. This is especially critical for Vi-
sion—-Language—Action (VLA) models (Brohan et al. 2025;
Kim et al. 2024) that currently rely on static-image encoders,
inheriting their reliability vulnerabilities, which can cause
cascading failures in the downstream action-generation pol-

icy.

Contributions.

* A Reliability-Aware Training Paradigm: We introduce
a next-frame prediction objective that instills temporal
robustness and geometric consistency into an off-the-shelf
image encoder without inference-time overhead.

* A Metric for Dependable Performance: Our approach
improves feature consistency over time, a crucial char-
acteristic for dependable performance in robotics that is
not captured by static accuracy metrics alone. We demon-
strate this via strong performance on dense prediction
tasks, which serve as a proxy for robust scene understand-
ing.

Proposed Method
Problem setup. Given an unlabeled video V =
{z1,...,zp} we form clips C; = {mt+iA}fi61, where A

is a stride hyper-parameter (default A=30 frames) and K=3.
We apply a pre-crop and then mostly follow (Caron et al.
2021) for each frame, but apply the same pre-crop and global
crop to all frames to allow dense prediction. Local views are
obtained for each frame starting with z; A .

Architecture. Our architecture (Figure 1) follows the self-
distillation framework of DINO (Caron et al. 2021). Both
teacher and student share a ViT-S backbone and projection
head. In contrast to DINO, we insert a lightweight prediction

head, comprising a 2-layer MLP and two attention blocks,
between the student’s backbone and its projection head. This
head is exclusive to the student and is discarded after training,
ensuring no inference-time overhead. Teacher weights are an
exponential moving average (EMA) of the student’s, with no
gradients flowing through the teacher.

Loss functions. The teacher processes global views from
the second frame onward, while the student processes all
global views except the last, plus all local views. We optimize
two complementary losses.

(i) Dense next-frame loss. This is the core of our reliability-
aware objective. For every consecutive pair of frames
(xj, 1), the student S must predict the teacher T’s patch
tokens of the future frame, zjs_n LA using only the current
frame x;. The loss is:
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where ij+ A are the teacher’s patch tokens, P-CE is the per-
patch averaged cross-entropy, and o is softmax with temper-
ature 7.
(i) Global loss. To maintain feature quality, we supplement
with a standard intra-frame consistency loss. For each future
frame x; and its L local crops, we enforce consistency be-
tween the teacher’s global [CLS] token output ZJT and the

student’s local view predictions ZJS /-
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Total objective. The final training loss is the unweighted
average £ = 0.5 Lyense + 0.5 Lgiobar- The dense loss operates
on patch tokens across time, while the global loss uses [CLS]
tokens within a single frame.

Why Prediction Fosters Reliability. Regressing future

features forces the student to learn an implicit model of

real-world dynamics, directly addressing several key failure

modes highlighted by the workshop:
* Robustness to Sensor Degradations: Predicting across
time encourages the model to learn a representation that
acts like a low-pass filter over transient sensor phenomena.
It must learn to ignore high-frequency noise like specular
highlights, single-frame motion blur, or compression arti-
facts, as these have no causal bearing on the future state of
the underlying scene.

» Mitigating Temporal Hallucinations: The objective pro-
vides a strong inductive bias towards a form of object
permanence, penalizing temporally inconsistent representa-
tions. This encourages smooth and predictable embeddings,
preventing erratic behavior in downstream control policies
that rely on stable object tracking.

* Learning Physical Priors: To successfully predict future
features in a dynamic scene, the model is incentivized to
implicitly disentangle ego-motion from independent object
motion. This forces it to learn fundamental priors about



Table 1: Semantic segmentation on ADE20K (mlIoU). Best
results are bold, second-best are underlined. T Result from
(Wang et al. 2024).

Method Backbone UperNet Fast-LP
PooDLe' ResNet-50  36.6 14.6
All following methods use a ViT-S/16 backbone
iBOT ViT-S/16 38.0 19.7
QOurs (dense+global)  ViT-S/16 36.4 18.3
DoRA ViT-S/16 35.0 17.0
Analysis of DINO Baselines
DINO (frames only) ViT-S/16 31.7 12.9
+ pre-crop ViT-S/16 35.1 15.8
+ time-aug (A=5) ViT-S/16 34.9 15.9
Ablation of Our Method
dense-loss only ViT-S/16 36.2 17.4
global-loss only ViT-S/16 34.5 15.6

3D consistency and the plausible motion of objects in the
world.

» Handling Distribution Shifts: Self-supervised training on
video from an operational environment allows the model
to learn the specific motion patterns and appearance distri-
butions of that domain, enhancing robustness against shifts
from static, out-of-distribution image datasets.

Experiments

We evaluate our approach using semantic segmentation, ob-
ject detection, and instance segmentation as downstream
tasks. We use these tasks as quantifiable proxies for model
reliability; success reflects a model’s ability to form a robust
and accurate understanding of its environment, which is crit-
ical for dependable performance. Our central hypothesis is
that learning to model real-world dynamics forces the en-
coder to develop more robust and geometrically consistent
features, and that this enhanced robustness transfers directly
to improved performance on challenging static scene under-
standing tasks. Instance segmentation, in particular, serves as
a demanding test of pixel-level precision, a key requirement
for safe robotic interaction.

Experimental Setup

Data and Training. All models are trained from scratch
on the public Walking Tours Venice 60 fps video (2 hours)
(Venkataramanan et al. 2024). We intentionally use this lim-
ited and constrained data setting to highlight the data effi-
ciency of our approach and its ability to learn robust priors
from readily available, in-domain video streams without re-
quiring massive, general-purpose datasets. The video pro-
vides dense scenes crowded with people in an unconstrained
environment, which is ideal for learning object interatctions,
occlusions, etc. Clips of K=3 frames are sampled with a
stride of A =30 (0.5s) unless stated otherwise. We use a ViT-
S/16 backbone and train on four NVIDIA RTX 4090 GPUs
for 100 epochs. Teacher weights are used for all evaluations.
Training takes about one day.

Table 2: Object detection on MS-COCO (mAP). Best results
are bold, second-best are underlined.

Method Pre-train Data Box mAP
Pre-trained on ImageNet-1K

iBOT Img-1K 494
AttMask Img-1K 48.7
DINO Img-1K 48.4
Pre-trained on WT Venice (2 hours)

iBOT WT Venice 42.2
Ours WT Venice 41.6
DoRA WT Venice 41.0
DINO + pre-crop WT Venice 40.3

Table 3: Instance segmentation on MS-COCO (mAP). Best
results are bold, second-best are underlined.

Method Pre-train Data Mask mAP
Pre-trained on WT Venice (2 hours)

iBOT WT Venice 38.5
Ours WT Venice 38.1
DoRA WT Venice 37.6
DINO + pre-crop WT Venice 37.1

Evaluation Protocol. We evaluate semantic segmentation
on ADE20K (Zhou et al. 2017) using UperNet. Object detec-
tion and instance segmentation are evaluated on MS-COCO
2017 (Lin et al. 2014) using a Mask R-CNN head. We follow
the standard iBOT evaluation protocol (Zhou, Yang, and Loy
2022) for comparability with prior work. All baselines are
retrained by us, except for the official DoRA checkpoint.

Main Results

Dense Scene Understanding. Table 1 shows our results
for semantic segmentation. We first note that iBOT, which
belongs to the more complex family of masked image mod-
eling (MIM) methods, sets the overall performance ceiling.
However, **among DINO-style self-distillation approaches,
our method is the clear top performer.** Our full model
achieves 36.4 mloU, significantly outperforming other video-
distillation methods like DoRA (+1.4 points) and all DINO
baselines. The ablation study confirms this success stems
from our predictive objective: using our ‘dense-loss only*
achieves 36.2 mloU, retaining nearly all gains, while simpler
‘time-augmentation‘ provides no benefit. This demonstrates
that our reliability-aware prediction task, not just temporal
proximity, is the key to advancing the state-of-the-art for this
class of models.

Object-Level Reliability. As shown in Tables 2 and 3,
our method’s reliability extends to object-centric tasks on
COCO. For object detection, it surpasses DoRA and a strong
DINO baseline. More importantly, it achieves competitive
performance on instance segmentation, a much harder task
requiring pixel-perfect delineation. This strong result in pre-
dicting precise object masks is compelling evidence that our
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Figure 2: Qualitative comparison of semantic segmentation. Red circles highlight key areas where our method exhibits enhanced
reliability. Note the reduction in segmentation artifacts and improved boundary definition within the highlighted regions compared
to baselines. These subtle but critical improvements showcase a more robust scene understanding essential for dependable
perception. Top two pictures are from Cityscapes, bottom from ADE20k.
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Figure 3: Analyzing the temporal horizon for robust feature
learning. Performance peaks at a stride of A=30 frames

(0.5s), suggesting an optimal timescale for learning meaning-
ful dynamics.
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reliability-aware training produces spatially accurate and de-
pendable features, a non-negotiable property for safe robotic
manipulation. This is achieved without the failure modes of
external trackers or flow estimators.

Visualizing Reliability Improvements. Figure 2 visual-
izes our model’s performance, using red circles to high-
light key regions where methods differ. In these areas, our
approach mitigates common failure modes by producing
sharper, more geometrically plausible object boundaries and
reducing noisy, spurious pixel classifications (e.g., on walls
or roads). This improved fine-grained detail is direct evidence
of a more dependable scene representation, which is critical
for safety-critical tasks requiring precise spatial awareness.

Impact of Prediction Horizon. We analyze the impact
of the prediction horizon in Figure 3. Reliability, measured
by linear probe mloU, steadily improves as the stride A in-
creases, peaking at 30 frames (0.5s). The slight decline at
60 frames suggests that beyond a certain point, the predic-

tion task becomes too difficult, introducing noise into the
training signal. This confirms that learning to predict over a
meaningful but finite temporal gap is key for building robust
representations that are dependable for time-critical tasks.

Limitations and Future Work. Our work demonstrates
the effectiveness of temporal prediction on a single, high-
quality video. A natural limitation is the narrow diversity of
scenes and motion patterns. Future work should focus on
scaling this approach to large, diverse video datasets such
as Ego4D or Something-Something-V2 to learn more uni-
versal models of real-world dynamics. Furthermore, we plan
to explore more sophisticated predictive architectures and
integrate our reliability-aware encoder directly into a Vision-
Language-Action model to quantify the downstream impact
on robotic task success rates and failure mode reduction in
physical environments.

Conclusion

The safe deployment of foundation models in operational set-
tings is contingent on overcoming their fundamental unrelia-
bility in dynamic environments. In this work, we introduced
a lightweight, reliability-aware training method that distills
temporal priors from video into a standard single-image en-
coder. By training the model to predict future representations,
we directly encourage robustness to sensor noise and mitigate
temporal inconsistencies. Our experiments, spanning seman-
tic and instance segmentation as well as object detection,
show that this simple principle is an efficient and powerful
mechanism for learning dependable representations, setting a
new performance standard for DINO-style video distillation.
This approach is a practical step towards building the trust-
worthy and robust foundation models necessary for the safe
deployment of Physical Al in the real world.
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