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Abstract

Recent studies suggest that self-reflective001
prompting can significantly enhance the rea-002
soning capabilities of Large Language Models003
(LLMs). However, the use of external feed-004
back as a stop criterion raises doubts about005
the true extent of LLMs’ ability to emulate006
human-like self-reflection. In this paper, we007
set out to clarify these capabilities under a008
more stringent evaluation setting in which we009
disallow any kind of external feedback. Our010
findings under this setting show a split: while011
self-reflection enhances performance in Truth-012
fulQA, it adversely affects results in HotpotQA.013
We conduct follow-up analyses to clarify the014
contributing factors in these patterns, and find015
that the influence of self-reflection is impacted016
both by reliability of accuracy in models’ initial017
responses, and by overall question difficulty:018
specifically, self-reflection shows the most ben-019
efit when models are less likely to be correct020
initially, and when overall question difficulty is021
higher. We also find that self-reflection reduces022
tendency toward majority voting. Based on our023
findings, we propose guidelines for decisions024
on when to implement self-reflection.025

1 Introduction026

Large Language Models (LLMs) have shown im-027

pressive performance in generating human-like text028

(e.g., ChatGPT (OpenAI, 2021)), and recent works029

demonstrate that we can further prompt LLMs to re-030

flect on their own outputs to improve their capabili-031

ties on complicated reasoning, programming and032

planning tasks (Huang et al., 2022; Kim et al., 2023;033

Madaan et al., 2023; Shinn et al., 2023; Chen et al.,034

2023b; Wang et al., 2023b) and also improve their035

alignment with human values (e.g., less harmful036

and more helpful) (Bai et al., 2022; Ganguli et al.,037

2023).1 However, Huang et al. (2023) find that038

1Various terms like “self-reflection”, “self-refine”, “self-
correction”, and “self-improvement” describe these introspec-
tive behaviors. For clarity and consistency, we will exclusively
use “self-reflection” in this paper.

Step 3: Revision
Instructions : [Task-Specific
Instruction] 
Question : [Insert Question]
Answer : [Insert Answer from
Exploration]
Reflection : [Insert Reflection]
{Concatenate all K responses
and reflection}
Question: [Insert Question]
Answer :

Step 1: Exploration
Instructions : [Task-Specific Instruction] 
Question: [Insert Question]
Answer : 
Step 2: Reflection
Instructions : [Task-Specific Instruction]
Please critique your answer based on
the given question.
Question : [Insert Question]
Answer : [Insert Answer from Exploration]
Reflection : 

Repeat K times

Repeat K times

Figure 1: Example of Self-Reflection Prompting

performance gains associated with self-reflection 039

may be due to implicit usage of external feedback 040

as a stop criterion, as well as overly-engineered 041

prompts that bias the model outputs, casting doubt 042

on the true effectiveness of self-reflection. 043

To verify the extent to which LLMs can truly 044

reflect on their outputs, we take a more stringent 045

evaluation approach: in addition to excluding exter- 046

nal feedback (Huang et al., 2023), we also disallow 047

multi-round iterative prompting, which can hint to 048

the model that its prior response is incorrect. In- 049

stead, we sample multiple model responses given a 050

prompt, and ask the model to self-reflect on these 051

candidate outputs. With this single-round testing, 052

we can zero in on the model’s ability to use self- 053

reflection without implicit hints about whether a 054

given response candidate is correct or incorrect. 055

Our experiments show that, in a case study with 056

ChatGPT on different QA datasets, self-reflection 057

in our setting yields mixed results. Specifically, 058

self-reflection improves performance on Truth- 059

fulQA (Lin et al., 2022), but decreases model 060

performance in HotpotQA (Yang et al., 2018). 061

Through follow-up analyses, we identify that the 062

effectiveness of self-reflection strongly depends on 063

the confidence in accuracy of the model’s initial 064

responses, as well as overall question difficulty as 065

judged by humans: when the model is reliably giv- 066

ing correct answers from the start, self-reflection 067

is more often harmful—however, on questions of 068

greater difficulty, self-reflection is beneficial even 069

when a decent percent of initial model responses 070

are correct. We also find that self-reflection reduces 071
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model tendency toward majority voting, suggesting072

more sophisticated decision-making (albeit some-073

times resulting in lower accuracy). Based on our074

findings, we propose a practical guideline for users075

to decide when to use self-reflection.076

2 Self-Reflection Prompting077

To focus on evaluating intrinsic reflective thinking078

capability, we adopt the following evaluation set-079

ting: in addition to the Huang et al. (2023) protocol080

of excluding external feedback and prompt opti-081

mization, we additionally disallow iterative prompt-082

ing, which samples new responses based on pre-083

vious responses, creating an implicit hint to bias084

the model behavior (Huang et al., 2023).2 We call085

our approach Single-Round Self-Reflection Verifi-086

cation (SR2V). We evaluate LLMs’ reflective think-087

ing capability using the following simple three-088

stage format: 1) Exploration: Given an input X,089

we prompt LLM M to generate K candidate re-090

sponses rj ∼ PM (rj |X, IExploration), 1 ≤ j ≤ K091

with instruction IExploration. 2) Reflection: For092

each response rj , we prompt M with the con-093

catenated input [X; rj ] to generate a self-critique094

cj ∼ PM (cj |[X; rj ], IReflection) with another in-095

struction IReflection. 3) Revision: We concatenate096

the K response-reflection pairs into a new input097

and prompt M to generate an improved output. An098

illustration of this procedure is shown in Figure 1.099

3 Preliminary Study: Does Self-Reflection100

Prompting Work Under SR2V?101

We follow previous works (Bai et al., 2022; Shinn102

et al., 2023; Huang et al., 2023) in using two rep-103

resentative datasets, TruthfulQA and HotpotQA,104

to verify the effectiveness of self-reflection under105

SR2V. TruthfulQA is designed to evaluate the truth-106

fulness of LMs’ responses, while HotpotQA fo-107

cuses on multi-hop reasoning tasks, aimed at re-108

quiring complex reasoning capabilities.109

Experiment Setup For these experiments we set110

K = 4, and we prompt ChatGPT-3.5 (“gpt-3.5-111

turbo-16k-0613”) with the questions from each112

dataset.3 For TruthfulQA we evaluate automati-113

cally (see details in Appendix D). For HotpotQA,114

we find that traditional exact match often unfairly115

2We present a performance comparison between iterative
prompting and non-iterative prompting in Appendix C.

3The 16k variant is chosen to accommodate responses
and reflection pairs that exceed the standard 4096 token limit,
particularly in detailed experiments of Section 5.

Metric Standard
Prompting

Exploration-
Only

Self-
Reflection

TruthfulQA
Rouge-1 57.5± 1.1 57.2 60.8
BLEURT 66.8± 1.9 60.7 72.8

HotpotQA
Accuracy* 80.3± 0.5 80.8 76.2
EM 50.5± 0.4 47.3 37.0

Table 1: Self-reflection SR2V experiment results on
QA datasets. Bold-facing indicates the best-performing
method under each metric. *Evaluated manually.

assigns 0 score for semantically correct model re- 116

sponses; therefore, we manually assess 1, 000 ran- 117

domly chosen HotpotQA instances to check the 118

model’s answers against references. All prompt 119

templates used can be found in Appendix E. To iso- 120

late the specific effect of the generated reflections, 121

we also include an exploration-only baseline, in 122

which we keep the Exploration but remove the Re- 123

flection component, and only concatenate the can- 124

didate model responses in the Revision prompt.4 125

Observations The results are shown in Table 1. 126

In TruthfulQA, we see that using self-reflection 127

achieves significantly better performance than ei- 128

ther the exploration-only baseline or standard 129

prompting. This finding is consistent with the 130

observation of Bai et al. (2022) that LLMs’ self- 131

evaluation (in the form of reflection) can help 132

to produce more factual outputs. However, we 133

see that on HotpotQA, accuracy when using self- 134

reflection is about 4% worse compared to both 135

the exploration-only baseline and standard prompt- 136

ing. These results suggest that self-reflection may 137

in fact harm performance in multi-hop reasoning 138

tasks. This aligns with the self-reflection limita- 139

tions found in Huang et al. (2023), and verifies that 140

these limitations also extend to our more stringent 141

evaluation setting, but presents a more complicated 142

picture with the continued effectiveness of self- 143

reflection on TruthfulQA under this setting. 144

4 Why Self-Reflection May Not Work? 145

To better understand these patterns, we conduct 146

an error analysis drawing inspiration from the re- 147

4The exploration-only baseline can be viewed as one im-
plementation of (universal) self-consistency prompting (Wang
et al., 2023a; Chen et al., 2023a). Rather than applying ma-
jority voting directly to the outputs, this method involves
inputting these outputs back into the model for aggregation.
As we’ll explore in Section 6, we also find the model predom-
inantly engages in a form of majority voting in this process.
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Figure 2: Performance Decomposition on Question Dif-
ficulty and Response Accuracy.

flection conceptual model in psychology (Hommel148

et al., 2023). We hypothesize that two key factors149

influence self-reflection’s efficacy: 1) the objective150

question difficulty (quantifiable based on human151

annotations), and 2) the model’s comprehension152

quality (quantifiable based on the proportion of153

correct responses). Following this framework, we154

can predict that if a question is above average in155

human-annotated difficulty, self-reflection may be156

of greater benefit. Similarly, if the model already157

has a strong grasp of the question, it may not benefit158

as much from self-reflection.159

To test these hypotheses, we break down model160

performance based on levels of question difficulty161

and model comprehension. We focus on HotpotQA,162

as human judgments of question difficulty are avail-163

able as annotations in this dataset, and this dataset164

also enables a clearly-defined notion of accuracy.165

We use these human difficulty annotations for ques-166

tion difficulty, and for model comprehension we167

use Response Accuracy (RA): the proportion of168

correct answers among the K candidate model re-169

sponses sampled during Exploration.170

The broken-down results are shown in Figure 2.171

The results show an interaction between our two172

variables. For questions judged by humans as173

Easy, self-reflection shows a benefit only when the174

model’s candidate responses are mostly—but not175

all—incorrect, with self-reflection otherwise hav-176

ing negligible or negative effects on performance.177

For questions judged as Medium, there is a more178

even split: when most or all of the model’s candi-179

date responses are wrong, self-reflection is bene-180

ficial, but when half or more of the responses are181

correct, self-reflection is often harmful—with the182

notable exception of the 75% RA bin. A similar183

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Response Accuracy

0.2

0.4

0.6

0.8

1.0
Easy Medium Hard

Accuracy Decomposition with Artificial Responses (K=10)

Standard Prompting
Self-Reflection (easy)
Exploration-Only (easy)
Self-Reflection (medium)

Exploration-Only (medium)
Self-Reflection (hard)
Exploration-Only (hard)

Figure 3: Performance Decomposition on Question Dif-
ficulty and Response Accuracy (Artificial Responses).
Dotted lines show “turning points” at which reflection
loses effectiveness, for Easy/Medium/Hard questions.

pattern is seen for questions judged as Hard, though 184

for this category self-reflection is more consistently 185

beneficial through the 75% RA bin, showing harm 186

to performance only when all candidate model re- 187

sponses are already correct. 188

5 Error Analysis via Artificial Response 189

The above analysis suggests an interaction between 190

difficulty and comprehension variables in effective- 191

ness of self-reflection—however, our ability to dis- 192

entangle these effects is limited by imbalanced dis- 193

tribution of model comprehension relative to ques- 194

tion difficulty. To assess the interaction more thor- 195

oughly, we simulate model “mis-comprehension” 196

across a wider range of question difficulties, by 197

sampling model responses to minimally edited ver- 198

sions of the prompts, and then pairing these re- 199

sponses with the original prompts when eliciting 200

self-reflection. This allows us to increase the num- 201

ber of incorrect candidate responses, and thus to 202

more evenly distribute RA levels across human 203

difficulty levels. More details on this simulation 204

process can be found in Appendix B. 205

For this experiment, we generate K = 10 candi- 206

date responses per question, with a mix of synthetic 207

pairings and real pairings.5 Results are shown in 208

Figure 3. We see that the benefits of self-reflection 209

are now limited to the lowest RA levels, and there 210

is also now a clearer shift from beneficial to harm- 211

ful effects of self-reflection as RA increases. We 212

also see that the interaction with question difficulty 213

remains: the turning point from beneficial to harm- 214

ful falls around 50% RA for Hard questions, 30% 215

for Medium questions, and 20% for Easy questions. 216

Overall, this indicates that a major contributor to 217

5We also plot the performance decomposition over K=4
artificial responses in Appendix A.
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the effectiveness of self-reflection is the confidence218

of model accuracy on the question—if the model is219

reliably correct on initial responses, self-reflection220

tends to be harmful. However, this effect is fur-221

ther modulated by overall question difficulty: the222

benefits of self-reflection persist to higher levels of223

response accuracy if the questions are more diffi-224

cult based on human judgment.225

Though TruthfulQA is not as conducive to exact226

quantification of our variables, based on these re-227

sults we can now speculate that the effectiveness of228

self-reflection on that dataset may be attributable229

to lower rate of good initial model responses, and230

potentially also higher overall question difficulty.231

10% 20% 30% 40% 50% 60% 70% 80% 90%
Response Accuracy

0.5

0.6

0.7

0.8

0.9
Percentage of Responses Following Majority Voting

Without Reflection
With Reflection

Figure 4: Majority Voting Analysis

6 Effects on majority voting232

A natural question to ask at this point is to what233

extent the effect of RA is due to the model em-234

ploying majority voting on the candidate responses.235

In Figure 4 we plot the percentage of items in236

which the model’s output is consistent with ma-237

jority voting, at different RA levels (computed at238

K = 10 including artificially generated responses),239

both with and without self-reflection. The plot240

shows that without self-reflection, the tendency to241

give answers consistent with majority voting is242

strong and closely correlated with the strength of243

the accuracy trend (i.e., more majority voting when244

most candidate responses are either correct or in-245

correct, and less majority voting when candidates246

are more mixed). However, with self-reflection the247

tendency to align with majority voting is signifi-248

cantly reduced across RA levels, suggesting that249

self-reflection does encourage more sophisticated250

decision strategies (even if in the case of higher RA251

levels, this in fact has a harmful effect on accuracy).252

7 Discussion253

Our analyses above have found that self-reflection254

benefits are limited to cases in which model accu-255

racy is unreliable on initial responses, though bene-256

Does the model have access to external feedback?

What’s the percentage of
consistent outputs?

YES NO

Is the question too difficult for humans?

Use self-consistency or
standard prompting

Use self-reflection

Use self-reflection

Use self-consistency

What’s the estimate of
response accuracy?

Should you use self-reflection prompting? 🤔

<25% <50% >50%>25%

YES NO

Sample N outputs from LM

Figure 5: Proposed guide for using Self-Reflection.

fits are more persistent for harder questions. Based 257

on these findings, we propose a set of guidelines for 258

determining when to implement self-reflection in 259

practical applications, for a given request or prompt. 260

The core principle involves basing decisions on es- 261

timated RA and question difficulty, and these guide- 262

lines can be applied by simply sampling responses 263

for the target question or prompt. First, if external 264

tools or certain access to ground truth answers are 265

available such that RA can be reliably estimated, 266

then self-reflection should be used when RA levels 267

are low. Next, if difficulty annotations/subjective 268

difficulty judgements are available, self-reflection 269

can also be promising when RA levels are interme- 270

diate and question difficulty is high. If RA cannot 271

be estimated, response consistency can be used as 272

a proxy: if responses are highly consistent, self- 273

reflection may be unlikely to provide benefit. If 274

consistency is low, then self-reflection may be ben- 275

eficial, especially for questions of higher difficulty. 276

An illustration of these guidelines is in Figure 5. 277

8 Conclusion 278

In this paper, we evaluate ChatGPT’s self-reflective 279

capabilities under a stringent single-round multi- 280

response evaluation setting. We find mixed results, 281

and further analysis shows that the effectiveness of 282

self-reflection is impacted both by question diffi- 283

culty and by model response accuracy level: ben- 284

efits of self-reflection are mostly limited to cases 285

in which the model’s initial responses are unreli- 286

able in accuracy, but with more persistent benefits 287

for harder questions. Additionally, we find that 288

self-reflection reduces the model’s tendency for 289

majority voting. We propose guidelines for when 290

to use self-reflection, and we look forward to work 291

further exploring impacts on self-reflection, and 292

further refining these guidelines. 293
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Limitations294

In this work, we adopt a stringent evaluation strat-295

egy to test the effectiveness of self-reflective abil-296

ities of LLMs. One limitation is that our exper-297

iments are all based on a snapshot of the Chat-298

GPT model (gpt-3.5-turbo-16k-0613). We focus299

on ChatGPT because it is a state-of-the-art (SOTA)300

chat model, and it allows us to make our results301

directly comparable with previous work. We only302

examine one model to ensure that results will not303

be affected by model updates. However, the assess-304

ment of self-reflection may vary between different305

versions of ChatGPT, as well as between ChatGPT306

and other LLMs.307

Secondly, we use only two datasets for evaluat-308

ing reflective ability. We chose these two datasets309

for a focused study covering two very different QA310

domains, but we look forward to future work fur-311

ther extending these types of analyses to a broader312

collection of datasets.313

Thirdly, we conducted an artificial response ex-314

periment in Section 5 to simulate the real output315

distribution of the language model. This is a rough316

estimate of ChatGPT’s actual output distribution.317

As we sampled ten fake responses from the lan-318

guage model, it is impossible to cover all possible319

cases of outputs, and there might be bias in the sam-320

ple distribution. Future work could try generating321

a higher number of fake responses to obtain a more322

accurate distribution of the model.323

Finally, although RA proves a valuable metric324

for determining the utility of self-reflection, its re-325

liance on access to ground truth undermines its326

practical use. An initial attempt to use GPT-4 to327

produce an estimate of RA yielded unsatisfactory328

results (detailed in Appendix F). Further examina-329

tion of this topic is reserved for future research.330
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A Accuracy Decomposition over 4409

responses410

See Figure 6.411

B Artificial Response Generation412

We do artificial response generation by prompting413

ChatGPT to edit the context used in HotpotQA.414

Specifically, the following steps were adopted: 1)415

For chosen questions, perform a simple perturba-416

tion on the context (e.g., entity replacement). An417

example is shown in Figure 7. 2) Manually in-418

spect some samples to ensure minimal edits and419

answerability. 3) Prompt the model to regener-420

ate responses and reflections based on the altered421

context. In this way, we are simulating scenarios422

where the model doesn’t comprehend the context423

perfectly. 6424

6While directly editing outputs to create correct or incor-
rect answers is an option, we avoid this to ensure the results
reflect the model’s natural response distribution.

Here is an example for how we modify the con- 425

text: 426

Original question: What nationality was James 427

Henry Miller’s wife? 428

Original context: ... Ewan MacColl: James 429

Henry Miller (25 January 1915 – 22 October 1989), 430

better known by his stage name Ewan MacColl, 431

was an English folk singer, songwriter, communist, 432

labour activist, actor, poet, playwright and record 433

producer. Peggy Seeger: Margaret "Peggy" Seeger 434

(born June 17, 1935) is an American folksinger. 435

She is also well known in Britain, where she has 436

lived for more than 30 years, and was married to 437

the singer and songwriter Ewan MacColl until his 438

death in 1989. ... 439

Fake context 1: ... Ewan MacColl: James Henry 440

Miller (25 January 1915 – 22 October 1989), better 441

known by his stage name Ewan MacColl, was a 442

Scottish folk singer, songwriter, capitalist, labour 443

activist, actor, poet, playwright and record pro- 444

ducer.. Peggy Seeger: Margaret "Peggy" Seeger 445

(born June 17, 1935) is an American country singer. 446

She is also well known in France, where she has 447

lived for more than 30 years, and was married to 448

the actor and playwright Ewan MacColl until his 449

death in 1989. ... 450

Fake context 2: ... Ewan MacColl: James Henry 451

Miller (25 January 1915 – 22 October 1989), bet- 452

ter known by his stage name Ewan MacColl, was 453

an Australian folk singer, songwriter, conservative, 454

labour activist, actor, poet, playwright and record 455

producer. Peggy Seeger: Margaret "Peggy" Seeger 456

(born June 17, 1935) is a British pop singer. She 457

is also well known in Germany, where she has 458

lived for more than 30 years, and was married to 459

the musician and producer Ewan MacColl until his 460

death in 1989. ... 461

Fake context 3: ... Ewan MacColl: James Henry 462

Miller (25 January 1915 – 22 October 1989), better 463

known by his stage name Ewan MacColl, was a 464

Canadian folk singer, songwriter, anarchist, labour 465

activist, actor, poet, playwright and record pro- 466

ducer. Peggy Seeger: Margaret "Peggy" Seeger 467

(born June 17, 1935) is an American rapper. She 468

is also well known in Spain, where she has lived 469

for more than 30 years, and was married to 470

the actor and politician Ewan MacColl until his 471

death in 1989. ... 472

Fake context 4: ... Ewan MacColl: James Henry 473

Miller (25 January 1915 – 22 October 1989), better 474

known by his stage name Ewan MacColl, was an 475
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Irish folk singer, songwriter, monarchist, labour476

activist, actor, poet, playwright and record pro-477

ducer. Peggy Seeger: Margaret "Peggy" Seeger478

(born June 17, 1935) is a French jazz singer. She479

is also well known in Italy, where she has lived480

for more than 30 years, and was married to481

the artist and filmmaker Ewan MacColl until his482

death in 1989. ...483

Figure 7: Synthesized Artificial Contexts Example

Metric Standard Prompting Exploration-Only Self-Reflection

TruthfulQA
Rouge-1 57.5± 1.1 55.1 59.0
BLEURT 66.8± 1.9 70.1 72.9

HotpotQA
Accuracy 80.2± 0.4 69.7 71.9

Table 2: Self-Reflection experiment results using it-
erative prompting. Bold-faced numbers at each row
indicate the best-performing method under each metric.

C Conditional Prompting Results484

We demonstrate the conditional prompting results485

in Table 2. Comparing the results in Table 1 and486

Table 2, we can see that there is no significant dif-487

ference between these parallel prompting and con-488

ditional prompting. To avoid the implicit bias in-489

troduced by conditional prompting, as Huang et al.490

(2023) point out, we stick to parallel prompting to491

conduct our evaluation on self-reflective thinking492

capability.493

D Evaluation details for TruthfulQA494

We use the generation setting of TruthfulQA, which495

evaluates by comparing how closely the model’s496

responses match a preferred reference versus an497

undesired one We follow (Lin et al., 2022) to use498

Rouge-1 (Lin, 2004) and BLEURT (Sellam et al.,499

2020) for similarity computation.500

E Prompts used in Experiment501

E.1 TruthfulQA: Standard Prompt502

messages=[503
{"role": "user",504
"content": question}505

]506

E.2 TruthfulQA: Response Critique Prompt 507

messages=[ 508
{"role": "system", 509
"content": "You are a helpful 510
assistant."}, 511
{"role": "user", 512
"content": question}, 513
{"role": "assistant", 514
"content": response}, 515
{"role": "user", 516
"content": "Could you critique 517
your last response?"} 518

] 519

E.3 TruthfulQA: Response Without 520

Reflection 521

messages=[ 522
{"role": "system", 523
"content": "You are a helpful 524
assistant."}, 525
{"role": "user", 526
"content": question}, 527
{"role": "assistant", 528
"content": response_1}, 529
{"role": "user", 530
"content": question}, 531
{"role": "assistant", 532
"content": response_2}, 533
{"role": "user", 534
"content": question}, 535
{"role": "assistant", 536
"content": response_3}, 537
{"role": "user", 538
"content": question} 539

] 540

E.4 TruthfulQA: Response With Reflection 541

messages=[ 542
{"role": "system", 543
"content": "You are a helpful 544
assistant."}, 545
{"role": "user", 546
"content": question}, 547
{"role": "assistant", 548
"content": response_1}, 549
{"role": "user", 550
"content": "Please critique your 551
responses"}, 552
{"role": "assistant", 553
"content": critique_1}, 554
{"role": "user", 555
"content": question}, 556
{"role": "assistant", 557
"content": response_2}, 558
{"role": "user", 559
"content": "Please critique your 560
responses"}, 561
{"role": "assistant", 562
"content": critique_2}, 563
{"role": "user", 564
"content": question}, 565
{"role": "assistant", 566
"content": response_3}, 567
{"role": "user", 568
"content": "Please critique your 569
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responses"},570
{"role": "assistant",571
"content": critique_3},572
{"role": "user",573
"content": question}574

]575

E.5 HotpotQA: Standard Prompt576

messages=[577
{"role": "system",578
"content": "You are a helpful579
assistant. Answer the question580
based on the context provided.581
Provide extremely concise answers582
with no explanation."},583
{"role": "user",584
"content": "Context: Earth: The585
Earth is the third planet from586
the Sun. Question: Which planet587
is Earth from the Sun? Answer:588
Third"},589
{"role": "user",590
"content": f"Context:591
{formatted_context}\n592
Question: {question}\nProvide a593
short answer without594
explanation."}595

]596

E.6 HotpotQA: Response Critique Prompt597

messages=[598
{"role": "system",599
"content": "You are a helpful600
assistant. Answer the question601
based on the context provided."},602
{"role": "user",603
"content": f"Context:604
{formatted_context}\n605
Question: {question}"},606
{"role": "assistant",607
"content": f"{response}"},608
{"role": "user",609
"content": f"Please review and610
critique your previous response,611
and keep in mind not to add any612
unnecessary apologies. You can613
refer back to the original614
context if needed."}615

]616

E.7 HotpotQA: Response Without Reflection617

messages=[618
{"role": "system",619
"content": "You are a helpful620
assistant. Answer the question621
based on the context provided.622
Provide extremely concise answers623
with no explanation."},624
{"role": "user",625
"content": "Context: Earth: The626
Earth is the third planet from627
the Sun. Question: Which planet628
is Earth from the Sun?629
Answer: Third"},630
{"role": "user",631

"content": f"Context: 632
{formatted_context}\n 633
Question: {question}\n 634
Provide a short answer without 635
explanation."}, 636
{"role": "assistant", 637
"content": f"{response_1}"}, 638
{"role": "user", 639
"content": f"{question}\n 640
Provide a short answer without 641
explanation."}, 642
{"role": "assistant", 643
"content": f"{response_2}"}, 644
{"role": "user", 645
"content": f"{question}\n 646
Provide a short answer without 647
explanation."}, 648
{"role": "assistant", 649
"content": f"{response_3}"}, 650
{"role": "user", 651
"content": f"{question}\n 652
Provide a short answer without 653
explanation."}, 654
{"role": "assistant", 655
"content": f"{response_4}"}, 656
{"role": "user", 657
"content": f"{question}\n 658
Provide a short answer without 659
explanation."}, 660

] 661

E.8 HotpotQA: Response With Reflection 662

messages=[ 663
{"role": "system", 664
"content": "You are a helpful 665
assistant. Answer the question 666
based on the context provided. 667
Provide extremely concise answers 668
with no explanation."}, 669
{"role": "user", 670
"content": "Context: Earth: The 671
Earth is the third planet from the 672
Sun. Question: Which planet is Earth 673
from the Sun? Answer: Third"}, 674
{"role": "user", 675
"content": f"Context: 676
{formatted_context}\n 677
Question: {question}\n 678
Provide a short answer without 679
explanation."}, 680
{"role": "assistant", 681
"content": f"{response_1}"}, 682
{"role": "user", 683
"content": f"Please review and 684
critique your previous response, 685
and keep in mind not to add any 686
unnecessary apologies. You can 687
refer back to the original context 688
if needed."}, 689
{"role": "assistant", 690
"content": f"{critique_1}"}, 691
{"role": "user", 692
"content": f"{question}\n 693
Provide a short answer without 694
explanation."}, 695
{"role": "assistant", 696
"content": f"{response_2}"}, 697
{"role": "user", 698
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"content": f"Please review and699
critique your previous response,700
and keep in mind not to add any701
unnecessary apologies. You can702
refer back to the original context703
if needed."},704
{"role": "assistant",705
"content": f"{critique_2}"},706
{"role": "user",707
"content": f"{question}\n708
Provide a short answer without709
explanation."},710
{"role": "assistant",711
"content": f"{response_3}"},712
{"role": "user",713
"content": f"Please review and714
critique your previous response,715
and keep in mind not to add any716
unnecessary apologies. You can717
refer back to the original718
context if needed."},719
{"role": "assistant",720
"content": f"{critique_3}"},721
{"role": "user",722
"content": f"{question}\n723
Provide a short answer without724
explanation."},725
{"role": "assistant",726
"content": f"{response_4}"},727
{"role": "user",728
"content": f"Please review and729
critique your previous response,730
and keep in mind not to add any731
unnecessary apologies. You can732
refer back to the original context733
if needed."},734
{"role": "assistant",735
"content": f"{critique_4}"},736
{"role": "user",737
"content": f"{question}\n738
Provide a short answer without739
explanation."}740

]741

E.9 HotpotQA: Fake Evidence Generation742

messages=[743
{"role": "system",744
"content": "You are a helpful745
assistant."},746
{"role": "user",747
"content": f"Here is a question:748
{question}. Please create 10749
different versions of ’fake750
supporting facts’ based on the751
following real supporting facts.752
Modify only one sentence in each753
version, making sure the modified754
sentence is still relevant but755
contains false information. Keep756
the other sentences unmodified.757
Each version of fake supporting758
facts should have the same number759
of sentences as the real760
supporting facts."},761
{"role": "user",762
"content": f"Real Supporting763
Facts:{real_sf}"},764
{"role": "user",765

"content": "Please generate the 766
fake supporting facts versions. 767
Remember to index all the sentences. 768
You must generate 10 versions 769
before you stop."}, 770
{"role": "user", 771
"content": 772
f"Fake Supporting Facts Version 1:\n 773
[Insert manipulated sentences here]\ 774

↪→ n 775
Fake Supporting Facts Version 2:\n 776
[Insert manipulated sentences here]\ 777

↪→ n 778
Fake Supporting Facts Version 3:\n 779
[Insert manipulated sentences here]\ 780

↪→ n 781
Fake Supporting Facts Version 4:\n 782
[Insert manipulated sentences here]\ 783

↪→ n 784
Fake Supporting Facts Version 5:\n 785
[Insert manipulated sentences here]\ 786

↪→ n 787
Fake Supporting Facts Version 6:\n 788
[Insert manipulated sentences here]\ 789

↪→ n 790
Fake Supporting Facts Version 7:\n 791
[Insert manipulated sentences here]\ 792

↪→ n 793
Fake Supporting Facts Version 8:\n 794
[Insert manipulated sentences here]\ 795

↪→ n 796
Fake Supporting Facts Version 9:\n 797
[Insert manipulated sentences here]\ 798

↪→ n 799
Fake Supporting Facts Version 10:\n 800
[Insert manipulated sentences here 801

↪→ ]"}, 802
] 803

F Challenges in Predicting the 804

Correctness Margin for Model 805

Comprehension 806

The effectiveness of a model’s self-reflection 807

largely hinges on its "correctness margin," a metric 808

quantifying its understanding of both the question 809

and its context. Ideally, we would like to predict 810

this margin through user prompts, thereby allowing 811

the user to make an informed decision on whether 812

to enable the model’s self-reflection capability. 813

Nevertheless, our experiments indicate that cur- 814

rent models struggle to self-assess their understand- 815

ing reliably. Below, we outline our prompt design 816

used for this experiment: 817

messages=[ 818
{"role": "system", 819
"content": "You are a helpful 820
assistant. Answer the question based 821
on the context provided. Provide 822
extremely concise answers with no 823
explanation."}, 824
{"role": "user", 825
"content": f"Context: 826
{formatted_context}\n 827
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Question: {question}"},828
{"role": "assistant",829
"content": f"{response}"},830
{"role": "user",831
"content": "\nYou have just answered832
a question. Now, please evaluate833

↪→ your834
own comprehension of the question835

↪→ and836
answer provided. Rate your level of837
understanding on a scale from -5 to838

↪→ 5.839
A rating of 5 signifies extreme840
certainty that you understand the841
question, while a rating of -5842
indicates extreme uncertainty or843

↪→ lack844
of understanding."},845

]846

We tested this prompt structure on two sets of847

questions: one where all 10 model responses were848

incorrect, and another where all 10 were correct. If849

the model were capable of accurately evaluating its850

own comprehension, it should consistently rate its851

understanding at −5 for questions in the all-wrong852

dataset and 5 for those in the all-right dataset. How-853

ever, after experimenting with 20 examples from854

each dataset, we found that the model consistently855

assigned high scores (typically 4 or 5) regardless856

of the dataset origin. Thus, reliable self-assessment857

remains an open challenge for current models.858

G Scientific Artifacts859

In this paper, we use the following artifacts:860

• TruthfulQA (Lin et al., 2022) is a benchmark861

assessing a language model’s ability to gener-862

ate truthful answers for 817 diverse questions863

in 38 categories, requiring models to avoid864

false answers commonly found in human texts865

due to misconceptions or false beliefs. We866

use it for the preliminary studies on reflective867

thinking in LLMs. It is licensed under the868

Apache License, Version 2.0.869

• HotpotQA (Yang et al., 2018) is a 113k870

question-answer dataset based on Wikipedia871

that requires multi-document reasoning, fea-872

tures diverse questions unconstrained by873

knowledge bases or schemas, provides874

sentence-level supporting facts for strong su-875

pervision and explanation, and introduces a876

new factoid comparison question type to eval-877

uate QA systems’ extraction and comparison878

abilities. We use it for evaluating reflective879

thinking in LLMs. It is distributed under a CC880

BY-SA 4.0 License.881

• openai-python7 (v0.27.8) provides convenient 882

access to the OpenAI REST API from any 883

Python 3.7+ application. We use it to access 884

ChatGPT models. It is licensed under the 885

Apache License, Version 2.0. 886

7https://github.com/openai/openai-python
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