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ABSTRACT

Most current large language models (LLMs) support a wide variety of
languages in addition to English, including high-resource languages (e.g.
German, Chinese, French), as well as low-resource ones (e.g. Swahili,
Telugu). In addition they have also shown impressive capabilities in
different domains, like coding, science and math. In this short paper,
taking math as an example domain, we study the performance of different
LLMs across languages. Experimental results show that there exists
a non-negligible and consistent gap in the performance of the models
across languages. Interestingly, and somewhat against expectations,
the gap exists for both high- and low-resource languages. We hope
that these results influence further research into cross-lingual capability
generalization for next generation LLMs. If it weren’t for the fact that
they are false! By analyzing one of the standard multilingual math
benchmarks (MGSM), we determine that several translation errors are
present in the data. Furthermore, the lack of standardized answer
extraction from LLM outputs further influences the final results. We
propose a method for automatic quality assurance to address the first issue
at scale, and give recommendations to address the second one. Combining
these two approaches we show that the aforementioned language gap mostly
disappears, leading to completely different conclusions from our research.
We additionally release the corrected dataset to the community.

1 INTRODUCTION

In recent years, large language models’ capabilities have expanded in two primary directions:
broader language coverage and enhanced performance on complex tasks. On the language
dimension, it is now usual for LLMs to support not only high-resource languages languages
(e.g. Chinese, European languages, etc.), but also low-resource ones (e.g. African languages,
Indian languages, etc.). This is a very important and welcome progress direction in order
to improve the inclusivity of Al applications and research.

In parallel, model capabilities have been steadily improving, with impressive advancements
in different areas, e.g. coding, mathematics and science. For these tasks, the vast majority
of data is available in English, but for other languages there is a clear imbalance. For high-
resource languages there is still a sizeable amount of data in other domains, although it is
only a fraction of the data available in English. For low-resource languages, the situation is
more critical, with very limited data available in specialized domains.

Ideally, LLMs are capable of decoupling these abilities from the language it has been
presented to them in the training data. For example the math reasoning learnt in English is
equally applicable to, say, Swahili. The difference lays in the verbalization of the “thought
process” or the formulation of the answers. That means that language models should be
able to perform capability transfer, so that the performance of the model is the same across
languages. Of course this is the ideal case, in practice there are not guarantees that this is
the case.
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In order to measure the cross-lingual capabilities of a model, a standard practice is to
present the models with the same prompts translated in different languages. One example
of this approach is the MGSM corpus (Shi et all, 2022). Starting with the English GSM8K
corpus Cobbe et al] (2021), the authors selected 250 grade-school math problems and
translated them into ten typological diverse languages. This offers an ideal testbed for
evaluating the cross-lingual math capabilities of the model, as exactly the same problem
formulation can be asked to be solved by the model in different languages.

When experimenting on this test bench with different LLMs, we observed significant gaps
in the performance for different languages when compared to English. While this did not
surprise us much for low-resource languages, we also saw an important drop also for high-
resources languages such as French. Furthermore, that gap seemed to be consistent across
models, which made us somewhat suspicious and we turned our attention to the test data
itself.

We found out that several translations errors can be found in the released version of the
data, and these have a big influence on the conclusions of our experiment. Furthermore,
to the best of our knowledge, there is no standardized way to extract the actual numerical
value of the answer from the (textual) reply of the models. Special attention has to be
paid to regional conventions, e.g. some countries separate thousands using a dot or a space
instead of the English comma (e.g. 10,000) or some languages use other numerical systems
instead of Arabic digits (e.g. Bengali numerals). Not considering these differences can yield
extremely misguided results.

In this short paper we first present our “initial analysis” using the original version of the dat,
and a simple version of result extraction taken from the widely used Kaggle page. Section @
presents the experiments and conclugjions that a research group would draw from them,
with complete good faith. In Section fj we analyze the test data in more detail and identify
the problems present in them. Manually checking the dataset will probably guarantee the
best quality overall, however it is a costly and slow process. We present a semi-automatic
method for identifying problematic questions that can scale to bigger corpora. In addition
we pay special attention as to how the numerical values should be extracted from the LLM
replies, following the specific formating of each language. We repeat our previous analysis
with the new data in Section [j. Comparing the conclusions with those of Section Y, we see
that they are actually opposites.

With this paper we aim to raise awareness about the importance of test data quality and
nuances when considering multilingual evaluations. Additionally, as part of this publication
we release our improved version of MGSM to the wider research community.

2 RELATED WORK

Shi et al| (2022) introduced the Multilingual Grade School Math (MGSM) dataset by
translating 250 English grade-school math problems to 10 languages. The data was sourced
from GSMS8K Cobbe et al) (2021) and translated using professional translators, The authors
find GPT-3 (Brown et all, 2020) and PaLM-540B Chowdhery et al| (2023) to perform
better with English Chain-of-Thought (CoT) prompting, rather than native language CoT
prompting. In addition, despite cross-lingual generalization there still is a gap between
English and other languages, which is larger for low-resource than it is for high-resource
languages. Zhang et al| (2024H) later extended MGSM by four additional languages.

MGSM is often used to evaluate the multilingual, mathematical reasoning abilities of LLMs.
For example Qwen 3 ([Yang et all, 2025), Gemini (Gemini Team et al), 2023), DeepSeek-
V3 (Liu et all, 20244) or Gemma 3 (Gemma Team et all, 2025) report results on MGSM. Tt is
important to note that scores have improved by a large margin since MGSM was introduced.
The PaLM-540B model had Bﬂl average accuracy of 55%, whereas recent models achieve
average accuracies above 90%%. With such high accuracy, the small remaining unsolved
problems amplify the significance of any underlying issues with the test data.

"https://www.kaggle.com/benchmarks/open-benchmarks/mgsm
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Table 1: Languages included in the MGSM corpus. The categorization into high-, medium-
or low-resource is an estimate.

Language Code Alphabet Resources
English en Latin High
Bengali bn Bangla Low
German de Latin High
Spanish es Latin High
French fr Latin High
Japanese ja Kanji + Kana Medium
Russian ru Cyrillic Medium
Swahili SW Latin Low
Telugu te Brahmic Low
Thai th Thai Low
Chinese zh Chinese High

Our findings on the critical impact of non-standardized evaluation echo lessons learned in
other NLP domains, particularly machine translation (MT). The MT community faced
a similar issues where differing preprocessing, tokenization, and scoring scripts led to
inconsistent and incomparable results, solved by introducing standarized evaluation tools,
like e.g. Sacrebleu (Posti, 2018&).

MGSM consisting of the same set of questions in multiple languages allows for directly
comparing the performance across languages. Both Shi et al| (2022) as well as follow-up
work recognize a gap between English and other languages on MGSM. To bridge the gap
it is common to translate the problems to English (Shi et all, 2022; Etxaniz et all, 2023),
or use different ways to have the model reason in English. [Liu et al) (2024b) find that
translation to English is not always optimal especially for mpltilingual LLMs, rather than
English-centric, or for culture related contexts. Huang et al) (2023) also find models lagging
behind in languages other than English on MGSM and other datasets. To deal with this
they construct a prompt that is intended to trigger the model to solve the math problems
in English. Chen et al) (2023) argue that the gap stems from training data and construct
additional instruction tuning data to close the gap. In this work we find that addressing
shortcomings of the test data itself as well as the evaluation setup leads to a significantly
lower gap that even disappears for some languages, especially for large models.

3 METHODOLOGY

We want to study the ability of current LLMs to transfer capabilities LLMs across different
languages. MGSM (Shi et all, 2022) offers a perfect setting for this kind of evaluation.
Starting with a subset of 250 grad school math problems (in English) extracted from the
GSMB8K corpus (Cobbe et_all, 2021)), the authors produced translation into 10 different
languages (listed in Tabletm). In this way, the models have to perform the same reasoning
steps in all languages to get the correct answer. The answers are numerical quantities, which
enables for precise evaluation.

We consider a range of different LLMs, including open models (Gemma 3, DeepSeek V3 and
GPT-0SS) and flagship propietary models (Gemini, Claude and GPT). All the models wher
queried with the same prompt, following Kaggle’s setup for this taskd, shown in Table E
in the Appendix. In order to extract the final answer, a language-dependent keyword (e.g.
“Answer” én English) is looked for, and the number is extracted with a simple regular
expressionH.

Zhttps://www.kaggle.com/code/kerneler/mgsm-benchmark-starter-code
3The corresponding line in the Kaggle provided code is
numbers = re.findall(r''\d+\.7?\d*", answer_text.replace(",", "")).
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Table 2: Results on the original data, using the standard prompt and number extraction.
Shadings of red represent the distance to the accuracy of the system on English.

System en bn de es fr ja ru sw te th zh

Gemini 2.5 Pro 97.6 904 93.6 924 [ 824 92.0 952 944 928 956 93.6
Gemini 2.5 Flash 96.0 88.0 928 888 832 90.0 93.6 928 888 944 90.8

Gemma3 27B 98.4 92.0 924 868 856 924 864 85.6 904 87.6
Gemma3 12B 94.4 87.2 884 | 792 812 90.0 812 832 8.0 856
GPT5 97.6 944 93.6 920 JBOION 91.2 952 952 924 940 94.0
GPT5 Nano 96.4 85.6 91.6 928 820 86.0 93.2 83.8 [8SN 884 92.0
GPT OSS20B  97.6 | 824 92.0 91.6 844 868 956 [JEBIGN 88.4 920 912
Claude 3.7 98.0 89.2 93.6 952 |87.2 884 956 940 892 944 93.6
DeepSeekV'3 988 904 928 964 912 89.6 940 83.0 864 928 948

4 FIRST RESULTS

The results of this experiment can be found in Table E The first observation to make is
that all the models perform remarkably well for English, with accuracy in the range of mid-
to top 90s. That means that the models can solve this task nearly perfectly. If we look at
other languages the picture is much different. There is a significant performance gap for
all systems when compared to English. Swahili and Telugu are two of the languages that
perform the poorest, which is partially to be expected due to their low-resource nature.
These are however not the only languages lagging behind English, and the gap is not
restricted to low-resource languages. French (a high-resource one) also shows a significant
gap, sometimes even bigger than for Swahili or Telugu. For example Gemini 2.5 Pro shows a
15.2% performance loss, or GPT5 a 17.6% loss. Strikingly, the performance difference seems
to be mostly consistent across languages, e.g. the models seem to perform all relatively poorly
on French, but quite good in Russian.

5 A CLOSER LOOK

To better understand the behaviour of the models, we conducted an analysis of questions
in all the languages. Our goal was to understand why the models could answer questions
in some languages but failed for the same question in other languages. While in some cases
models just give the wrong answers, we additionally found two major errors sources that
drastically influence the results: wrongly translated questions and problems when parsing
the answer.

5.1 WRONGLY TRANSLATED QUESTIONS

Upon closer inspection, we identified subtle translation errors in the questions. Note that
the MGSM test set was translated by humans. For instance, the English phrase “One glass
costs $5, but every second glass costs only 60% of the price” was translated into German as
“Ein Glas kostet 5 US-Dollar, aber jedes weitere Glas kostet nur 60% des Ausgangspreises,”
which effectively means “One glass costs $5, but each additional glass costs only 60% of
the price”. Other examples are presented in Table . Systematic examination revealed
that a significant portion of incorrectly answered questions were due to these translation
inaccuracies.

In order to identify these cases, we queried a variety of models with each question. The
rationale being that if different models agree on the same (presumably) wrong answer, then
it is conceivable that the problem lies in the question itself. Thus, if all models failed to
provide a correct answer (or one consistent with the English version), we presumed a faulty
translation and re-translated the question. If the models could then solve the question, we
considered the issue resolved. For the remaining questions, we sought assistance from native
speakers. If we were not able to find native speakers we utilized Gemini to create multiple
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Table 3: Subtle errors in German translations that alter the model answers.

English How many girls are not in the girl scout?
German Wie viele Méadchen sind bei den Pfadfinderinnen?
Backtranslation How many girls are in the girl scout?

English Artie has no change today, so he has decided to round all his prices to the
nearest dollar.
German Artie hat heute kein Wechselgeld, also entschliefit er sich, alle Preise auf

den néchsthoheren Dollarbetrag aufzurunden.
Backtranslation Artie has no change today, so he has decided to round up all his prices to
the nearest dollar.

English An orange costs 5 less than what a watermelon cost.

German Eine Orange kostet 5 Mal weniger als eine Wassermelone.

Backtranslation An orange costs 5 times less than what a watermelon cost.

English Tuesday, he walked 6 times as many miles as he walked on Monday.

German Am Donnerstag ging er 6 Mal so viele Meilen, wie er am Montag gegangen
war.

Backtranslation Thursday, he walked 6 times as many miles as he walked on Monday.

translations, repeating the process until we created a translation which was solvable after
back-translating the questions into English.

While this guarantees the solvability of each question, it doesn’t account for instances
where the model can surmise the correct answer. For_example, in one scenario, “Tuesday”
was translated as “Thursday” (last example in Table Eej, rendering the question technically
incorrect. However, the LLMs were still able to deduce from the context that “Tuesday”
was the intended meaning.

5.2 WRONG AND AMBIGUOUS QUESTIONS

We also found a question where the original English formulation was incorrect, see
Appendix . We corrected the English formulation and its translations. There were
also multiple questions where the English source leaves ambiguities regarding the answer.
E.g. on question asks for a time without specifying that the answer should be expressed in
minutes (seet&). More examples is given in Appendix Eh

5.3 ANSWER EXTRACTION

Extracting answers from model outputs, typically via regular expressions, has proven to be
error-prone. Slight variations in phrasing or formatting by large language models (LLMs)
can cause regular expression parsing failures, resulting in misinterpretations or a complete
inability to extract the intended answer.

To ensure a consistent output format from the LLM, two main strategies can be employed:
(1) using a few-shot prompt that demonstrates the desired format, which is particularly
beneficial for pretraining evaluation or (2) explicitly defining the expected output format
within the prompt itself. Failure to adhere to the specified format can be considered a model
error.

One limitation of the regular expression previously referred to in Section E is its inability
to account for variations in decimal and thousands separators across different languages.
This oversight can negatively impact performance, especially for languages like French and
German that utilize different separators compared to English.

As baseline we used the regular expression used by the Kaggle MGSM benchmark shown
in Figure P in the Appendix. Kaggle drops everything before a fixed answer sting given for
each language and takes the last number after that string. It assumes that "’ is used as
decimal point and drops all zeros following it.
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We relaxed this function by simply extracting the last number found in the model response.
If we find two zeros following a comma or a dot ywe drop them assuming these are decimal
of a price. More details can be found in Figure Hvin the Appendix. While it’s still easy to
construct cases were this extracts the wrong value it works well in practice, and in particular
it improves over the previous one. Nevertheless, we do not make claims about its generality
and explicitly point out that it should be revised if it is to be applied to new tasks.

5.3.1 BENGALI NUMERALS

Although Bengali is one of many languages with a non-Latin script which is part of the
MGSM test set, it is the only one where we frequently observed outputs its own set of
numerals rather than standard Arabic ones. Converting these Bengali numerals to their
Arabic equivalents via a one-to-one mapping yields a dramatic performance improvement,
which is particularly evident with the Gemma 27B model.

6 RESuULTS

Using process described in Section E we created a new, corrected, variant of MGSM.
Figuret@ shows the number of modified questions per language. %d.dj.tm&ﬂg;_m?] ied
out a classification of the modifications using Gemini 2.5 Flash (Comanici et all, EOQQ),
shown in Figure L. We see that most corrections revolve around improving the clarity of
the question, for example by removing ambiguities, followed by rectifying incorrect values.
Details on the classification procedure can be found in AppendiXE

Modified entries per language Categorization of changes
120

100 A
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Count

60 1 56
40

201 14 14 11
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S\O 0O Ne At I\
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(a) Counts per language (b) Categorized counts

Figure 1: Number of modified problems and categorization of changes. The total number
of questions in each languages is 250.

We repeated the experiments described in Section E with the corrected corpus and t
improved answer extraction described in the previous section. As noted in Sectionlge,
previously we saw a big disparity in the performance of the models for different languages.
GPT5 for example correctly answers 97.6% of English questions but only 80% of French
questions.

The results with the improved data and extraction parsing can be found in Table H As
can be seen from those numbers, this cross-lingual gap has been massively reduced.E In
fact for Gemini 2.5 Pro and GPT5, the cross-lingual gap has virtually disappeared, with a
maximum accuracy difference of 2.8% for both Gemini and GPT5.

Following our example on French performance, a simple adjustment to the regular expression
to accommodate French number formatting which uses comma instead of a dot as decimal
separator, and dot as thousands separator, e.g. 2.000 instead of the English 2,000, already
yields a 10% improvement for GPT5. Further gains of 5.2% points are observed when using
the data set with the corrected questions. These cumulative changes narrow the initial

4We encourage the reader to do a quick visual comparison between Tables E and H The gap,
visualized by the intensity of the red color has been drastically reduced.
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Table 4: Results using the improved data and result extraction.

system en bn de es fr ja ru SW te th zh

Gemini 3.5 Pro 98.0 952 976 968 972 96.8 972 96.8 97.6 984 97.2
Gemini 2.5 Flash 97.2 94.0 97.2 98.0 952 95.6 97.2 95.6 94.8 97.2 944

Gemma3 27B 988 876 96.0 952 952 904 952 888 884 932 924
Gemma3 12B 94.8 844 912 912 904 868 924 832 872 904 888
GPT5 98.0 972 97.6 980 952 97.2 980 968 96.0 972 97.6
GPT5 Nano 96.8  89.6 956 968 936 912 956 90.8 85.6 916 96.0
GPT OSS20B 984 936 960 940 932 928 984 [O6N 944 948 952
Claude 3.7 984 936 97.6 980 960 940 984 964 948 972 972
DeepSeckV3 99.2 932 968 988 964 964 968 916 912 960 988

17.6% gap to just 2.8%. While French presents the most extreme case, similar improvements
are evident across other languages, ultimately leaving only a small remaining performance
difference across all languages. English sees only a minor improvement of 0.4% points which
reflects the corrected question. Detailed results about the separate_effect of updating the
data and the answer extraction method can be found in Appendix@

Following these adjustments, the largest remaining gap is observed in Telugu for GPT Nano,
with scores of 85.6% and 96.8%. Interestingly, the more generalized regular expression has
minimal impact on Claude 3.7’s and Gemma 3’s performance, suggesting that their output
format already closely aligns with the desired standard.

7 CONCLUSIONS

Our main goal with this paper is to raise awareness on the importance of clean test setups and
of a detailed analysis of experimental results. In the current research landscape, there is an
abundance of benchmarks and a big push to publish results. As such, usual practice consists
in running a big number of experiments, collect the results in form of some predefined
metrics and then probably compare with other systems or compute statistics. Finally, some
conclusions are drawn from these numbers.

This ig exactly the procedure we depicted in Sections E and H The conclusion from
Tablela seem to be clear: there exists a systematic performance gap in math abilities across
languages. But as we have further shown, this is a wrong conclusion. Just by identifying
and cleaning up the data, and paying special attention to the evaluation process we were
able to greatly reduce the perceived gap in performance, to the point that it effectively
disappears for the strongest systems tested. We want to emphasize this here: there was no
change to the setup of the systems between Tables E and H.

MGSM was introduced in 2022. Since then it has been become one of the go-to benchmarks
for the evaluation of multilingual capabilities of large language models, see Section PJ. In the
years that have passed since its release, conclusions have been drawn on possibly erroneous
results, specially when referring to the comparison between languages. We identified
problems on one of the standard corpora, but we would not be surprised if similar problems
exists in other benchmarks.

In no way we want to point fingers to the authors of the original MGSM corpus, we sincerely
want to thank them for their great contribution! This paper is more a call for attention
for the community. It is a call for clarity when reporting results, to clearly specify the
methodology used to produce them and to go beyond “just reporting numbers”. The metrics
we use on a daily basis are basically proxies for quality that should be perceived by humans.
They should be interpreted as such, and the conclusions should be confirmed.

This is specially crucial in these days were LLMs have become parts of every step of the
ML system training pipeline. LLMs produce data which is consumed to train LLMs, with
LLMs acting as reward functions for RL, producing LLMs that are evaluated by LLMs on
data generated by LLMs. Large language models are great, but they are far from perfect.
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Specially when dealing with benchmarks, a great care must be spent on ensuring the quality
of the test data. We hope to have provided a good motivation for it in this paper.

8 LIMITATIONS

This evaluation approach may fail to identify ambiguous questions, as models can arrive
at the correct answer purely by chance. Furthermore, given that this test set was released
several years ago, there is a high likelihood of data contamination—meaning the test set
is now part of some models’ training data, This is something suspected for GSMS8k, the
superset of the English portion of MGSM (Zhang et al, 2024a).

This contamination is strongly suggested by DeepSeek V3’s 99.2% accuracy (after correcting
the erroneous question), which could mean that it has effectively memorized the correct
answers to most ambiguous items.

A precondition for our semi-automatic cleaning procedure is to have systems that already
perform reasonably well on the task, which might be unrealistic for several domains. As
partial alleviation of this issue, the kind of problems we identified in this study become
more relevant when the test corpora are close to saturation, i.e. when there are system that
perform specially well on the given task.
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APPENDICES

A ADDITIONAL RESULTS

Table E shows the separate effect of updating the questions and the answer extraction
procedures.

B EXAMPLES OF WRONG AND AMBIGUOUS ENGLISH QUESTIONS

We identified one incorrect question and multiple questions that are open to interpretation,
which could result in several valid answers. Given that there is only one given reference
some models will fail due to the ambiguity, adding noise to the evaluation results.

This list is selective, focusing on questions where at least one of the four leading LLMs
(Gemini 3.5 Pro, GPT-5, Claude 3.7, and DeepSeekV3) still fails. Because of this approach,
questions that all models answered correctly might be excluded. Nevertheless, this collection
accounts for nearly all errors the models made on English questions.

B.1 WRONG QUESTION: LYLAH’S SALARY

Given Question:

Adrien’s total salary was 30 percent higher than Lylah’s. Four years
later, his salary had increased, and he was earning 40% more than what
he was making four years ago. If Adrien’s and Lylah’s salary increased
simultaneously, and Adrien earned $40000 four years ago, calculate the
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https://arxiv.org/abs/2210.03057
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Table 5: Full results with different combinations of data and answer extraction. If v'is set in
the data column our corrected data is used. v'in_the regex column means that our_improved
function to extract the answer is used (FigurerE) otherwise the Kaggle (Figure E) is used.
The A rows show the difference between the original data and regex compared to the new
data and regex.

new version
system data regex en bn de es fr ja ru SW te th zh

97.6 904 93.6 924 824 920 952 944 928 956 93.6
97.6 916 936 936 91.2 920 952 944 928 956 93.6
98.0 932 976 956 88.0 968 972 96.8 976 984 97.2
98.0 952 976 96.8 97.2 96.8 972 96.8 976 984 97.2
A 0.4 4.8 4.0 4.4 14.8 4.8 2.0 2.4 4.8 2.8 3.6

96.0 88.0 928 8.8 832 90.0 936 928 888 944 90.8
96.8 904 928 956 888 90.0 93.6 928 888 944 90.8
96.4 916 972 91.2 89.2 956 972 956 948 972 944
97.2 940 972 98.0 952 956 972 956 948 972 944
A 1.2 6.0 4.4 9.2 12.0 5.6 3.6 2.8 6.0 2.8 3.6

98.4 ESEE 920 924 868 856 924 | 864 856 90.4 876
984 864 920 924 90.0 85.6 924 864 856 904 87.6
98.3 EBNGN 96.0 952 920 904 952 888 884 932 924
6 960 952 952 904 952 88.8 884 932 924
A 04 424 40 28 84 48 28 24 28 28 48

94.4 JETAON 872 884 [[79:2 812 900 | 812 832 8.0 85.6
944 = 80.8 872 884 852 812 900 812 832 8.0 8.6
948 [ 768 912 912 844 868 924 832 868 904 888
948 | 844 912 912 904 868 924 832 872 904 888
A 04 104 40 28 112 56 24 20 40 24 32

97.6 944 93.6 92.0 | 80.0 91.2 952 952 924 940 94.0

Gemini 2.5 Pro

<
e

Gemini 2.5 Flash

ENEN
e

Gemma3 27B

SN
{\
©
[0
&%
[oe]
%
)

Gemma3 12B

RN
!

- v 97.6 948 93.6 956 90.0 91.2 952 952 932 940 94.0

GPT5 v - 98.0 972 976 944 848 972 980 968 952 972 97.6
v v 98.0 972 976 98.0 952 972 980 968 96.0 972 97.6

A 0.4 2.8 4.0 6.0 15.2 6.0 2.8 1.6 3.6 3.2 3.6

- 96.4 | 8.6 91.6 928 | 820 86.0 932 888 [ 788 884 92.0

- v 96.4 8.6 91.6 940 888 86.0 932 8.8 812 884 920

GPT5 Nano v - 96.8 89.6 95.6 95.6 86.8 91.2 956 90.8 828 91.6 96.0
v v 96.8 89.6 956 96.8 936 91.2 956 90.8 8.6 91.6 96.0

A 0.4 4.0 4.0 4.0 11.6 5.2 2.4 2.0 6.8 3.2 4.0

- 97.6 | 824 92.0 916 | 844 86.8 95.6 88.4 920 91.2

- v 98.0 90.8 92.0 924 880 876 95.6 88.4 924 912

GPT OSS 20B v - 98.0 = 85.2 96.0 932 896 920 984 944 944 952
v v 98.4 936 96.0 940 932 928 984 944 948 95.2

A 0.8 11.2 4.0 2.4 8.8 6.0 2.8 4.0 6.0 2.8 4.0

- 98.0 892 936 952 872 884 956 940 892 944 93.6

- v 98.0 892 936 952 904 884 956 940 89.2 944 93.6

Claude 3.7 v - 984 936 976 98.0 924 940 984 964 948 972 972
v v 984 936 976 98.0 96.0 940 984 964 948 972 97.2

A 0.4 4.4 4.0 2.8 8.8 5.6 2.8 2.4 5.6 2.8 3.6

- - 98.8 904 928 964 91.2 89.6 940 8.0 864 928 948

- v 98.8 908 928 964 91.2 89.6 940 8.0 864 92.8 948

DeepSeekV3 v - 99.2 928 96.8 988 964 964 96.8 91.6 912 96.0 98.8
v v 99.2 932 968 988 964 964 96.8 91.6 912 96.0 98.8

A 0.4 2.8 4.0 2.4 5.2 6.8 2.8 3.6 4.8 3.2 4.0

total salary the two were receiving four years later?

Expected answer: 95200

Based on the “Expected answer” of 95200 and the observation that other questions in this
set result in round numbers, the “Given Question” appears to contain a wording error.

Calculating with the original phrasing (Adrien’s $40000 salary being 30% higher than
Lylah’s) would mean Lylah’s salary was % ~ $30769.23. This leads to a final total
salary of approximately $99076.92, which does not match the expected answer.

It is clear the question intended to state that Lylah’s salary was 30 percent lower than
Adrien’s. This intended computation (40000 x 0.7 = $28000) leads directly to the expected
answer:

10
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o Adrien’s new salary: $40000 x 1.4 = $56000
o Lylah’s new salary: $28000 x 1.4 = $39200
o Total: $56000 + $39200 = $95200

We rephrased the question to reflect this correct, intended logic:

Rephrase Question:

Lylah’s total salary was 30 percent lower than Adrien’s. Four years later,
Adrien’s salary had increased, and he was earning 40% more than what
he was making four years ago. If Adrien’s and Lylah’s salary increased
simultaneously, and Adrien earned $40000 four years ago, calculate the
total salary the two were receiving four years later?

B.2 AMBIGUOUS QUESTION: SOUVENIR T-SHIRTS

Gene is sewing a quilt out of old souvenir t-shirts. He has one shirt from
each vacation he has been on. Every shirt is its own quilt block. Each
row is made of blocks from a different year of vacations. He goes on four
vacations a year and has been vacationing since he was 23 years old. He is
now 34. How many quilt blocks does he have in total?

Are the first and last years included or not 7 We could be talking about either 34 —23+41 = 12
year or 34 —23 =1 ars. This is the question most LLMs got wrong beside the broken
question (Appendix ).

B.3 AMBIGUOUS QUESTION: POTATOES PEELING

Billy is peeling and cutting potatoes in preparation for making potato salad
for his big family reunion barbecue. It’s a big event, so he has 60 potatoes
to get through. The potatoes are roughly the same size, so it takes about
the same amount of time to peel and cut each one. It takes Billy about a
minute and a half to peel a potato, but only about 5 seconds to cut it up.
How long will it take Billy to finish prepping the potatoes?

Should the answer be in seconds or minutes?

B.4 AMBIGUOUS QUESTION: LEMON TREE

Carlos is planting a lemon tree. The tree will cost $90 to plant. Each year
it will grow 7 lemons, which he can sell for $1.5 each. It costs $3 a year
to water and feed the tree. How many years will it take before he starts
earning money on the lemon tree?

The question asks, “How many years will it take before he starts earning money?” He starts
earning a net profit (i.e., his net position becomes positive) during Year 13. After a long
talk with some native English speakers, we all agreed the question is ambiguous because
you can make a good case for both 12 and 13.

B.5 AMBIGUOUS QUESTION: INTEREST

Mandy owes Benedict $100. They agreed to have monthly interest of 2%.
If Mandy was able to pay it after 3 months, how much should she give to
Benedict?

Is the monthly interest based on the initial amount or does it grow over time?

B.6 AMBIGUOUS QUESTION: PERCENTAGE

Jerry is rolling a six-sided die. How much more likely is it (expressed as a
percentage) that he rolls a number greater than 3 than that he rolls two
even numbers in a row?

11
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The first event has a probability of 50% while the second event has one of 25%. The expected
answer is 50% — 25% = 25%, but it is also possible to argue it should be 100% since it is
twice as likely.

B.7 AMBIGUOUS QUESTION: COLLECTING SHELLS

Kylie and Robert enjoy going to the beach to collect shells. On Monday,
Kylie collects 5 more shells than Robert, who collects 20 shells. On Tuesday,
Kylie collects 2 times more shells than she did on Monday. How many shells
does Kylie collect on Tuesday?

72 times more than” can be read at 2X or as the original amount plus an additional 2 times
that amount: 2X + X.
B.8 AMBIGUOUS QUESTION: IPHONE

Q: Brandon’s iPhone is four times as old as Ben’s iPhone. Ben’s iPhone is
two times older than Suzy’s iPhone. If Suzy’ s iPhone is 1 year old, how
old is Brandon’ s iPhone?

Similar to the previous question “two times older than” can be read as 2X or 2X + X

B.9 AMBIGUOUS QUESTION: TOMATOES

Steve decides to start eating more tomatoes and decides to grows his own
cherry tomatoes. He eats twice as much as his girlfriend. He eats 6 per day.
If a vine can produce 3 tomatoes per week how many vines does he need?

Is he only growing tomatoes for himself or for himself and his girlfriend?

B.10 AMBIGUOUS QUESTION: P1zzA

John orders some pizzas to share with his friends. There are 20 friends in
total, and John wants to make sure each can have 4 slices. Pizzas are only
sold sliced into 8 portions. How many Pizzas does John need to order?

Is John part of the 20 friends or should he be added to it making it 21 persons that eat
pizza?
B.11 AMBIGUOUS QUESTION: BOOKS

Dolly has two books. Pandora has one. If both Dolly and Pandora read each
others’ books as well as their own, how many books will they collectively
read by the end?

Is the question asking for the number of distinct books (3) or the total number of times a
book was read (6)?
B.12 AMBIGUOUS QUESTION: STARFISH

Anakin and Locsin went to the beach today. Anakin caught 10 starfish,
6 sea horses, and 3 clownfish. While Locsin caught 5 fewer starfish than
Anakin, 3 fewer sea horses than Anakin, and 2 more clownfish than Anakin.
How many fish were they able to catch?

A starfish is not a fish, should it be included or not? The given reference answer included

it.

B.13 AMBIGUOUS QUESTION: SALARY INCREASE

A company pays each of its employees $600 in a month. The company has
a policy of increasing the salaries of each of its employees by 10% of the

12
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Figure 2: Function to extract answer by Kaggle

The answer prefix is taken from this array

The remove of zeros after the decimal points is originally done
in the scoring function
https://www.kaggle.com/code/kerneler/mgsm-benchmark-starter-code

H o HH

def parse_kaggle_answer (prediction: str, answer_prefix: str) -> str:
if answer_prefix not in prediction: return ""

answer_text = prediction.split(answer_prefix)[-1].strip()
numbers = re.findall(r''\d+\.?\d*", answer_text.replace(",", ""))
if not numbers: return "'
prediction = numbers[-1].rstrip(".")
if "." in prediction:
prediction = prediction.rstrip( "0'').rstrip(".")

return prediction

Figure 3: Function to last number in response

def extract_last_number (text, lang):

# Searching the last sequence of digits, commas, dots,

# or spaces followed by digits and then non-numeric

# characters or the end of the string.

match = re2.search(r'([\d., 1+)(?:\D*$[$)', text)

if match:
# Remove commas and spaces before returning the number
prediction = match.group(1l).replace(' ', '')
if prediction.endswith('.00') or prediction.endswith(',00'):

prediction = prediction[:-3]
return prediction.replace(',', '').replace('.', '")
return ""

initial salary every year for those who've stayed in the company for five
years. If Sylvie just clocked 5 years in the company last December, what’s
her annual salary after three more years of service?

While the more likely scenario is that she got 3 raises (after year 6, 7, and, 8), it could also
be argued that the first raise is after year 5 which would give her 4 raises.

B.14 CONFUSING QUESTION: BIRTHDAY PARTY

Christina is planning a birthday party and needs .75 gift bags per invited
guest, because 1/4 of attendees don’t show up. She invited 16 friends. Gift
bags are $2 each. How much will she spend?

While we think this question is correct, we find it misleading and saw that it is often
answered wrongly. Many LLMs computed .75 gift bags per guest that showed up instead of
every guest that was invited.

C USED METHODS TO EXTRACT THE SOLUTION

We used the prompt and answer parsing used by Kaggle as our starting point. The prompts
are listed in Table f, the answer parsing is shown in Figure Erand the used answer prefixes
are shown in Table

Our own simplified answer parsing is shown in Figure E, the used prompts did not change.

13
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Table 6: Prompts used for querying the different language models.

Lang

Prompt

en

bn

de

es

fr

ja

ru

SwW

te

th

zh

Solve this math problem. Give the reasoning steps before giving the final answer
on the last line by itself in the format of “Answer:”. Do not add anything other
than the integer answer after “Answer:”. {input}

@% Sfed TG TGN TP | OIS Ted MeAT A0l ST *Mewa e TP | 5ol
Teat @ AT AT “Tea.” @ A 19 AL 7 | “Tga.” @ At o g T& w0 1 1.
{input}

Lose dieses Mathematikproblem. Gib die Schritte zur Begriindung an, bevor
du die endgiiltige Antwort in der letzten Zeile alleine im Format “Antwort:”
gibst. Fiige nichts anderes als die ganzzahlige Antwort nach “Antwort:” hinzu.

{input}

Resuelve este problema matemaético. Proporciona los pasos de razonamiento
antes de dar la respuesta final en la tltima linea por si misma en el formato
de “Respuesta:”. No anadas nada méas que la respuesta entera después de

“Respuesta:”. {input}

Résolvez ce probléeme de mathématiques. Donnez les étapes de raisonnement
avant de fournir la réponse finale sur la derniére ligne elle-méme dans le format
de “Réponse:”. N’ajoutez rien d’autre que la réponse entiere apres “Réponse:”.

{input}

DHEFOREZ RN TSV, FENEEZ Z BT RN, S O fEmiEte
RERL TLE &30, 2L THREBEDITIZE “&2 OB TEZ 23R L .
Z OB BEHOEZ IMTHBEML RV T2 & v, {input}

Perite 3Ty Matemarnueckyio 3anauy. OObsICHUTE IIATU PacCykKICHHs Mepe]] TeM, KakK
JIaTh OKOHYATEIbHBIN OTBET B MMOC/IEIHEH CTPOKe caMm 1o cebe B hopmare “Oteet:”. He
JOOaBIISIATe HIYETO, KPOMeE IEIOUNCIIEHHOro oTBeTa mocie “Oteet:”. {input}

Suluhisha tatizo hili la hesabu. Toa hatua za mantiki kabla ya kutoa jibu
la mwisho kwenye mstari wa mwisho peke yake katika muundo wa “Jibu:”.
Usiongeze chochote kingine isipokuwa jibu la integer baada ya “Jibu:”. {input}
&8s (1e8¢8 DdordgRy 505y Bodods. N8 DXPEI ) VXIS K008 BT 9 e
& 9330k, DX H08S° Srgad "RErErRo:’ @R @5Uod” QN0 JTETER) BNk
RErerRo: SUe sPrgros DTS S0 AT B, {input}

witlgmadiamansit 14 liduaoumslimguaneniaglidasugais luusningaiy

Tavaglugiuu “raou:” ldarsvineglsuonnnmasuiitfiuimdumdann “dnou:
{input}

PRI fed)n— AT A ST, RO R, AT %
PA“BZE: 7 BN AR TE CBER T R B EE R Z M
L N%E. {input}
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Table 7: Answer prefixes used to extract the given Answer.

Lang Answer Prefix \ Lang Answer Prefix

en Answer bn E]

de Antwort es Respuesta
fr Réponse ja &z

ru OtBeT SW Jibu

te ISR AN th Anou

zh BE

Figure 4: The prompt used to classify modifications to MGSM questions.

The following are mathematical grade-school problems given in two
versions, the original (vl) and an improved version (v3). Please
categorize them according to the categories below. Please only reply
with an integer number and nothing else.

1. **xClarity & Precision:** Resolving ambiguous phrasing, specifying
exact definitions of terms or relationships, clarifying temporal
context, and detailing the scope of percentages or quantities (e.g.,

““of the remainder'' vs. ~“of the total'').

2. *xCorrection of Numerical/Factual Errors:** Rectifying incorrect
values, multipliers, initial conditions, or the specific item being
asked about (e.g., changing "$20'' to "$0.20'' cashback, ~°3 times
more'' to "““twice the amount'', asking for “"not in'' a group instead

of ~“im'' it).

3. *xConciseness & Directness:** Rephrasing the problem or the question

to be more straightforward, removing unnecessary words or complex
sentence structures.

4. **Unit Specification:** Explicitly stating the required unit for the
answer (e.g., ~“how many minutes'' instead of ~“how long'', ~“how
many dozen'' instead of ~“how many eggs'') or clarifying units within
the problem (e.g., ~"miles'' vs ~“kilometers'').
5. *kGrammatical/Syntactic Improvement:** Fixing typos, awkward

phrasing, or grammatical errors that improve readability without
necessarily changing the core mathematical logic.
6. **No meaningful change*x*

Question vi: {vi}
Question v2: {v2}
Answer: {answer}

D CHANGE CLASSIFICATION DETAILS

In Figure H we provide the prompt that was used to classify modifications into different
categories using a Gemini 2.5 Flash model.

E LARGE LANGUAGE MODELS USAGE

Besides the obvious usage of LLMs for our experiments we also utilized LLMs as assistants
during the preparation of this manuscript. The models were primarily used to improve the
phrasing, clarity, and grammatical precision of our writing. Additionally, LLMs provided
support in conducting literature reviews by helping to identify related work.
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