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Abstract

Gradient Descent (GD) has been proven effective
in solving various matrix factorization problems.
However, its optimization behavior with large ini-
tial values remains less understood. To address this
gap, this paper presents a novel theoretical frame-
work for examining the convergence trajectory of
GD with a large initialization. The framework is
grounded in signal-to-noise ratio concepts and in-
ductive arguments. The results uncover an implicit
incremental learning phenomenon in GD and offer
a deeper understanding of its performance in large
initialization scenarios.

1 INTRODUCTION

Low-rank optimization is pivotal in various applications, in-
cluding matrix completion [Candes and Recht, 2012], phase
retrieval [Shechtman et al., 2015], matrix sensing [Recht
et al., 2010], and others. One common approach to address-
ing low-rank problems is through convex relaxation tech-
niques such as nuclear norm regularization [Recht et al.,
2010]. While these methods offer robust statistical perfor-
mance guarantees, they often incur substantial computa-
tional costs, potentially scaling cubically with matrix size
[Chi et al., 2019]. In response, recent studies [Chen et al.,
2019, Ma et al., 2018, Chi et al., 2019] have proposed em-
ploying matrix factorization, which naturally encodes low
rankness and significantly reduces the computational ex-
penses per iteration when using gradient descent. However,
a primary concern remains: the non-convex nature of the
resulting objective necessitates a thorough investigation into
the convergence properties of gradient descent (GD).

Recent research has demonstrated that GD effectively solves
a variety of low-rank problems. Ma et al. [2018] show that

with a benign initialization1, GD converges linearly to the
global minima in applications such as matrix completion,
phase retrieval, and blind deconvolution. Similarly, Zhu et al.
[2021] explore the optimization landscape of matrix sensing,
finding that GD, when starting with a benign initialization,
converges linearly to the global minima. These findings
highlight the intriguing optimization properties of GD in
non-convex settings and have catalyzed many studies in
low-rank matrix optimization [Chi et al., 2019].

Unlike in convex optimization, initialization is critical in
non-convex optimization. The aforementioned works es-
tablish global convergence under the assumption of a be-
nign initialization, necessitating carefully designed starting
points. This prompts a critical question: Is random initializa-
tion2 sufficient to ensure fast global convergence? For cer-
tain problems, the answer is affirmative. Chen et al. [2019]
show that with a random initialization, GD quickly con-
verges globally in phase retrieval. Stöger and Soltanolkotabi
[2021] show that GD with a small random initialization3

also achieves rapid global convergence in matrix sensing.
Subsequent studies have further examined GD with small
random initialization in matrix sensing, addressing different
aspects such as the asymmetric case [Jiang et al., 2023]
and the incremental learning phenomenon [Jin et al., 2023].
These investigations, except Chen et al. [2019], all assume
a small initialization, which we discuss below in detail.

In this paper, we investigate the convergence properties of
GD with a large initialization. Using a large initialization
often helps reduce the training time, and is widely adopted in
neural network training [Sun, 2020]. For simplicity, we limit
our analysis to a population version4 of the matrix sensing

1A benign initialization refers to starting the algorithm near
the global minima.

2Random initialization selects an initial point randomly, typi-
cally far from the global minima.

3Small or large initialization refers to whether the norm of the
initial point is near zero or substantially larger, respectively.

4A brief introduction to the matrix sensing problem can be
found in Appendix A. The difference between matrix sensing and
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Figure 1: The top left panel shows the errors ∥Σr −XtX
⊤
t ∥F over iterations. The rest panels show the heat maps of the top

three rows and columns of XtX
⊤
t at iterations t = 0, 37, 80, 140, and 300, corresponding to the red points in the top left

panel.

problem. Specifically, we aim to study the convergence
properties of GD when solving the following symmetric
matrix factorization problem:

X∗ = argmin
X∈Rd×r

∥Σ−XX⊤∥2F, (1)

where Σ ∈ Rd×d is a positive semi-definite matrix of rank at
least r. While it is straightforward to show that X∗X∗⊤ =
Σr, with Σr being the best rank-r approximation of Σ,
establishing the global convergence theory of GD in this
problem is non-trivial. Let the initialization be:

X0 = ϖN0 ∈ Rd×r, entries of N0 being i.i.d. N (0, 1/d).

Let κ = λ1/∆ ≥ 1 be the conditional number, with λ1

being the largest eigenvalue of Σ and ∆ denoting the eigen-
gap. Prior works typically assume a small initialization, aka
ϖ = d−ι(κ) for some positive increasing function ι(·)5. For
instance, Stöger and Soltanolkotabi [2021] require

ϖ ≲ d−3κ2

, (2)

its population version will also be discussed.
5We call X0 a small initialization when ϖ tends to zero as d

increases. This is because a standard statistical analysis shows that
∥X0∥F = Θ(ϖ), which omits constants that are independent of
d.

and Jin et al. [2023] need a even smaller ϖ. Such ϖ de-
cays rapidly to zero as d or κ increases. In our study, we
do not impose such conditions and only require ϖ = O(1).
We show that this requirement is necessary since GD will
diverge when ϖ is larger than this order. We refer to an ini-
tialization with ϖ = O(1) as a large initialization, reflecting
its relative magnitude in comparison to typical values con-
sidered in the field. Notably, our theories are applicable to
the small initialization scenario as well, which is a special
case of ϖ = O(1).

1.1 OUR CONTRIBUTION

Our main result is outlined in the informal theorem below,
with its rigorous counterparts collected later. This result
is established through a novel signal-to-noise ratio (SNR)
based approach, combined with an inductive argument.

Theorem 1 (Informal) Assume that Σ is a positive semi-
definite matrix with its top r + 1 eigenvalues being distinct
and arranged in descending order. Let Xt be the GD se-
quence for problem (1) with X0 = ϖN0, where ϖ is a
positive constant independent of d and N0 ∈ Rd×r has
independent N (0, 1/d) entries. Then

1. The GD sequence converges to the global minima almost



surely [Lee et al., 2016, Zhu et al., 2021];

2. A comprehensive trajectory analysis of GD is provided,
indicating that eigenvectors associated with larger eigen-
values are learned first;

3. Under an additional assumption, GD achieves ϵ-
accuracy in O(log(1/ϵ) + log(d)) steps.

Property 1 is a direct consequence of prior works. It guar-
antees that our trajectory analysis is valid almost surely.
Property 2 shows that the top eigenvectors can be learned
first, unaffected by the behavior of later signals. This point
will be clarified later. Property 3 describes the fast global
convergence of GD under an additional assumption concern-
ing the saddle point escaping property. The verification of
this assumption requires new theoretical techniques, which
we defer to future research.

Now we elucidate Property 2 and our theoretical analysis
through a simple yet representative example concerning
rank-two matrix approximation. The experiment is con-
ducted with parameters: d = 4000, r = 2, and Σ =
diag(1, 0.5, e), where e ∈ Rd−r forms an arithmetic se-
quence decreasing from 0.3 to 0. The initialization matrix
is set to X0 = 0.5N0 with entries of N0 independently
sampled from N (0, 1

d ). The GD iterations Xt are com-
puted using a step size of 0.1. We evaluate errors using
∥Σr − XtX

⊤
t ∥F with Σr = diag(1, 0.5, 0, . . . , 0) repre-

senting the best rank-r matrix approximation to Σ. In Figure
1, the error trajectory is plotted, highlighting key inflection
points and featuring heat maps of the first three rows and
columns of XtX

⊤
t at these steps. Observations indicate

that GD undergoes an incremental learning process, char-
acterized by error curves that exhibit both flat and steep
segments.

To interpret the error trajectory in Figure 1, we analyze the
first r rows of Xt individually. Specifically, we examine
the dynamics of the quantities σ1(uk,t) and σ1(uk,tK

⊤
k,t),

where uk,t is the k-th row of Xt and Kk,t is the (k + 1)-
to-d-th rows of Xt. These quantities correspond to the diag-
onal and off-diagonal elements in the heat map of XtX

⊤
t .

Hence, our mathematical analysis directly explains the dy-
namics observed in the heat maps of Figure 1. Our analysis
on the SNR σ2

1(uk,t)/σ1(uk,tK
⊤
k,t) reveals that the off-

diagonal elements decrease at a geometric rate once the
signal strength σ2

1(uk,t) reaches a specific threshold. This
observation motivates us to employ an inductive argument
to analyze the whole convergence trajectory.

Lastly, we highlight an ancillary contribution regarding the
convergence of GD with a benign initialization. Prior works,
such as Zhu et al. [2021], only prove the global linear con-
vergence of GD when Σ is exactly of rank r. In contrast,
our work extends these results by proving global linear
convergence of GD for all matrix approximation problems,
allowing for Σ whose rank exceeds r. Our analysis is based

on an SNR argument, which distinguishes from the prior
landscape-based analysis. Additionally, this analysis can be
further applied to offer a new proof for the global linear
convergence of benignly initialized GD in matrix sensing
problems.

1.2 RELATED WORK

Matrix factorization based low rank matrix optimization
has received significant attention in recent years [Chi et al.,
2019]. A primary challenge involves analyzing the optimiza-
tion properties. Previous studies have approached this issue
through various angles, including examing the optimiza-
tion landscape [Sun et al., 2016, 2018, Zhu et al., 2021]
and directly conducting convergence analyses [Ma et al.,
2018, Chen et al., 2019, Stöger and Soltanolkotabi, 2021].
Lee et al. [2016] show that GD escapes saddle points al-
most surely under the strict saddle point condition, implying
global convergence in scenarios where all local minima are
also global minima, and all saddle points are strict.

In our paper, we refer to the implicit incremental learning
phenomenon as the prioritized learning of the top eigen-
structure. This phenomenon has been investigated from dif-
ferent perspectives. Li et al. [2020] show that in matrix
factorization, gradient flow with infinitesimal initialization
is mathematically equivalent to greedy low-rank learning
under specific assumptions. Jin et al. [2023] show that in
matrix sensing, GD with a small initialization exhibits an
incremental learning phenomenon. Simon et al. [2023] ob-
serve that a similar incremental learning phenomenon exists
in self-supervised learning when a small initialization is
employed. However, none of these works explore the large
initialization regime, which we will investigate for the first
time in this paper.

1.3 PAPER OVERVIEW

The rest of this paper proceeds as follows. Section 2.1 re-
views the usage of SNR analysis for rank-one matrix ap-
proximation. Section 2.2 uses the SNR analysis to prove the
local linear convergence of GD in general rank problems.
In Section 3, we examine the random initialization. Specifi-
cally, Section 3.1 reviews small initialization while Section
3.2 considers large initialization and presents our main re-
sult. A sketch of proof is provided in Section 4. Concluding
discussions are presented in Section 5 and all detailed proofs
are collected in the Appendix.

2 A WARM-UP

In this section, we first introduce the SNR analysis for rank-
one matrix approximation problems as developed by Chen
et al. [2019]. We then discuss the challenges involved in



extending this analysis to the case of general rank. Despite
these challenges, it is possible to extend the analysis with the
use of a benign initialization. We provide such an extension
in Theorem 2, which generalizes the previous results.

2.1 RANK-ONE MATRIX APPROXIMATION

We begin with a review of rank-one matrix approximation.
In this context, Chen et al. [2019] demonstrate that GD
with a large random initialization exhibits linear conver-
gence to the global minima by leveraging an SNR argument.
Specifically, consider problem (1) with r = 1 and assume6

Σ = diag(λ1, . . . , λd) is diagonal with decreasing diag-
onal elements and λ1 > λ2. Let the initialization vector
x0 ∈ Rd be such that its first entry is non-zero and its
norm ∥x0∥ is less than 2λ1. Then xtx

⊤
t rapidly converges

to diag(1, 0, . . . , 0). The vector xt is updated according to
the GD rule:

xt = xt−1 + η(Σ− xt−1x
⊤
t−1)xt−1, (3)

where η is the learning rate.

Chen et al. [2019] first decompose xt as xt = (at, bt)
⊤,

where at ∈ R and bt ∈ Rd−1. The GD rule is then rewritten
as

at = at−1 + ηλ1at−1 − η(a2t−1 + ∥bt−1∥2)at−1, (4)

bt = bt−1 + ηΣresbt−1 − η(a2t−1 + ∥bt−1∥2)bt−1, (5)

where Σres = diag(λ2, . . . , λd). Let αt = |at| and βt =
∥bt∥, and assume ηλ1 is smaller than some constant, say 1

12 .
Then we have

αt = (1 + ηλ1 − ηα2
t−1 − ηβ2

t−1)αt−1, (6)

βt ≤ (1 + ηλ2 − ηα2
t−1 − ηβ2

t−1)βt−1. (7)

By dividing (7) by (6), it follows that

βt

αt
≤

1 + ηλ2 − ηα2
t−1 − ηβ2

t−1

1 + ηλ1 − ηα2
t−1 − ηβ2

t−1

· βt−1

αt−1

≤ (1− η∆

3
) · βt−1

αt−1
, (8)

where ∆ = λ1 − λ2 is the eigengap and the second inequal-
ity uses the fact that for all s ∈ [−1/2, 1/2],

h(s) =
1− η∆/2 + s

1 + η∆/2 + s
≤ h(1/2) ≤ 1− η∆

3
. (9)

Inequality (8) indicates that the ratio βt/αt decreases to
zero geometrically fast. Using this result, Chen et al. [2019]
establish that βt and αt rapidly converge to zero and λ1,
respectively. In our paper, we refer to this argument as an
SNR analysis, designating αt as the signal strength and βt

as the noise strength.
6There is no loss of generality in assuming that Σ is diagonal,

as the analysis of GD is invariant to orthogonal rotations. For a
detailed explanation, please refer to Appendix A.2.

2.2 THE GENERAL RANK CASE: CHALLENGES
AND A SOLUTION

Generalizing the SNR argument to general rank problems
introduces significant challenges. For example, the global
minima cannot simply be characterized by the two real num-
bers αt and βt. Identifying other effective measures that
characterize the GD sequence, and providing a dynamic
analysis akin to that in equations (6) and (7), is notably
difficult. Fundamentally, this difficulty arises from the het-
erogeneity across different dimensions or, more formally,
from the non-commutativity of matrix multiplication.

One way to address this challenge involves using a benign
initialization with a high initial SNR. This strategy facilitates
the extension of the SNR analysis to general rank problems
and enables the establishment of the local linear conver-
gence for GD. Consider problem (1) with a general r and
assume Σ = diag(λ1, . . . , λd) is diagonal with decreasing
diagonal elements, where the eigengap ∆ := λr−λr+1 > 0.
Let X0 ∈ Rd×r be an initialization point. Then the GD up-
date rule is:

Xt = Xt−1 + η(Σ−Xt−1X
⊤
t−1)Xt−1, (10)

where η is the learning rate.

For the SNR argument, we decompose Xt into (U⊤
t ,J⊤

t )⊤,
where Ut consists of the first r rows of Xt and Jt includes
the remaining d− r rows. Analogous to the rank-one case,
Ut is considered the signal, being non-zero at the global
minima, while Jt is considered the noise, being zero at the
same. Adopting a benign initialization means that σr(U0)
is large and σ1(J0) is small. More precisely, we define the
set R as:

R =

{
X =

(
U
J

)
| σ2

1(X) ≤ 2λ1, σ
2
r(U) ≥ ∆/4,

σ2
1(J) ≤ λr −∆/2

}
. (11)

This set contains all the global minima of problem (1). More-
over, the SNR σ2

r(U)/σ2
1(J) is larger than the constant

∆/(4λ1) for any X in R. In the Appendix, we demonstrate
that if GD is initialized within R, the sequence Xt will
remain in R and the SNR will rapidly increase towards
infinity. Consequently, we can establish the local linear con-
vergence of GD as in Theorem 2, which is instrumental in
analyzing random initialization. Later, we will show that,
for any initialization point X0 /∈ R, the convergence of GD
consists of two phases: the first phase, where the sequence
enters R, followed by the final global convergence phase.
With Theorem 2, we only need to analyze the first phase.

Theorem 2 Suppose η ≤ ∆2

36λ3
1

, X0 ∈ R, and Xt is the
GD sequence given by (10). Then, for any small ϵ > 0, we
have ∥Σr − XtX

⊤
t ∥ ≤ ϵ in O( 6

η∆ ln
200rλ3

1

η∆2ϵ ) iterations,
where Σr = diag(λ1, . . . , λr, 0, . . . , 0).



Prior studies on local linear convergence have either focused
on the rank-one scenario [Chen et al., 2019] or assumed that
Σ is exactly of rank r [Zhu et al., 2021], and their proof
arguments do not directly apply to Theorem 2. In contrast,
by utilizing an SNR argument, we establish local linear
convergence for general cases. Our SNR analysis hinges
on establishing a lower bound for the signal, σ2

r(Ut+1),
and an upper bound for the noise, σ2

1(Jt+1). These bounds
must be precisely related to facilitate the analysis of the
ratio between SNRt+1 and SNRt, which poses significant
challenges.

Moreover, while we assume Σ is positive semi-definite
for simplicity, our proof can easily be adapted to general
symmetric case. It can also be modified to establish the local
linear convergence of GD in matrix sensing scenarios [Zhu
et al., 2021].

3 RANDOM INITIALIZATION

Benign initialization, while conceptually valuable, has lim-
ited practical utility because it often requires oracle infor-
mation. This limitation is particularly pronounced in ma-
trix sensing problems, where Σ is observed only through
random measurements [Stöger and Soltanolkotabi, 2021].
Consequently, researchers have shifted their focus towards
random initialization. According to Theorem 2, the conver-
gence analysis of GD simplifies to determining the duration
required for the sequence to enter the set R. Once within R,
the sequence is guaranteed to converge to the global minima
exponentially fast.

3.1 SMALL RANDOM INITIALIZATION

Existing research, with the exception of the rank-one case,
predominantly focuses on small random initialization. This
approach assumes X0 = ϖN0, where N0 ∈ Rd×r has
independent N (0, 1

d ) entries and ϖ is notably small. Con-
centration arguments indicate the norm ∥X0∥ is of order
O(ϖ). When ϖ is sufficiently small, the higher-order term
X·X

⊤
· X· in (10) becomes negligible in the early iterations.

Consequently, during these early iterations, the GD iteration
behaves like a power method:

Xt ≈ Xt−1 + ηΣXt−1. (12)

The eigenvectors associated with larger eigenvalues will
be learned faster. Using the same U ,J notation as in Sec-
tion 2.2, we obtain that σr(Ut+1)/σr(Ut) is greater than
σ1(Jt+1)/σ1(Jt) for small t, indicating that the signal
strength increases faster than the noise strength. By picking
a sufficiently small ϖ, we can show that after O(log(d))
rounds, σ2

r(Ut) will rise above ∆/4 while σ1(Jt) remains
negligible. This rapid entry of the sequence Xt into the
region R facilitates global linear convergence, as shown by
Stöger and Soltanolkotabi [2021]. Additionally, Jin et al.

[2023] explore the incremental learning behavior of GD un-
der small ϖ conditions. Other studies, such as those by Ma
et al. [2022] and Soltanolkotabi et al. [2023], also examine
GD with small initialization.

3.2 LARGE RANDOM INITIALIZATION

In practice, however, a large initialization is often employed,
where X0 = ϖN0 with ϖ being a constant independent
of d. In such cases, the arguments in Section 2.2 or Section
3.1 are inadequate. Specifically, the initial SNR is too low
for the arguments in Section 2.2 to be applicable, and the
initial magnitude ∥X0∥ is too high to use the arguments in
Section 3.1. Thus, to examine large initialization, we need a
more delicate analysis, as presented in this section.

Our analysis builds upon the discussions presented in Sec-
tion 1.1. Specifically, we consider problem (1) with a general
rank parameter r and assume without loss of generality that
Σ = diag(λ1, . . . , λd) is diagonal with decreasing diagonal
elements. Suppose the leading r + 1 eigenvalues of Σ are
strictly decreasing and let ∆ = mini≤r{λi − λi+1} > 0 be
the eigengap. Our goal is to characterize the convergence of
the GD sequence Xt as defined in equation (10).

Following the discussion in Section 1.1, we define uk,t as
the k-th row of Xt and Kk,t as the (k + 1)-to-d-th rows
of Xt. The relationships between these definitions and the
visualizations in Figure 1 are introduced in Section 1.1. Let

S = {X ∈ Rd×r | σ2
1(X) ≤ 2λ1,

σ2
1(Kk) ≤ λk − 3∆

4
,∀k ≤ r}, (13)

be a subset of Rd×r where X and Kk, the (k + 1)-to-
d rows of X , both have bounded norms. We will show that
Xt quickly enters the set S. The duration until this entry
occurs is denoted by:

tinit,1 = min{t ≥ 0 | Xt ∈ S}.

To streamline our presentation, we introduce two constants
t∗ and t♯:

t∗ = log

(
∆2

8λ3
1 + 144r2λ1

)
/ log(1− η∆/6), (14)

t♯ = log (∆/(4r)) / log(1− η∆/6). (15)

Subsequently, we define the quantities

{Tuk
, tk, t

∗
k, tinit,k+1}

in a successive manner up to Tur :

• Define Tuk
, counted from tinit,k + 1, as the earliest time

when the strength of the k-th signal, σ2
1(uk,t), first sur-

passes ∆/2:

Tuk
= min{t ≥ 0 | σ2

1(uk, t+tinit,k) ≥ ∆/2};



• tk = tinit,k + Tuk
+ t∗;

• t∗k is the smallest integer for which the following inequal-
ity holds, indicating that the (k + 1)-th signal strength no
longer falls below a geometrically decaying sequence

r(1− η∆/6)t
∗
k

≤
√

∆

8
min

{
σ1(uk+1,tk+t∗k

),

√
∆

2

}
; (16)

• tinit,k+1 = tk + t∗k.

These quantities are instrumental in characterizing the con-
vergence of GD, and our primary objective is to upper bound
these quantities. We first find that t∗k < ∞,∀k ≤ r almost
surely when random initialization is utilized. This finding,
articulated in Proposition 3, is supported by the theory of
Lee et al. [2016] and the landscape analysis of Zhu et al.
[2021]. A detailed proof of this result is deferred to the
Appendix.

Proposition 3 Let η ≤ ∆
100λ2

1
and Xt be the GD sequence

initialized with X ∈ Rd×r. Then the following set

{X ∈ Rd×r|σ1(X) ≤ 1/
√
3η, t∗k = ∞ for some k ≤ r}

is of Lebesgue measure zero.

Motivated by this proposition, we introduce the following
assumption and then present our main theorem. While our
theorem is formulated under deterministic initialization, it
remains applicable to scenarios involving random initializa-
tion.

Assumption 4 Assume that t∗k < ∞ for all k ≤ r.

Theorem 5 Suppose η ≤ ∆2

100λ3
1

, σ1(X0) ≤ 1/
√
3η, Xt is

the GD sequence, and Assumption 4 holds. Then we have

(1) Xt ∈ R for all t ≥ tR := tinit,r + Tur
+ t∗ + t♯,

where

tinit,1 = O
(

1

ηλ1
log

1

6ηλ1

)
+O

(
1

η∆
log

8λ1

∆

)
,

Tuk
= O

(
4

η∆
log

∆

2σ2
1(uk,tinit,k)

)
, ∀k ≤ r.

(2) GD achieves ϵ-accuracy, i.e., ∥Σr −XtX
⊤
t ∥F ≤ ϵ, in

tR +O
(

6

η∆
ln

200rλ3
1

η∆2ϵ

)
(17)

iterations.

(3) For all k < r and t ≥ tk, both σ1(uk,tK
⊤
k,t) and pk,t

converge to zero linearly fast:

σ1(uk,tK
⊤
k,t) ≤ (1− η∆/6)t−tk ,

|pk,t| ≤ (2λ1 +
24r

η∆
) · (1− η∆/8)t−tk , (18)

where pk,t = λk − σ2
1(uk,t). This reveals the implicit

incremental learning of GD.

Theorem 5 imposes relatively mild conditions. First, the
condition that σ1(X0) ≤ 1/

√
3η holds with high probabil-

ity when we pick X0 = ϖN0 with ϖ ≲ 1/
√
η, using the

same N0 as previously discussed. This order is maximal, as
the GD sequence may diverge when σ1(X0) exceeds this
order. For example, consider Σ = 0 and ησ2

1(X0) ≥ 3. By
employing an inductive argument for the GD iteration (10),
we can show that

σ1(Xt+1) ≥ (ησ2
1(Xt)− 1) · σ1(Xt) > 2σ1(Xt), ∀t.

This result implies that the GD sequence diverges when ϖ
is a large constant. Consequently, it establishes the maximal
order of ϖ for convergence is O(1/

√
η). The only possible

improvement could be a constant factor. Additionally, this
rate is independent of the dimension d, in stark contrast to
the condition in the small initialization scenario (2) where
ϖ decays to zero exponentially fast as d increases. This
relaxed assumption makes our theorem applicable to large
initialization. Second, Assumption 4 is considered mild as
demonstrated in Proposition 3. Therefore, Theorem 5 is
applicable across a wide range of contexts.

The conclusions of Theorem 5 are threefold. First, we upper
bound all quantities except t∗k by logarithmic terms. These
bounds partially explain the fast convergence of GD in Fig-
ure 1. Next, by combining property (1) with Theorem 2, we
obtain the global convergence rate in (17). Third, we show
that the k-th signal strength converges to the target value
exponentially fast following the tkth step. Crucially, this
convergence is independent of t∗j for all j ≥ k. This indi-
cates that the convergence of the k-th signal is not affected
by the behavior of subsequent signals ((k + 1)-to-r-th), ex-
emplifying an implicit incremental learning phenomenon in
GD.

Finally, if we make an additional assumption, we can obtain
the fast global convergence of GD in Theorem 7.

Assumption 6 Assume t∗k = O(log(d)) for all k ≤ r.

Theorem 7 Assume that conditions in Theorem 5 and
Assumption 6 hold. Then GD achieves ϵ-accuracy in
O(log(d) + log(1/ϵ)) iterations.

Assumption 6 is particularly nuanced as it upper bounds
the quantity t∗k. We call it a transition assumption because



it facilitates the analytical progression from the analysis of
the k-th row to the (k + 1)-th row, positing the transition
time is O(log(d)). Verifying this assumption is challenging
and we leave it to the future work.

4 PROOF SKETCH

In this section, we provide a sketch of the proof. Initially fo-
cusing on rank-two matrix approximation, we subsequently
extend the analysis to general rank problems. The primary
distinction between the rank-two scenario and general rank
problems lies in the number of rounds of inductive argu-
ments required.

4.1 RANK-TWO MATRIX APPROXIMATION

To start with, we first show that when σ1(X0) ≤ 1/
√
3η,

the GD sequence will quickly enter the region S defined
in (13), and the sequence will remain in S afterwards. This
proves the first property in Theorem 5. Recall that tinit,1 =
min{t ≥ 0 | Xt ∈ S} and Xt is the GD sequence given by
(10).

Lemma 8 Suppose η ≤ 1
12λ1

and σ1(X0) ≤ 1√
3η

. Then
Xt ∈ S for all t ≥ tinit,1, where

tinit,1 = O
(

1

ηλ1
log

1

6ηλ1

)
+O

(
1

η∆
log

8λ1

∆

)
.

Lemma 8 establishes that S is an absorbing set of GD,
indicating that once the sequence enters this set, it will
remain there indefinitely. This characteristic allows us to
assume Xt ∈ S in subsequent analysis.

4.1.1 σ2
1(u1,t) rapidly increases above ∆/2

Our next step is to analyze the first row u1,t of Xt. This is
in sharp contrast to the results in Section 2.2 and 3.1, where
the first r rows of Xt are analyzed together. Although using
large initialization makes previous analysis infeasible, it
is still manageable to examine only the first row of Xt.
In Lemma 9, we show that σ2

1(u1,t) rapidly increases to
be larger or equal to ∆/2, and it remains larger than or
equal to this threshold afterwards. This implies that the first
signal strength will become larger than or equal to ∆/2 after
logarithmic steps. It allows us to employ an SNR argument
in the subsequent analysis. Furthermore, this lemma aligns
with the initial phase of the GD dynamics as illustrated in
Figure 1, providing valuable theoretical insights into the
behavior of GD.

Lemma 9 Let η ≤ 1
12λ1

and σ1(X0) ≤ 1/
√
3η. Assume

σ1(u1,tinit,1) > 0. Then

σ2
1(u1,t) ≥ ∆/2, ∀ t ≥ tinit,1 + Tu1

,

where

Tu1 = O
(

4

η∆
log

∆

2σ2
1(u1,tinit,1)

)
.

4.1.2 SNR converges linearly towards infinity and
σ2
1(u1,t) converges

Once σ2
1(u1,t) exceeds ∆/2, then we can employ an SNR

argument similar to (8). Specifically, we pick the SNR as

σ2
1(u1,t)

σ1(u1,tK⊤
1,t)

,

and show that it converges linearly towards infinity, where
K1,t is the 2-to-d-th rows of Xt. Since σ2

1(u1,t) is in the
interval [∆/2, 2λ1] by Lemma 8 and 9, we can show that
the noise strength σ1(u1,tK

⊤
1,t) diminishes to zero fast. In

particular, if u1,tK
⊤
1,t = 0, then the dynamics of u1,t be-

comes

u1,t+1 = u1,t + ηλ1u1,t − ησ2
1(u1,t)u1,t.

This update rule implies the fast convergence of σ2
1(u1,t) to

λ1. Generally, when the term u1,tK
⊤
1,t is close to zero, the

dynamics of u1,t will mimic the above iteration. Following
this, we can establish the fast convergence of σ2

1(u1,t) to λ1.
These results, established in Lemma 10, relate to Property 3
in Theorem 5.

Lemma 10 Let η ≤ ∆
100λ2

1
and assume σ1(X0) ≤ 1/

√
3η

and σ1(u1,0) > 0. Then for all t ≥ t1, we have

σ1(u1,tK
⊤
1,t) ≤ (1− η∆/6)t−t1

where t1 = tinit,1+Tu1
+ t∗, Tu1

is given in Lemma 9, and
t∗ is a constant defined in (15). In addition, let

p1,t = λ1 − σ2
1(u1,t)

be the error term. Then for all t ≥ t1, we have

|p1,t| ≤ (2λ1 + 24
24r

η∆
) · (1− η∆/8)t−t1 .

The above result implies the rapid convergence of the first
signal. This convergence is independent of the behavior
of subsequent signals, a phenomenon known as implicit
incremental learning. Furthermore, this result corresponds
to the second phase of the GD dynamics, as depicted in
Figure 1, offering a substantial theoretical explanation.

4.1.3 Transition assumption and induction

Lemma 10 shows that the magnitude σ1(u1,tK
⊤
1,t) dimin-

ishes linearly to zero. This motivates us to decouple the origi-
nal matrix factorization problem into two sub-problems. For



the first sub-problem, we study the convergence of the first
row of Xt, which has been presented in previous section.
In the second sub-problem, we examine K1,t, the 2-to-d-th
rows of Xt. Such decoupling is exact when u1,tK

⊤
1,t = 0,

and under this condition, the update rule of K1,t becomes

K1,t = K1,t−1 + η(Γ1 −K1,t−1K
⊤
1,t−1)K1,t−1,

where Γ1 = diag(λ2, . . . , λd). This is congruent with the
GD update rule of Xt as in (10), and hence an inductive
argument could be applied.

Generally, when the noise term σ1(u1,tK
⊤
1,t) only decreases

fast but does not reach zero, one should check whether
u1,tK

⊤
1,t is negligible (in the analysis of u2,t). Specifically,

if σ1(u2,t) is not always decreasing at the same speed as
σ1(u1,tK

⊤
1,t), then we can apply the above inductive argu-

ment. To formalize this intuition, we introduce a variable t∗1,
which is defined as the smallest integer such that

r(1− η∆/6)t
∗
1 ≤

√
∆

8
min{σ1(u2,t1+t∗1

),

√
∆

2
}, (19)

where t1 is defined in Lemma 10. Recall that for all t ≥ t1,

σ1(u1,tK
⊤
1,t) ≤ (1− η∆/6)t−t1 .

Thus, (19) essentially compares the second signal strength
σ1(u2,·) with an upper bound on the noise σ1(u1,tK

⊤
1,t).

When (19) holds, we find that the noise term is negligible,
and thus a similar result as Lemma 9 can be established for
the second signal σ1(u2,·), leading to Lemma 11.

Lemma 11 Suppose the conditions of Lemma 10 holds. Let
tinit,2 = t1 + t∗1, where t1 is given by Lemma 10 and t∗1 is
given by (19). Suppose t∗1 < ∞. Then

σ2
1(u2,t) ≥ ∆/2, ∀ t ≥ tinit,2 + Tu2

,

where

Tu2 = O
(

4

η∆
log

∆

2σ2
1(u2,tinit,2)

)
.

In Lemma 11, we assume t∗1 < ∞, which relates to As-
sumption 4. If we assume t∗1 = O(log(d)) as in Assumption
6, then we can show that Tu2

= O(log(d)) as well. While
we have not theoretically characterized the quantity t∗1, our
theory is still insightful in the following sense.

• First, the term σ1(u1,tK
⊤
1,t) is shown to decay to zero

linearly fast while σ2
1(u2,t) does not seem to possess

similar theories. Hence, we may expect that the time point
t∗1 is not large.

• Second, t∗1 characterizes the time when the GD sequence
escapes from the saddle points7. This time is inevitable

7Any stationary point with u2 = 0 is a saddle point. Hence,
if the GD sequence Xt converges with t∗1 = ∞, then it must
converge to a saddle point.

for the GD sequence converging to the global minima.
Even we do not provide an upper bound on t∗1, we know
the convergence behavior of GD during this time. No-
tably, during this time, both σ1(u1,tK

⊤
1,t) and σ2

1(u2,t)
converge to zero fast.

• Thirdly, during the time t1-(t1 + t∗1), while σ2
1(u2,t) con-

verges to zero fast, the first signal σ2
1(u1,t) still converges

to λ1, as shown in Lemma 10. This means the conver-
gence of the first signal is not affected by the behaviors of
the rest signals, which supports the incremental learning
phenomenon – leading signals first converge even when
the rest are stuck by saddle points.

• Finally, the time t1 to t1+ t∗1 aligns with the third stage of
the GD dynamics as displayed in Figure 1. The experiment
shows that the time t∗1 is not too long.

Despite these arguments, there is still a need to examine
the duration t∗1 in the future research, which might involve
investigating specific initialization mechanisms.

4.1.4 Final convergence

Previous analyses indicate that the strengths of both the
first and second signals exceed ∆/2, and the corresponding
noise components decay geometrically. A simple verifica-
tion shows that the GD sequence Xt will quickly enter the
region R, which is defined in (11). Then by the local linear
convergence of GD in Theorem 2, we shall complete the
characterization of the GD sequence’s convergence to the
global minima. This final stage aligns with the fourth stage
of the GD dynamics as illustrated in Figure 1.

4.2 GENERAL RANK MATRIX APPROXIMATION

It is straightforward to extend the rank-two case to the gen-
eral rank case. The key point is to repeat the inductive argu-
ments for (r − 1) rather than one times.

Similar to the rank-two case, we will now successively show
that σ2

1(uk,t) surpasses ∆/2 and σ1(uk,tK
⊤
k,t) diminishes

linearly to zero for all k ≤ r. Moreover, we will show that
σ2
1(uk,t) converges to λk after certain iterations. Once the

first r rows of Xt are all analyzed, we can show that the
sequence Xt quickly enters the region R defined in (11).
By invoking the local linear convergence theorem, we will
conclude the proof.

Our analysis consistently uses the SNR argument, although
the specific SNR definitions vary.

• For analyzing the k-th signal strength in Theorem 5, we
examine the SNR given by

σ2
1(uk,t)

σ1(uk,tK⊤
k,t)

.



We will prove both the diminishing of σ1(uk,tK
⊤
k,t) to

zero and the convergence of σ2
1(uk,t) to λk.

• For analyzing the local linear convergence in Theorem 2,
we utilize the SNR defined as

σ2
r(Ut)/σ

2
1(Jt),

where U ,J are defined in Section 2.2. We will prove
the linear convergence of J to zero, as well as the fast
convergence of Ut to the target matrix.

5 CONCLUDING REMARKS

This paper presents a comprehensive analysis of the tra-
jectory of GD for matrix factorization problems, with a
partcular focus on large initialization. By employing both
an SNR argument and inductive reasoning, we deepen the
investigation and uncover that even with large initialization,
GD still exhibit an incremental learning phenomenon. We
anticipate that these insights will stimulate further research
in related domains.

This study presents several limitations that naturally suggest
avenues for future research.

• First, we have not established an upper bound for t∗k de-
fined in (16). Determining an effective upper bound is
crucial, and exploring potential negative results in this
context could also be insightful.

• Second, our analysis assumes strictly decreasing top
eigenvalues. Extending the findings to matrices with pos-
sibly equal eigenvalues requires additional research.

• Third, our analysis is confined to the simplest matrix fac-
torization scenario. Exploring these results in more com-
plex settings, such as matrix sensing where Σ is accessible
only through linear measurements, would be particularly
compelling. Given that our dynamic analysis is sensitive
to noise, this generalization may be challenging.

• Last, investigating GD in deep matrix factorization also
presents a significant research opportunity. It remains
unclear how large initialization impacts the GD trajectory
in such a complex case.
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APPENDIX

A PRELIMINARY

In this section, we present preliminary to our studied formulation.

A.1 MATRIX SENSING AND IT POPULATION VERSION

In this section, we review matrix sensing problems [Recht et al., 2010, Li et al., 2018] and derive its population version as
a matrix factorization problem [Chi et al., 2019]. In matrix sensing problems, we aim to recover an unknown symmetric
positive semidefinite matrix Σ ∈ Rd×d from a set of linear measurements

yi = ⟨Σ,Ai⟩, i = 1, . . . ,m.

Here {Ai} ⊆ Rd×d are sensing matrices known a priori. A standard assumption is to require that Σ is of rank r ≪ d and
Ai has independent N (0, 1) entries. Under such assumptions, one common strategy is to employ matrix factorization, and
solve the following least square minimizing problem:

Σ̂ = X̂X̂⊤, X̂ = argmin
X∈Rd×r

f(X)
def
=

1

4m

m∑
i=1

(yi − ⟨Ai,XX⊤⟩)2.

Starting from an initial point X0 ∈ Rd×r, the gradient descent algorithm will update Xt as follows

Xt = Xt−1 − η∇f(Xt−1),

where ∇f(X) is the gradient of f given by

∇f(X) = − 1

m

m∑
i=1

(yi −
〈
Ai,XX⊤〉)AiX = − 1

m

m∑
i=1

〈
Ai,Σ−XX⊤〉 ·AiX.

Using statistical concentration analysis [Recht et al., 2010], we know that the gradient ∇f(X) is approximately

∇f(X) ≈ E∇f(X) = −(Σ−XX⊤)X.

Thus, the matrix sensing is related to the following population version:

Xt = Xt−1 + η(Σ−XtX
⊤
t )Xt,

which is the GD update rule (10) for matrix factorization problems. Many works [Recht et al., 2010, Li et al., 2018, Zhu
et al., 2018, 2021] build on the intuition that for sufficiently large m, matrix sensing is approximately the matrix factorization.
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These works rely on the restricted isotropy property (RIP) established in Recht et al. [2010]. We can use this property and
our analysis in Section 2.2 to derive the local linear convergence in the matrix sensing problem. However, for the case of
large initialization, RIP seems not sufficient. Therefore, extending matrix factorization to matrix sensing requires further
statistical analysis.

A.2 INVARIANCE TO ORTHOGONAL ROTATIONS

In this section, we elaborate why there is no loss of generality to assume that Σ is a diagonal matrix. Specifically, when Σ is
a general symmetric positive semidefinite matrix, we can write Σ = UΛU⊤ by the eigen-decomposition, where U ∈ Rd×d

is an orthogonal matrix and Λ is a diagonal matrix. Suppose the GD sequence is given by

Xt = Xt−1 + η(Σ−Xt−1X
⊤
t−1)Xt−1.

Then we consider the transformation Yt = UXt, which leads to

Yt = Yt−1 + η(Λ− Yt−1Y
⊤
t−1)Yt−1.

This reduces to the case where Λ is diagonal. In addition, the convergences of Yt and Xt are associated, and the random
initialization of Y0 and X0 are associated up to an orthogonal matrix. Consequently, there is no loss of generality to assume
that Σ is diagonal.

B PROOF OF THEOREM 2

Our proof of Theorem 2 consists of three steps.

• First, we show that R is an absorbing region for GD. Here a set is regarded as an absorbing set if the GD sequence
remains within the set after its first entrance.

• Next, we show that σ1(Jt) converges to zero at a linear rate, employing an SNR argument.

• Finally, we establish the linear convergence to the global minima.

Before diving deeper, we first write down the update rules for Ut and Jt. By (10), we have

Ut+1 = Ut + ηΛrUt − ηUtX
⊤
t Xt, (20)

Jt+1 = Jt + ηΛresJt − ηJtX
⊤
t Xt, (21)

where Λr = diag(λ1, . . . , λr) and Λres = diag(λr+1, . . . , λd). Note that Σr = diag(Λr,0).

B.1 THE GD SEQUENCE REMAINS IN R

Lemma 12 shows that R is an absorbing region for GD.

Lemma 12 Suppose η ≤ ∆2

36λ3
1

and Xt ∈ R. Then Xt′ ∈ R for all t′ ≥ t.

Proof This lemma is proved by induction. Suppose Xt ∈ R.

• By Lemma 13 and σ2
1(Xt) ≤ 2λ1, we get σ2

1(Xt+1) ≤ 2λ1.

• By Lemma 14, σ2
1(Xt) ≤ 2λ1, and σ2

1(Jt) ≤ λr −∆/2, we get σ2
1(Jt+1) ≤ λr −∆/2.

• By Lemma 15 and Xt ∈ R, we get σ2
r(Ut+1) ≥ ∆/4 and thus Xt+1 ∈ R.

By induction, we conclude that Xt′ ∈ R for all t′ ≥ t.



B.1.1 Technical lemmas

In this section, we summarize technical lemmas used in the proof of Lemma 12.

Lemma 13 delineates the first category of absorbing sets for GD, denoted as

S1 = {X ∈ Rd×r | σ1(X) ≤ a},

valid for any a ∈ [
√
λ1, 1/

√
3η].

Lemma 13 Suppose η ≤ 1
3λ1

and a ∈ [
√
λ1, 1/

√
3η]. If σ1(Xt) ≤ a, then σ1(Xt′) ≤ a, ∀ t′ ≥ t.

Proof Lemma 16 states that if σ1(Xt) ≤ 1/
√
3η, then the following inequality holds

σ1(Xt+1) ≤ (1 + ηλ1 − ησ2
1(Xt)) · σ1(Xt).

• If
√
λ1 ≤ σ1(Xt) ≤ a, the above inequality implies that σ1(Xt+1) ≤ σ1(Xt) ≤ a.

• If σ1(Xt) ≤
√
λ1 ≤ a, it follows that

σ1(Xt+1) ≤ (1 + ηλ1 − ηλ1)
√
λ1 ≤ a.

This uses the fact that g1(s) = (1 + ηλ1 − ηs2)s is increasing on [0, 1/
√
3η].

By induction, we have σ1(Xt′) ≤ a for all t′ ≥ t.

Lemma 14 demonstrates that if σ1(Xt) ≤
√
2λ1, σ2

1(Jt) ≤ a, and a ≥ λr+1, then σ2
1(Jt+1) ≤ a. Combining with Lemma

13, it implies that

S2 = {X =

(
U
J

)
∈ Rd×r | σ1(X) ≤

√
2λ1, σ

2
1(J) ≤ a}

is an absorbing set for GD, provided that a ≥ λr+1 and η ≤ 1
12λ1

. Here U and J are the top r rows and the (r + 1)-to-d-th
rows of X respectively.

Lemma 14 Suppose η ≤ 1
12λ1

, σ2
1(Xt) ≤ 2λ1, and a ≥ λr+1. If σ2

1(Jt) ≤ a, then σ2
1(Jt+1) ≤ a.

Proof By Lemma 17, we have

σ1(Jt+1) ≤ (1 + η(λr+1 − σ2
1(Jt))) · σ1(Jt).

• If λr+1 < σ2
1(Jt) ≤ a, then it follows that σ2

1(Jt+1) ≤ σ2
1(Jt) ≤ a.

• If σ2
1(Jt) ≤ λr+1 ≤ a, then

σ2
1(Jt+1) ≤ (1 + η(λr+1 − λr+1))

2λr+1 ≤ a.

This uses the observation that g2(s) = (1 + η(λr+1 − s2))s is increasing on [0, 1/
√
3η].

This concludes the proof.

Lemma 15 is the last piece needed to show that region R is an absorbing set for GD.

Lemma 15 Suppose η ≤ ∆2

32λ3
1

, σ1(Xt) ≤
√
2λ1, and σ2

1(Jt) ≤ λr −∆/2. If σ2
r(Ut) ≥ ∆/4, then σ2

r(Ut+1) ≥ ∆/4.

Proof Since η ≤ 1
32λ1

and σ2
1(Jt) ≤ λr −∆/2, by Lemma 18, we have

σ2
r(Ut+1) ≥ (1 + η∆− 2ησ2

r(Ut)) · σ2
r(Ut)− 4η2λ3

1.



Since g3(s) = (1 + η∆− 2ηs)s is increasing on (−∞, 1
4η ] and ∆

4 ≤ σ2
r(Ut) ≤ 2λ1 ≤ 1

4η , we have

σ2
r(Ut+1) ≥ (1 +

η∆

2
) · ∆

4
− 4η2λ3

1 ≥ ∆

4
,

where the last inequality uses η ≤ ∆2

32λ3
1

.

The following lemmas give certain singular value analysis that are used in prior lemmas and subsequent analysis. Lemma 16
establishes an upper bound for σ1(Xt+1).

Lemma 16 If σ1(Xt) ≤ 1/
√
3η, then we have

σ1(Xt+1) ≤ (1 + ηλ1 − ησ2
1(Xt)) · σ1(Xt).

Proof By the singular value inequality and (10),

σ1(Xt+1) ≤ σ1(Xt(Ir − ηX⊤
t Xt)) + ησ1(ΣXt)

≤ σ1(Xt(Ir − ηX⊤
t Xt)) + ηλ1σ1(Xt), (22)

where we use σ1(Σ) = λ1. Observe that all r singular values of Xt(Ir − ηX⊤
t Xt) are given by

(1− ησ2
i (Xt)) · σi(Xt), i = 1, . . . , r,

since ησ2
1(Xt) ≤ 1. The function g4(s) = (1−ηs2)s is increasing on [0, 1/

√
3η]. Hence, the fact 0 ≤ σi(Xt) ≤ σ1(Xt) ≤

1/
√
3η implies that

σ1(Xt(Ir − ηX⊤
t Xt)) = (1− ησ2

1(Xt)) · σ1(Xt).

Substituting this equality into (22), we conclude the proof.

Lemma 17 gives an upper bound for σ1(Jt+1).

Lemma 17 Suppose η ≤ 1
12λ1

and σ1(Xt) ≤
√
2λ1, then we have

σ1(Jt+1) ≤ (1 + η(λr+1 − σ2
1(Jt)− σ2

r(Ut))) · σ1(Jt).

Proof The update rule (21) of Jt+1 can be decomposed as follows:

Jt+1 =
1

2
Jt − ηJtJ

⊤
t Jt︸ ︷︷ ︸

B

+(
1

4
Id−r + ηΛres)Jt︸ ︷︷ ︸

C

+Jt(
1

4
Ir − ηU⊤

t Ut)︸ ︷︷ ︸
D

.

By the singular value inequality,

σ1(Jt+1) ≤ σ1(B) + σ1(C) + σ1(D).

Observe that all singular values of B are given by

σi(Jt)/2− ησ3
i (Jt), i = 1, . . . , d− r.

Since g5(s) = s/2− ηs3 is increasing on [0, 1/
√
6η], the condition σi(Jt) ≤ σ1(Jt) ≤

√
2λ1 ≤ 1/

√
6η implies that

σ1(B) = σ1(Jt)/2− ησ3
1(Jt).

For the second term C, it follows from the singular value inequality that

σ1(C) ≤ σ1(
1

4
Id−r + ηΛres)σ1(Jt) ≤ (1/4 + ηλr+1)σ1(Jt),

where the second inequality uses ησ1(Λres) ≤ ηλ1 ≤ 1/4. For the third term D, since ησ2
1(Ut) ≤ 2ηλ1 ≤ 1/4, we have

σ1(D) ≤ (1/4− ησ2
r(Ut))σ1(Jt).

Finally, we conclude the proof by combining the analysis of B,C, and D.

Lemma 18 provides an lower bound for σ2
r(Ut+1).



Lemma 18 Suppose η ≤ 1
32λ1

and σ1(Xt) ≤
√
2λ1, then we have

σ2
r(Ut+1) ≥ (1 + 2η(λr − σ2

1(Jt)− σ2
r(Ut))) · σ2

r(Ut)− 4η2λ3
1.

Proof Substituting the update rule (20) of Ut+1 into Ut+1U
⊤
t+1, we get

Ut+1U
⊤
t+1 = (Ut − ηUtX

⊤
t Xt + ηΛrUt) · (Ut − ηUtX

⊤
t Xt + ηΛrUt)

⊤

= B +C − η2R1 + η2R

where

B = Ut(
1

2
Ir − 2ηX⊤

t Xt)U
⊤
t ,

C = (
1√
2
Ir +

√
2ηΛr)UtU

⊤
t (

1√
2
Ir +

√
2ηΛr),

R1 = 2ΛrUtU
⊤
t Λr,

R = (ΛrUt −UtX
⊤
t Xt)(ΛrUt −UtX

⊤
t Xt)

⊤.

Here B is positive semi-definite (PSD) since 2ησ2
1(Xt) ≤ 4ηλ1 ≤ 1/2 and C,R1,R are all PSD. By the eigenvalue

inequality and the equivalence between eigenvalues and singular values of a PSD matrix, we have

σ2
r(Ut+1) ≥ σr(B) + σr(C)− η2σ1(R1) + η2σr(R)

≥ σr(B) + σr(C)− η2σ1(R1). (23)

For the first term B, we decompose it into two terms:

B = Ut((
1

2
− 2ησ2

1(Jt)) · Ir − 2ηU⊤
t Ut)U

⊤
t︸ ︷︷ ︸

B1

+2η ·Ut(σ
2
1(Jt) · Ir − J⊤

t Jt)U
⊤
t︸ ︷︷ ︸

B2

.

The inequality 2η(σ2
1(Jt) + σ2

1(Ut)) ≤ 8ηλ1 ≤ 1/2 implies that B1 is PSD. Since B2 is also PSD, we have σr(B) ≥
σr(B1). To determine σr(B1), we write the singular values of B1 as

(
1

2
− 2ησ2

1(Jt)) · σ2
i (Ut)− 2ησ4

i (Ut), i = 1, . . . , r.

Since 1/2 − 2ησ2
1(Jt) ≥ 1/4, the function g6(s) = (1/2 − 2ησ2

1(Jt))s − 2ηs2 is increasing on (−∞, 1
16η ]. Then the

inequality σ2
i (Ut) ≤ σ2

1(Ut) ≤ 2λ1 ≤ 1
16η implies that

σr(B1) = (
1

2
− 2η(σ2

1(Jt) + σ2
r(Ut))) · σ2

r(Ut).

For the second term C, we have

σr(C) ≥ σ2
r(

1√
2
Ir +

√
2ηΛr)σ

2
r(Ut) ≥ (

1

2
+ 2ηλr)σ

2
r(Ut).

For the third term R1, since σ2
1(Xt) ≤ 2λ1, we have

σ1(R1) ≤ 4λ3
1.

Finally, substituting the analysis of B,C,R1 into (23) gives the desired result.

B.2 σ1(Jt) CONVERGES TO ZERO LINEARLY VIA AN SNR ARGUMENT

Lemma 19 shows that if X0 ∈ R, then σ1(Jt) will diminish to zero at a geometric rate. A key step of the analysis is to
examine the SNR σ2

r(Ut)

σ2
1(Jt)

. Our analysis extends the rank-one case in Section 2.1 to a general rank scenario.



Lemma 19 Suppose η ≤ ∆2/(32λ3
1) and X0 ∈ R. Then, for all t ≥ 0, we have

σ2
1(Jt+1)

σ2
r(Ut+1)

≤ (1− η∆/3) · σ
2
1(Jt)

σ2
r(Ut)

.

Hence, σ2
1(Jt) ≤ 8λ2

1(1− η∆/3)t/∆ for all t and σ2
1(Jt) < ϵ after

T ϵ
J = O

(
3

η∆
log

8λ2
1

ϵ∆

)
iterations.

Proof By Lemma 12, we have Xt ∈ R for all t ≥ 0. Then by Lemma 17,

σ2
1(Jt+1) ≤ (1 + 2η(λr+1 − σ2

1(Jt)− σ2
r(Ut)) + 16η2λ2

1) · σ2
1(Jt)

≤ (1− η∆/2 + 2η(λr −∆/2− σ2
1(Jt)− σ2

r(Ut))) · σ2
1(Jt),

where the second inequality follows from η ≤ ∆
32λ2

1
. By Lemma 18,

σ2
r(Ut+1) ≥ (1 + η∆+ 2η(λr −∆/2− σ2

1(Jt)− σ2
r(Ut))) · σ2

r(Ut)− 4η2λ3
1

≥ (1 + η∆/2 + 2η(λr −∆/2− σ2
1(Jt)− σ2

r(Ut))) · σ2
r(Ut),

where we use σ2
r(Ut) ≥ ∆/4 and η ≤ ∆2

32λ3
1

in the second inequality. A combination of the above two inequalities gives that

σ2
1(Jt+1)

σ2
r(Ut+1)

≤ 1− η∆/2 + 2η(λr −∆/2− σ2
1(Jt)− σ2

r(Ut))

1 + η∆/2 + 2η(λr −∆/2− σ2
1(Jt)− σ2

r(Ut))
· σ

2
1(Jt)

σ2
r(Ut)

.

Since the function g7(s) = 1−η∆/2+s
1+η∆/2+s is increasing on [−1/2, 1/2], the condition −1/2 ≤ 2η(λr − ∆/2 − σ2

1(Jt) −
σ2
r(Ut)) ≤ 1/2 implies that

σ2
1(Jt+1)

σ2
r(Ut+1)

≤ 3/2− η∆/2

3/2 + η∆/2
· σ

2
1(Jt)

σ2
r(Ut)

≤ (1− η∆/3) · σ
2
1(Jt)

σ2
r(Ut)

.

By deduction, we have

σ2
1(Jt) ≤ (1− η∆/3)t · σ2

r(Ut)
σ2
1(J0)

σ2
r(U0)

≤ (1− η∆/3)t · 8λ
2
1

∆
,

where the second inequality follows from σ2
r(Ut) ≤ 2λ1, σ2

1(J0) ≤ λ1, and σ2
r(U0) ≥ ∆/4. Therefore, for any ϵ > 0, it

takes at most T ϵ
J = O( 3

η∆ log
8λ2

1

ϵ∆ ) iterations to have σ2
1(Jt) ≤ ϵ.

B.3 FINAL CONVERGENCE

For the convergence of XtX
⊤
t to Σr, It remains to show that UtU

⊤
t converges to Λr fast, where Λr = diag(λ1, . . . , λr).

Equivalently, it suffices to show that σ1(Pt) converges to zero linearly, where Pt = Λt −UtU
⊤
t . This is established in

Lemma 20.

Lemma 20 Suppose η ≤ ∆2/(36λ3
1) and X0 ∈ R. Then, for all t ≥ 0, we have

σ1(Pt+1) ≤
100λ2

1

η∆2
(1− η∆/4)t+1.

Hence, for any ϵ > 0, it takes T ϵ
P = O

(
4
η∆ log

100λ2
1

η∆2ϵ

)
iterations to reach σ1(Pt) ≤ ϵ.



Proof By Lemma 12, Xt ∈ R for all t ≥ 0. Using the notation of Pt, (20) can be rewritten as

Ut+1 = Ut + ηPtUt − ηUtJ
⊤
t Jt.

By direct calculation, we have

Pt+1 = (Ir − ηUtU
⊤
t )Pt(Ir − ηUtU

⊤
t )− η2(PtUtU

⊤
t Pt +UtU

⊤
t PtUtU

⊤
t ) +Rt,

where

Rt = η(Ir + ηPt)UtJ
⊤
t JtU

⊤
t + ηUtJ

⊤
t JtU

⊤
t (Ir + ηPt)− η2Ut(J

⊤
t Jt)

2U⊤
t .

By the singular value inequality,

σ1(Pt+1) ≤ ((1− η∆/4)2 + 8η2λ2
1) · σ1(Pt) + σ1(Rt)

≤ (1− η∆/4) · σ1(Pt) + σ1(Rt),

where we use ∆/4 ≤ σ2
r(Ut) ≤ σ2

1(Ut) ≤ 2λ1 in the first inequality and η ≤ ∆
36λ2

1
in the second inequality. For the

remainder term Rt, by the singular value inequality and the condition η ≤ ∆2

36λ3
1

, we have

σ1(Rt) ≤ σ2
1(Jt) ≤ (1− η∆/3)t · 8λ

2
1

∆
,

where the last inequality follows from Lemma 19. Then by deduction, we have

σ1(Pt+1)

(1− η∆/4)t+1
≤ σ1(Pt)

(1− η∆/4)t
+

(
1− η∆/3

1− η∆/4

)t
8λ2

1

(1− η∆/4)∆

≤ σ1(P0) +

t∑
i=1

(
1− η∆/3

1− η∆/4

)i
8λ2

1

(1− η∆/4)∆

≤ σ1(P0) +
96λ2

1

η∆2
≤ 100λ2

1

η∆2
,

where the last inequality follows from σ1(P0) ≤ 2λ1. Therefore, it takes T ϵ
P = O( 4

η∆ log
100λ2

1

η∆2ϵ ) iterations to achieve
σ1(Pt) ≤ ϵ.

B.4 PROOF OF THEOREM 2

By combining Lemma 19 and Lemma 20, we can prove Theorem 2.

Proof Observe that

∥Σr −XtX
⊤
t ∥F ≤ ∥Pt∥F + 2∥JtX

⊤
t ∥F ≤ rσ1(Pt) + 2r

√
2λ1σ1(Jt), ∀Xt ∈ R,

where we use the fact that ∥A∥F ≤ rσ1(A) for any rank-r matrix A. Let

T ϵ = max
{
T

ϵ2/(32r2λ1)
J , T

ϵ/(2r)
P

}
.

Then, ∥Σr −XtX
⊤
t ∥F ≤ ϵ for all t ≥ T ϵ. Theorem 2 follows from T ϵ = O( 6

η∆ log
200rλ2

1

η∆2ϵ ).

C PROOF OF PROPOSITION 3

Proof Consider X with σ1(X) ≤ 1√
3η

. Let Xt be the GD sequence initialized by X . By Corollary 2 of Lee et al. [2019],
we know GD sequence almost surely avoids the strict saddle points. By Zhu et al. [2021], we know all the saddle points are
strict and all the local minima are global minima. Therefore, we conclude that the GD sequence converges to the global
minima almost surely.

Now it remains to show that Assumption 4 must hold if the GD sequence converges to the global minima. Indeed, if we
suppose Assumption 4 does not hold, then the GD sequence will converge with limt→∞ σ1(uk,t) = 0 for some k ≤ r. This
means the GD sequence converges to a saddle point, since any stationary point with some uk,t = 0 (k ≤ r) is a saddle
point, rather than a global minimum. This leads to the contradiction.



D ANALYSIS OF LARGE INITIALIZATION

In this section, we will prove Theorem 5 as well as the results in Section 4. Before delving further, we first write down the
update rules of uk,t and Kk,t. Recall that uk,t and Kk,t are the k-th and (k + 1)-to-d-th rows of Xt. The update rules are
given by

uk,t+1 = uk,t + ηλkuk,t − ηuk,tX
⊤
t Xt, (24)

Kk,t+1 = Kk,t + ηΓkKk,t − ηKk,tX
⊤
t Xt, (25)

where Γk = diag(λk+1, . . . , λd). We also remind readers that uk,t ∈ R1×r is a row vector. Moreover, we let Πuk,t denote
the projection matrix associated with uk,t, that is,

Πuk,t
= u⊤

k,t(uk,tu
⊤
k,t)

−1uk,t ∈ Rr×r.

Also, we let Gk,t denote the first k rows of Xt.

D.1 PROOFS FOR SECTION 4

In this section, we collect proofs related to the rank-two matrix approximation.

D.1.1 Proof of Lemma 8

Proof Note that tinit,1 ≤ T1 + TK , where

T1 = min{t ≥ 0 | σ2
1(Xt) ≤ 2λ1}

is the first time when σ2
1(Xt) is smaller than 2λ1, and

TK = min{t ≥ 0 | σ2
1(Kk,t+T1

) ≤ λk − 3∆

4
,∀k ≤ r}.

To prove the lemma, it suffices to analyze T1 and TK separately.

First, we analyze T1 as follows.

• If σ2
1(X0) ≤ 2λ1, then T1 = 0.

• If 2λ1 < σ2
1(X0) < 1/(3η), then by Lemma 13, σ2

1(Xt) ≤ 1/(3η) for all t. Furthermore, it follows from Lemma 16
that

σ1(Xt+1) ≤ (1 + ηλ1 − ησ2
1(Xt)) · σ1(Xt)

≤ (1− ηλ1) · σ1(Xt), ∀t < T1,

where the second inequality uses σ2
1(Xt) > 2λ1 for all t < T1. It implies that

σ1(Xt) ≤ (1− ηλ1)
t · σ1(X0)

for all t ≤ T1 and

T1 = O
(

1

ηλ1
log

σ1(X0)√
2λ1

)
.

By Lemma 13, we have σ2
1(Xt) ≤ 2λ1 for all t ≥ T1.

Next, we analyze TK and the following quantities

TKk
= min{t ≥ 0 | σ2

1(Kk,t+T1
) ≤ λk − 3∆

4
}.



Recall that Kk,t is the (k + 1)-to-d-th rows of Xt. Then by (25), we have

Kk,t+1 = Kk,t + ηΓkKk,t − ηKk,tX
⊤
t Xt

=
1

2
Kk,t − ηKk,tK

⊤
k,tKk,t︸ ︷︷ ︸

B

+(
1

4
Id−k + ηΓk)Kk,t︸ ︷︷ ︸

C

+Kk,t(
1

4
Ik − ηG⊤

k,tGk,t)︸ ︷︷ ︸
D

,

where Γk = diag(λk+1, . . . , λd) and Gk,t ∈ Rk×r is the first k rows of Xt. By the singular value inequality, we obtain

σ1(Kk,t+1) ≤ σ1(B) + σ1(C) + σ1(D).

For the first term B, similar to Lemma 17, we can show that

σ1(B) = σ1(Kk,t)/2− ησ3
1(Kk,t), ∀t ≥ T1.

For the second term C, by the singular value inequality,

σ1(C) ≤ (
1

4
+ ηλk+1) · σ1(Kk,t).

For the third term D, since G⊤
k,tGk,t is PSD and ησ2

1(Gk,t) ≤ 1
4 for all t ≥ T1, we have

σ1(D) ≤ σ1(Kk,t)/4, ∀t ≥ T1.

Combining,

σ1(Kk,t+1) ≤ (1 + ηλk+1 − ησ2
1(Kk,t)) · σ1(Kk,t), ∀t ≥ T1, ∀k ≤ r. (26)

Since λk+1 ≤ λk −∆ for k ≤ r, (26) implies that

σ1(Kk,t+T1+1) ≤ (1− η∆/4) · σ1(Kk,t+T1), ∀t < TKk
, ∀k ≤ r.

Hence, σ1(Kk,t+T1
) ≤ (1− η∆/4)t · σ1(Kk,T1

) for all t ≤ TKk
. In particular,

TKk
= O

(
2

η∆
log

σ2
1(Kk,T1

)

λk − 3∆
4

)
and TK = O

(
2

η∆
log

8λ1

∆

)
,

where we use σ2
1(Kk,T1) ≤ 2λ1 and λk − 3∆

4 ≥ ∆
4 .

Finally, similar to Lemma 13 and 14, for any a ≥ λk+1, if σ2
1(Kk,t+T1) ≤ a, then σ2

1(Kk,t′+T1) ≤ a for all t′ ≥ t. This
implies that σ2

1(Kk,t+T1) ≤ λk − 3∆
4 for all t ≥ TK for k ≤ r.

D.1.2 Proof of Lemma 9

Proof This lemma is a special case of Lemma 21, where we take k = 1 and tinit = tinit,1. Notice that G0,t = 0 and
Xt ∈ S for all t ≥ tinit,1 by Lemma 8. Thus, the conditions in Lemma 21 trivially hold. Then Lemma 9 immediately
follows from Lemma 21.

D.1.3 Proof of Lemma 10

Proof The lemma is a special case of Lemma 22 and Lemma 23. In Lemma 22, we take k = 1 and tinit = tinit,1 + Tu1
. In

Lemma 23, we take k = 1 and tinit = tinit,1 + Tu1
+ t∗.

D.1.4 Proof of Lemma 11

Proof This lemma is a special case of Lemma 21, where we take k = 2 and tinit = t1 + t∗1.



D.2 PROOF OF THEOREM 5

Proof To prove this theorem, we will use an inductive argument. Our induction hypotheses are listed below:

• H(k, 1). σ1(uk,tG
⊤
k−1,t) ≤

√
∆
8 min{σ1(uk,tinit,k),

√
∆
2 } · (1− η∆/6)t−tinit,k for all t ≥ tinit,k.

• H(k, 2). Tuk
= O

(
4
η∆ log ∆

2σ2
1(uk,tinit,k

)

)
and σ2

1(uk,t) ≥ ∆
2 for all t ≥ tinit,k + Tuk

.

• H(k, 3). σ1(uk,tK
⊤
k,t) ≤ (1− η∆/6)t−tk for all t ≥ tk.

Note that H(1,1) trivially holds because G0,t = 0. Then we prove H(k, 1), H(k, 2), H(k, 3), H(k + 1, 1) successively until
H(r, 3).

• {H(j, ·)}j<k + H(k, 1) → H(k, 2)

This follows from Lemma 21, where we take tinit = tinit,k.

• {H(j, ·)}j<k + H(k, 1) + H(k, 2) → H(k, 3)

This follows from Lemma 22, where we take tinit = tinit,k + Tuk
.

• {H(j, ·)}j≤k → H(k + 1, 1)

By {H(j, 3)}j≤k,

σ1(uk+1,tG
⊤
k,t) ≤

∑
j≤k

σ1(uj,tK
⊤
j,t) ≤ r(1− η∆/6)t−tk ,

for all t ≥ tk. By definition of t∗k, we have

r(1− η∆/6)t
∗
k ≤

√
∆

8
min{σ1(uk,tk+t∗k

),

√
∆

2
}.

Then H(k + 1, 1) follows from the definition tinit,k+1 = tk + t∗k.

By induction, H(k, ·) holds for all k ≤ r.

For all t ≥ tk, (18) follows from Lemma 23, where tinit is taken as tk.

For all t ≥ tinit,r + Tur , we have σ2
1(uk,t) ≥ ∆

2 for all k ≤ r. Simultaneously,∑
j≤r

σ1(uj,tK
⊤
j,t) ≤ r(1− η∆/6)t−(tinit,r+Tur+t∗)

holds for all t ≥ tinit,r + Tur
+ t∗. Let Ut be the first r rows of Xt. Viewing UtU

⊤
t as the sum of diagonal elements and

off-diagonal elements, we find that

σ2
r(Ut) ≥ ∆/2− r(1− η∆/6)t−(tinit,r+Tur+t∗)

for all t ≥ tinit,r + Tur
+ t∗. Hence, σ2

r(Ut) ≥ ∆/4 for all t ≥ tinit,r + Tur
+ t∗ + t♯, where

t♯ =
log(∆/(4r))

log(1− η∆/6)
.

This implies that Xt ∈ R for t ≥ tR := tinit,r + Tur
+ t∗ + t♯.

The property (2) is merely an application of Theorem 2.

D.3 PROOF OF THEOREM 7

Proof This property immediately follows from Theorem 5.



D.4 TECHNICAL LEMMAS

This section collects technical lemmas that are used in previous sections. Let us recall that uk,t and Kk,t are the k-th and
the (k + 1)-to-d-th rows of Xt respectively. The projection matrix associated with uk,t is denoted by

Πuk,t = u⊤
k,t(uk,tu

⊤
k,t)

−1uk,t.

The first k rows of Xt are denoted by Gk,t, and G0,t = 0 by definition.

D.4.1 Dynamics

This subsection contains lemmas describing the dynamics of the GD sequence.

Lemma 21 shows that when σ1(uk,tG
⊤
k−1,t) is sufficiently small, the signal term σ2

1(uk,t+1) can rise above ∆/2 quickly.
Moreover, as shown in Lemma 21, the term σ2

1(uk,t+1) will remain larger than ∆/2.

Lemma 21 Suppose η ≤ 1
12λ1

, Xt ∈ S, and for some tinit ≥ 0 and k ≤ r, the condition

σ1(uk,tG
⊤
k−1,t) ≤

√
∆

8
min{σ1(uk,tinit),

√
∆

2
} · (1− η∆/6)t−tinit

holds for all t ≥ tinit. Then σ2
1(uk,t) ≥ ∆

2 for all t ≥ tinit + Tuk
, where

Tuk
= O

(
4

η∆
log

∆

2σ2
1(uk,tinit)

)
.

In addition, for all t ≥ tinit, we have

σ2
1(uk,t+1) ≥ (1 + 2ηλk − η∆/4− 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t))) · σ2

1(uk,t), (27)

where Πuk,t = u⊤
k,t(uk,tu

⊤
k,t)

−1uk,t is the projection matrix associated with uk,t.

Proof First, we show that σ2
1(uk,t) ≥ min{σ2

1(uk,tinit),
∆
2 } for all t ≥ tinit by induction.

This is true when t = tinit. Now suppose σ2
1(uk,t) ≥ min{σ2

1(uk,tinit),
∆
2 } for some t ≥ tinit. By assumption,

σ2
1(uk,tG

⊤
k−1,t) ≤ ∆

8 min{σ2
1(uk,tinit

), ∆
2 } ≤ ∆

8 σ
2
1(uk,t). Then by Lemma 24 and Xt ∈ S, we have

σ2
1(uk,t+1) ≥ (1 + 2ηλk − 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t))) · σ2

1(uk,t)−
η∆

4
σ2
1(uk,t) (28)

≥ (1 + 5η∆/4− 2ησ2
1(uk,t)) · σ2

1(uk,t). (29)

Then we consider two cases.

• If σ2
1(uk,t) ≤ 5∆

8 , then σ2
1(uk,t+1) ≥ σ2

1(uk,t) ≥ min{σ2
1(uk,tinit),

∆
2 }.

• If σ2
1(uk,t) ≥ 5∆

8 , then

σ2
1(uk,t+1) ≥ (1 +

5η∆

4
− 5η∆

4
) · 5∆

8
=

5∆

8

≥ min{σ2
1(uk,tinit),

∆

2
},

where the first inequality uses the fact that g8(s) = (1 + 5η∆
4 − 2ηs)s is increasing on (−∞, 1/4η].

In both cases, we have σ2
1(uk,t+1) ≥ min{σ2

1(uk,init),
∆
2 }. The claim then follows by induction.

Furthermore, the above analysis shows that inequalities 28 and 29 hold for all t ≥ tinit, which leads to the inequality 27.



Let

Tuk
= min{t ≥ 0 | σ2

1(uk,t+tinit) ≥
∆

2
}.

Then for t < Tuk
, we have σ2

1(uk,t+tinit) <
∆
2 and by inequality 29,

σ2
1(uk,t+1+tinit

) ≥ (1 + η∆/4) · σ2
1(uk,t+tinit).

Hence, for all t ≤ Tuk
, we have

σ2
1(uk,t+tinit) ≥ (1 + η∆/4)t · σ2

1(uk,tinit),

and

Tuk
= O

(
4

η∆
log

∆

2σ2
1(uk,tinit)

)
.

Finally, by inequality 29, we have for any a ≤ 5∆
8 , if σ2

1(uk,t) ≥ a, then σ2
1(uk,t+1) ≥ a. Thus, by induction, σ2

1(uk,t) ≥ ∆
2

for all t ≥ tinit + Tuk
.

Lemma 22 shows that when the noise terms σ1(uj,tK
⊤
j,t) converge linearly to zero for all j < k and the k-th signal term

σ2
1(uk,t) ≥ ∆

2 , the noise term σ1(uk,tK
⊤
k,t) will also converge linearly to zero. The key component is to analyze the SNR

σ2
1(uk,t)

σ1(uk,tK⊤
k,t)

.

Lemma 22 Suppose η ≤ ∆
100λ2

1
, Xt ∈ S, and for some tinit ≥ 0 and k ≤ r, the conditions

σ1(uj,tK
⊤
j,t) ≤ (1− η∆/6)t−tinit , ∀j < k, (30)

σ1(uk,tG
⊤
k−1,t) ≤

∆

4
(1− η∆/6)t−tinit , (31)

σ2
1(uk,t) ≥

∆

2
(32)

hold for all t ≥ tinit. Then we have

σ1(uk,tK
⊤
k,t) ≤ (1− η∆/6)t−tinit−t∗

for all t ≥ tinit + t∗, where

t∗ = log

(
∆2

8λ3
1 + 144r2λ1

)
/ log(1− η∆/6).

Proof By condition 31, we can apply Lemma 21 to obtain

σ2
1(uk,t+1) ≥ (1 + 2ηλk − η∆/4− 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t))) · σ2

1(uk,t)

for all t ≥ tinit. By Lemma 25, we have

σ1(uk,t+1K
⊤
k,t+1)

≤ (1 + ηλk + ηλk+1 − 2ησ2
1(uk,t)− 2ησ2

1(Kk,tΠuk,t) + 25η2λ2
1) · σ1(uk,tK

⊤
k,t)

+ 3ησ1(uk,tG
⊤
k−1,t)σ1(Kk,tG

⊤
k−1,t)

for all t ≥ tinit. Divide both sides of the inequality by σ2
1(uk,t+1). By Lemma 26 and σ2

1(uk,t+1) ≥ ∆
2 , we have

σ1(uk,t+1K
⊤
k,t+1)

σ2
1(uk,t+1)

≤ (1− η∆/6)
σ1(uk,tK

⊤
k,t)

σ2
1(uk,t)

+
6η

∆
σ1(uk,tG

⊤
k−1,t)σ1(Kk,tG

⊤
k−1,t) (33)



for all t ≥ tinit. Observe that by condition 30 and definitions of uk,t,Kk,t, and Gk−1,t, we have

max{σ1(uk,tG
⊤
k−1,t), σ1(Kk,tG

⊤
k−1,t)} ≤

∑
j<k

σ1(uk,tK
⊤
k,t) ≤ r(1− η∆/6)t−tinit (34)

for all t ≥ tinit. Combining (33) and (34),

σ1(uk,t+1K
⊤
k,t+1)

σ2
1(uk,t+1)

≤ (1− η∆/6)
σ1(uk,tK

⊤
k,t)

σ2
1(uk,t)

+
6ηr2

∆
(1− η∆/6)2(t−tinit)

for all t ≥ tinit. Therefore, for all t ≥ tinit,

Qt+1 ≤ (1− η∆/6) ·Qt,

where the quantity Qt is given by

Qt =
σ1(uk,tK

⊤
k,t)

σ2
1(uk,t)

+
36r2

∆2
(1− η∆/6)2(t−tinit)−1.

By induction, we have

σ1(uk,tK
⊤
k,t)

σ2
1(uk,t)

≤ (1− η∆/6)t−tinit

(
σ1(uk,tinitK

⊤
k,tinit

)

σ2
1(uk,tinit)

+
36r2

∆2
(1− η∆/6)−1

)
.

This implies that

σ1(uk,tK
⊤
k,t) ≤

8λ3
1 + 144r2λ1

∆2
· (1− η∆/6)t−tinit ,

where we use 1− η∆/6 ≥ 1/2, σ2
1(Xt) ≤ 2λ1, and σ2

1(uk,t) ≥ ∆
2 for all t ≥ tinit. By definition of t∗, we have

(1− η∆/6)t
∗
≤ ∆2

8λ3
1 + 144r2λ1

.

Thus, for all t ≥ tinit + t∗, we have

σ1(uk,tK
⊤
k,t) ≤ (1− η∆/6)t−tinit−t∗ ,

which concludes the proof.

Let pk,t = λk − σ2
1(uk,t) be the error term associated with the k-th signal. Lemma 23 shows that when the noise terms

σ1(uj,tK
⊤
j,t) converge linearly to zero for all j ≤ k and the k-th signal term σ2

1(uk,t) ≥ ∆
2 , this signal term will converge

fast to λk. Specifically, the error term |pk,t| will converge to zero at a linear rate. The analysis is similar to Lemma 20.

Lemma 23 Suppose η ≤ ∆
100λ2

1
, Xt ∈ S, and for some tinit ≥ 0 and k ≤ r, the conditions

σ1(uj,tK
⊤
j,t) ≤ (1− η∆/6)t−tinit , ∀j ≤ k, (35)

σ2
1(uk,t) ≥

∆

2
(36)

hold for all t ≥ tinit. Then for all t ≥ tinit, we have

|pk,t| ≤ (2λ1 +
24r

η∆
) · (1− η∆/8)t−tinit ,

where pk,t = λk − σ2
1(uk,t).



Proof Using the notation of pk,t, (24) can be rewritten as

uk,t+1 = uk,t + ηpk,tuk,t − ηuk,tWt.

where

Wt = G⊤
k−1,tGk−1,t +K⊤

k,tKk,t.

By direction calculation, we have

pk,t+1 = pk,t · ((1− ησ2
1(uk,t))

2 + η2λkσ
2
1(uk,t)) + rest

where

rest = 2η(1 + ηpk,t)uk,tWtu
⊤
k,t − η2uk,tW

2
t u

⊤
k,t.

By the singular value inequality, for all t ≥ tinit, we have

|pk,t+1| ≤ |pk,t| · ((1− ησ2
1(uk,t))

2 + η2λkσ
2
1(uk,t)) + |rest|

≤ |pk,t| · ((1− η∆/2)2 + 2η2λ2
1) + |rest|

≤ |pk,t| · (1− η∆/2) + |rest|, (37)

where the second inequality uses ∆/2 ≤ σ2
1(uk,t) ≤ 2λ1 and the third inequality use η ≤ ∆

100λ2
1

. Using η ≤ ∆
100λ2

1
and

σ2
1(Xt) ≤ 2λ1, we have

|rest| ≤
∑
j≤k

σ1(uk,tK
⊤
k,t) ≤ r(1− η∆/6)t−tinit

for all t ≥ tinit. Substituting this into (37), we obtain

|pk,t+1| ≤ |pk,t| · (1− η∆/2) + r(1− η∆/6)t−tinit

≤ |pk,t| · (1− η∆/8) + r(1− η∆/6)t−tinit .

This implies that for all t ≥ tinit,

Qt+1 ≤ Qt +
r

1− η∆/8

(
1− η∆/6

1− η∆/8

)t−tinit

,

where

Qt =
|pk,t|

(1− η∆/8)t−tinit
.

By induction, for all t ≥ tinit, we have

Qt ≤ Qtinit +
r

1− η∆/8

t−1−tinit∑
i=0

(
1− η∆/6

1− η∆/8

)i

≤ |pk,tinit |+
24r

η∆

≤ 2λ1 +
24r

η∆
.

Hence, for all t ≥ tinit, we have

|pk,t| ≤ (2λ1 +
24r

η∆
) · (1− η∆/8)t−tinit ,

which concludes the proof.



D.4.2 Technical calculations

The following lemmas provide calculations related to an SNR argument, where the SNR refers to the ratio

σ2
1(uk,t)

σ1(uk,tK⊤
k,t)

.

Recall that uk,t is the k-th row of Xt and Kk,t represents the (k + 1)-to-d-th rows of Xt. Moreover, we recall that

Πuk,t = u⊤
k,t(uk,tu

⊤
k,t)

−1uk,t

is the projection matrix associated with uk,t. Gk,t collects the first k rows of Xt.

Lemma 24 provides a lower bound on σ2
1(uk,t+1) in terms of the preceding iteration.

Lemma 24 For any k and t ≥ 0, we have

σ2
1(uk,t+1) ≥ (1 + 2ηλk − 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t)) · σ2

1(uk,t)− 2ησ2
1(uk,tG

⊤
k−1,t).

Proof Substituting (24) into σ2
1(uk,t+1) gives that

σ2
1(uk,t+1) = uk,t+1u

⊤
k,t+1

= uk,t(Ir + ηλkIr − ηX⊤
t Xt)

2u⊤
k,t

= uk,t(Ir + 2ηλkIr − 2ηX⊤
t Xt)u

⊤
k,t + η2Rk,t

= uk,t(Ir + 2ηλkIr − 2ησ2
1(uk,t)Ir − 2ησ2

1(Kk,tΠuk,t)Ir − 2ηG⊤
k−1,tGk−1,t)u

⊤
k,t

+ 2ηR′
k,t + η2Rk,t,

where Rk,t and R′
k,t are non-negative real numbers given by

Rk,t = uk,t(λkIr −X⊤
t Xt)

2u⊤
k,t,

R′
k,t = uk,t(σ

2
1(Kk,tΠuk,t)Ir −Πuk,tK

⊤
k,tKk,tΠuk,t)u

⊤
k,t.

It then follows that

σ2
1(uk,t+1) ≥ (1 + 2ηλk − 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t)) · σ2

1(uk,t)− 2ησ2
1(uk,tG

⊤
k−1,t),

which concludes the proof.

Lemma 25 provides an upper bound on σ1(uk,t+1K
⊤
k,t+1) in terms of the preceding iteration.

Lemma 25 Suppose η ≤ 1
12λ1

and σ2
1(Xt) ≤ 2λ1. For any k ≤ r, if σ2

1(uk,t) > 0, then we have

σ1(uk,t+1K
⊤
k,t+1)

≤
(
1 + ηλk + ηλk+1 − 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t) + 25η2λ2

1

)
· σ1(uk,tK

⊤
k,t)

+ 3ησ1(uk,tG
⊤
k−1,t)σ1(Kk,tG

⊤
k−1,t).

Proof Substituting (24) and (25) into uk,t+1K
⊤
k,t+1 gives that

uk,t+1K
⊤
k,t+1 = uk,tK

⊤
k,t + ηλkuk,tK

⊤
k,t + ηuk,tK

⊤
k,tΓk − 2ηuk,tX

⊤
t XtK

⊤
k,t + η2E,

= B +C − 2ηD + η2E,

where

B = uk,tK
⊤
k,t

(
1

2
Id−k − 2ηKk,tΠuk,t

K⊤
k,t

)
C = uk,tK

⊤
k,t

(
1

2
Id−k + ηλkId−k − 2ησ2

1(uk,t)Id−k + ηΓk − 2ηKk,t(Ir −Πuk,t)K
⊤
k,t

)
,

D = uk,tG
⊤
k−1,tGk−1,tK

⊤
k,t,

E = λkuk,tK
⊤
k,tΓk − uk,tX

⊤
t XtK

⊤
t Γk − λkuk,tX

⊤
t XtK

⊤
k,t + uk,t(X

⊤
t Xt)

2K⊤
k,t.



By the singular value inequality,

σ1(uk,t+1K
⊤
k,t+1) ≤ σ1(B) + σ1(C) + 2ησ1(D) + η2σ1(E).

For the first term B, observe that

(uk,tu
⊤
k,t)

−1/2B = (uk,tu
⊤
k,t)

−1/2uk,tK
⊤
k,t

(
1

2
Id−k −Kk,tΠuk,tK

⊤
k,t

)
=
(
1/2− σ2

1((uk,tu
⊤
k,t)

−1/2uk,tK
⊤
k,t

)
· (uk,tu

⊤
k,t)

−1/2uk,tK
⊤
k,t

=
(
1/2− σ2

1(Kk,tΠuk,t)
)
· (uk,tu

⊤
k,t)

−1/2uk,tK
⊤
k,t.

where we use the equality σ1(Kk,tΠuk,t) = σ1((uk,tu
⊤
k,t)

−1/2uk,tK
⊤
k,t). Thus,

σ1(B) = (1/2− σ2
1(Kk,tΠuk,t)) · σ1(uk,tK

⊤
k,t).

For the second term C, by the singular value inequality,

σ1(C)

≤ σ1

(
1

2
Id−k + ηλkId−k − 2ησ2

1(uk,t)Id−r + ηΓk − 2ηKk,t(Ir −Πuk,t)K
⊤
k,t

)
· σ1(uk,tK

⊤
k,t)

≤ (1/2 + ηλk − 2ησ2
1(uk,t) + ηλk+1) · σ1(uk,tK

⊤
k,t).

For the third term D, σ1(D) ≤ σ1(uk,tG
⊤
k−1,t)σ1(Kk,tG

⊤
k−1,t). For the fourth term E, since σ2

1(Xt) ≤ 2λ1, we have

σ1(E) ≤ 25λ2
1σ1(uk,tKk,t) + 8λ1σ1(uk,tG

⊤
k−1,t)σ1(Kk,tG

⊤
k−1,t).

Combining, we prove the lemma.

Lemma 26 provides an upper bound on a specific ratio, which is used in the proof of Lemma 22. It serves as a new variant of
the SNR argument.

Lemma 26 Suppose η ≤ ∆
100λ2

1
, σ2

1(Xt) ≤ 2λ1, and λk+1 ≤ λk −∆. Let

ratio :=
1 + ηλk + ηλk+1 − 2ησ2

1(uk,t)− 2ησ2
1(Kk,tΠuk,t) + 25η2λ2

1

1 + 2ηλk − η∆/4− 2ησ2
1(uk,t)− 2ησ2

1(Kk,tΠuk,t)
.

Then ratio ≤ 1− η∆/6.

Proof Since η ≤ ∆
100λ2

1
and λk+1 < λk −∆, we have

ratio ≤ 1− η∆/4 + s0
1 + η∆/4 + s0

,

where

s0 = 2ηλk − η∆/2− 2ησ2
1(uk,t)− 2ησ2

1(Kk,tΠk,t) ∈ [−1/2, 1/2].

Since the function g9(s) =
1−η∆/4+s
1+η∆/4+s is increasing on [−1/2, 1/2], we have

ratio ≤ 1− η∆/4 + 1/2

1 + η∆/4 + 1/2
≤ 1− η∆/6,

which concludes the proof.



E ADDITIONAL EXPERIMENTS

In this section provide additional experiments to support and illustrate our theoretical results.

E.1 RANK-TWO MATRIX APPROXIMATION

Our first extended experiment examines rank-two matrix approximation with varying dimension d and initial magnitude ϖ.
Specifically, we will choose d from the set {1000, 2000, 4000} and choose ϖ from the set {0.001, 0.5, 2}. For each d, we
set Σ = diag(a, e), where a ∈ Rr is a decreasing arithmetic sequence starting from 1 to 0.5 and e ∈ Rd−r is an arithmetic
sequence transitioning from 0.3 to zero. Let X0 = ϖN0 with the entries of N0 independently drawn from N (0, 1

d ). We
compute the GD sequence Xt with a step size of 0.1 and evaluate the errors ∥Σr −XtX

⊤
t ∥F, where Σr = diag(a,0) is

the best rank-r approximation to Σ. The error curves of GD for different settings are displayed in Figure 2.

Figure 2 demonstrate that all the error curves exhibit the similar behaviors. The only differences lie on the first stage.

• When we use a small ϖ = 0.001, the error does not rapidly change at the beginning. This is because ∥Xt∥F is close to
zero and the error ∥Σr −XtXt∥F is approximately ∥Σr∥F. This period of time corresponds to the second property of
Theorem 6.

• When we use ϖ = 2, we find the error first drops rapidly from a large value to ∥Σr∥. This corresponds to the Lemma 8
and the first property in Theorem 5.

• When we use ϖ = 0.5, the first stage nearly disappears. This means that Tu1 in Theorem 5 is small, especially
compared with the case where ϖ = 0.001.

In addition, we want to mention that if we use ϖ = 10 to initialize the algorithm and keep other settings unchanged, then
the GD sequence will diverge. This serves as a supplementary to the above experimental results.

E.2 GENERAL RANK MATRIX APPROXIMATION

Our second experiment examines general rank matrix approximation, where we fix dimension d = 1000 and vary the rank r
across {2, 6, 10}. In addition, for each setting, we examine different initial magnitudes ϖ ∈ {0.001, 0.5, 2}. Our setting for
Σ is the same as before, that is, Σ = diag(a, e) with a ∈ Rr and ed−r being two arithmetic sequences. We initialize GD
using x0 = ϖN0 and we compute the GD sequence and the errors ∥Σr −XtXt∥F. The results are displayed in Figure 3.

As the results demonstrate, the effects of ϖ is similar to the one in Section E.1. Moreover, we observe another interesting
phenomenon that may need additional explanations. Figure 3 shows that the error curve for larger rank r is smoother than
the one for smaller rank r. Our explanation is that for larger rank r, the differences between successive eigenvalues are
smaller. Thus, it is harder to distinguish the associated eigenvectors, and all the eigenvectors may be learned together. As a
result, the error curve remains decreasing along the iterations.
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Figure 2: Error curves of GD, measured by ∥Σr −XtX
⊤
t ∥F, for rank-two matrix approximation. The columns represent

different initial magnitudes ϖ = 0.001, 0.5, 2. The rows represent different dimensions d = 1000, 2000, 4000.
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Figure 3: Error curves of GD, measured by ∥Σr −XtX
⊤
t ∥F, for general rank matrix approximation. The dimension d is

set as 1000. Different rows represent different rank r. Different columns represent different initial magnitudes ϖ.
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