
Quantifying Generalizations: Exploring the Divide Between Human and
LLMs’ Sensitivity to Quantification

Anonymous ACL submission

Abstract

Generics are expressions used to communicate001
abstractions about categories. While conveying002
general truths (e.g., Birds fly), generics have the003
interesting property to admit exceptions (e.g.,004
penguins do not fly). Statements of this type005
help us organizing our knowledge of the world,006
and form the basis of how we express it (Hamp-007
ton, 2012; Leslie, 2014).008

This study investigates how Large Language009
Models (LLMs) interpret generics, drawing010
upon psycholinguistic experimental method-011
ologies. Understanding how LLMs interpret012
generic statements serves not only as a mea-013
sure of their ability to abstract but also arguably014
plays a role in their encoding of stereotypes.015
Given that generics interpretation necessitates016
a comparison with explicitly quantified sen-017
tences, we explored i.) whether LLMs can018
correctly associate a quantifier with the generic019
structure, and ii.) whether the presence of a020
generic sentence as context influences the out-021
comes of quantifiers. We evaluated LLMs us-022
ing both Surprisal distributions and prompting023
techniques. The findings indicate that mod-024
els do not exhibit a strong sensitivity to quan-025
tification. Nevertheless, they seem to encode026
a meaning linked with the generic structure,027
which leads them to adjust their answers ac-028
cordingly when a generalization is provided as029
context.030

1 Introduction031

Generic generalizations, or simply generics, are032

statements such as Birds fly , Dogs are mammals033

or Clocks are round, that convey information about034

categories. They are a powerful way through which035

language allows us to communicate and learn ab-036

stract knowledge that extends beyond present con-037

text and direct experience. We use generic sen-038

tences to express our knowledge about the world,039

including stereotypes or prejudices (e.g., Men are040

better at math than women). Generics are funda-041

mental to human cognition because they help us042

conceptualize the properties we associate with dif-043

ferent categories, organizing our experience of the 044

world (Chatzigoga, 2019). 045

The most notable feature of generics is that they 046

allow for exceptions (Krifka et al., 1995). For ex- 047

ample, Birds fly is considered true by speakers 048

even if there are birds that cannot fly (e.g., pen- 049

guins): in this case, therefore, the corresponding 050

universal statement (All birds fly) is false. Differ- 051

ent generalizations tolerate exceptions to varying 052

degrees, according to their different semantic con- 053

tent: Dogs are mammals requires for its truth that 054

all dogs be mammals; Ducks lay eggs is judged 055

true even if only mature female ducks lay eggs, 056

while Mosquitoes carry malaria refers to an even 057

smaller minority (about 1 percent of mosquitoes 058

carry malaria). There are generics that might be 059

better paraphrased with all, others with most, and 060

others with some; however, unlike quantified state- 061

ments, they do not explicitly convey information 062

about how many category members possess the 063

predicated property. 064

Given this property, the meaning of generics 065

can be considered “underspecified”: humans’ cor- 066

rect interpretation is derived through world knowl- 067

edge and pragmatic abilities (Tessler and Goodman, 068

2019). The main questions that cognitive and psy- 069

cholinguistic studies conducted on generics seek to 070

answer are whether generics are a default mecha- 071

nism, whether there exists a generic bias, and what 072

is the relationship between genericity and preva- 073

lence, i.e., to what proportion of category mem- 074

bers the property predicted by the generic applies 075

(Cimpian et al., 2010; Leslie et al., 2011; Khemlani 076

et al., 2012; Prasada et al., 2013, among others). 077

These studies investigate the nature of generaliza- 078

tions by contrasting generic and overtly quantified 079

sentences (Chatzigoga, 2019); in this sense, quanti- 080

fiers are used to make explicit the underspecified 081

meaning of generics. 082

The present paper investigates the interpreta- 083

tion of generalizations in different Large Language 084

Models (LLMs). Since psycholinguistics experi- 085

ments conducted on humans involve the compari- 086
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son with quantified expressions, we also used quan-087

tifiers as a means of unraveling generics compre-088

hension to directly compare humans’ and models’089

interpretations.090

We aim to explore the capability of LLMs to091

interpret generalizations that differ in semantic con-092

tent as humans do. As we mentioned, this ability in093

people is closely related to world knowledge, which094

allows us to interpret ‘underspecified’ and implic-095

itly quantified sentences by making use of our prior096

information. For this reason, investigating what is097

encoded in models with regard to generic form and098

its relation to quantification is crucial to compre-099

hend whether they effectively understand the level100

of inclusiveness of a conceptual category, based101

on the context in which it is used, and whether102

they can leverage the power of quantifiers to repli-103

cate human-like distinctions, thereby enhancing104

their capacity to comprehend and interpret natu-105

ral language accurately. The capability of LLMs106

to interpret generic sentences is not only an in-107

dex of their capacity for abstraction but is also108

arguably involved in their encoding of stereotypes,109

since generics are one of the most powerful ways110

through which language convey them (Beukeboom111

and Burgers, 2019).112

In what follows, we present two experiments that113

try to answer our research questions (RQs):114

RQ1: Are LLMs capable of interpreting115

generic sentences according to their seman-116

tic content? Generalizations can have differ-117

ent implicit quantificational values depending118

on their semantic content. Humans are able119

to derive their correct meaning thanks to their120

world knowledge. In our first experiments (cf.121

4), we investigate if LLMs are able to do the122

same through two different methodologies.123

RQ2: Do LLMs have a linguistic default124

interpretation associated with the generic125

form? People seem to have a default inter-126

pretation associated with the form of generics127

(Cimpian et al., 2010). In our second experi-128

ment (cf. 5), we conduct an exploratory anal-129

ysis of how models interpret generalizations130

aside from their content, i.e., whether they131

seem to have encoded linguistic knowledge132

associated with the generic form.133

2 Related works134

Most of the NLP literature dealing with generic-135

ity in language has focused on the building of re-136

sources geared towards distinguishing generic ex- 137

pressions that refer to whole categories from their 138

non-generic counterparts that refer to specific ex- 139

emplars (Reiter and Frank, 2010; Friedrich et al., 140

2015; Govindarajan et al., 2019, among others) 141

More recently, the usefulness of generic sentences 142

as a resource to retrieve common sense knowledge, 143

exploitable to boost performance in various NLP 144

applications, has been proposed and demonstrated 145

by (Bhakthavatsalam et al., 2020; Nguyen et al., 146

2023). 147

However, to the best of our knowledge, there are 148

no studies investigating the interpretation of gen- 149

eralizations by LLMs, except for the recent works 150

by Ralethe and Buys (2022), which addresses the 151

generic overgeneralization effect, and Collacciani 152

and Rambelli (2023), which investigates generics 153

interpretation, building on psycholinguistic experi- 154

mental designs. Both works, however, only focus 155

on Masked Language Models such as BERT and 156

RoBERTa. 157

We will use quantifiers to investigate generics 158

comprehension, placing them at the beginning of 159

bare generic sentences to explicitly specify their 160

quantificational value. The only studies that have 161

evaluated model predictions following quantifiers 162

are Kalouli et al. (2022), which focus on logi- 163

cal quantifiers such as all, every, and some, and 164

Michaelov and Bergen (2023) and Gupta (2023), 165

which focus on few and most-type quantifier; the 166

other few works involving quantifiers focus on pre- 167

dicting the quantifier itself (Pezzelle et al., 2018; 168

Talmor et al., 2020). The present work will contrast 169

LLMs’ predictions on generic sentences and sen- 170

tences quantified by no, few, some, most, and all, 171

investigating which quantifiers seem to best approx- 172

imate the meaning of the generic form. Therefore, 173

our work aims not only to understand LLMs’ gener- 174

ics interpretation but also to contribute to the explo- 175

ration of LLMs’ knowledge of quantifiers, adding 176

the systematic comparison with generic sentences 177

as a novel element. 178

3 Materials and Methods 179

Dataset For this study, we created a dataset in 180

which each generic sentence is paired with the 181

correct quantifier, i.e., the quantifier that humans 182

would prefer to make explicit the implicit quantifi- 183

cation value of the generic sentence. From now on, 184

we will refer to this quantifier as Human Quantifier, 185

while we will use the label LLM Quantifier to indi- 186
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cate each quantifier when paired with the sentences187

for the LLMs evaluation.188

To assemble our dataset, we employed sen-189

tences from different existing resources. In the190

first place, we looked at the Herbelot and Vecchi191

(2016) dataset, consisting of concept-feature pairs192

from McRae et al. (2005), such as airplane has-193

engines or ant is-black, labeled by native speakers194

through quantifiers. For each pair in the norms,195

annotators were asked to provide a label express-196

ing how many members of the category possess197

the property in question, choosing among the nat-198

ural language quantifiers no, few, some, most, all.199

We selected only those pairs on which all three200

annotators agreed on the same quantifier. From201

this dataset, we sampled 500 sentences annotated202

with some and all, plus 97 sentences annotated with203

most. Sentences annotated by humans with some,204

most, and all are those that can be considered as205

true generalizations, in their generic form. How-206

ever, in order to better understand whether they are207

correctly interpreted by LLMs, we decided to add208

to the dataset also sentences quantifiable with few209

and no, that are characterized by implausible or im-210

possible category-property pairs. In this case, the211

effect of the quantifier is to reverse the truth value212

of the sentence (from implausible to plausible and213

from impossible to possible): because of this fea-214

ture, these sentences will be useful as a touchstone215

to evaluate the others.216

First, we included a sample of 500 concept-217

property pairs extracted from the COMPS dataset218

(Misra et al., 2023). We selected 500 cases in which219

negative-sample-type is equal to random (i.e.,220

for which the similarity between the acceptable221

and unacceptable concept for a certain property222

is equal to 0), and used the unacceptable concept223

to form our sentences. In these cases, the Human224

Quantifier would always be no because the pred-225

icated property is unacceptable, as in Unicycles226

clean dishes. Additionally, we selected 240 stimuli227

originally constructed by Urbach and Kutas (2010)228

for a psycholinguistic task and recently used by229

Michaelov and Bergen (2023) and Gupta (2023) for230

LLMs evaluation. These stimuli consist of 120 typ-231

ical subject-verb pairs (called “backbone phrases")232

completed by both a typical and an atypical ob-233

ject, as in postmen carry mail vs. postmen carry234

oil. In the original psycholinguistic experiment of235

Urbach and Kutas (2010), these sentences were236

alternatively modified by most-type and few-type237

quantifiers in order to collect offline plausibility238

Human
Quantifier

Generic
sentences Examples

NO 500 Unicycles clean dishes.
FEW 120 Smugglers transport umbrellas.
SOME 500 Oranges are used for juice.
MOST 217 Clocks are round.
ALL 500 Whales are mammals.
Total 1837

Table 1: Structure of our dataset.

ratings and record brain activity (using EEG) for 239

the different conditions. Following the plausibil- 240

ity ratings of the original experiment, we included 241

these stimuli by annotating sentences with a typical 242

object with most quantifier, while sentences with 243

an atypical object are annotated with few. 244

Our final dataset consists of 1,837 sentences. 245

Even if the dataset is not completely balanced, we 246

believe that the stimuli should be sufficient to ob- 247

serve tendencies in intra- and inter-conditions. Ta- 248

ble 1 shows the structure of our dataset, along with 249

some examples. 250

Models We conducted our experiments on BERT- 251

large-uncased (Devlin et al., 2019), a bi-directional 252

masked language model, GPT2-xl (Radford et al., 253

2019), and 2 open-source pre-trained generative 254

LLMs and their instruction-tuned variants: Llama- 255

2 (Touvron et al., 2023) and Mistral (Jiang et al., 256

2023) with 7 billion parameters.1 257

4 Are LLMs Capable to Interpret 258

Generic Sentences According to their 259

Semantic Content? 260

4.1 Surprisal 261

In our first experiment, we measure the Surprisal 262

of each of the sentences in our dataset modified 263

by each of the five quantifiers considered (no, few, 264

some, most, all). We use the Surprisal of the overall 265

sentence (Ss), defined as the sum of the Surprisals 266

of each token (St) normalized by the length of the 267

sentence: 268

Ss =

∑T
t∈S St

count(t)
(1) 269

where St is the negative log-probability of the oc- 270

currence of a token given its context. The Surprisal 271

scores were extracted using the Minicons library, v. 272

0.2.33 (Misra, 2022). The underlying idea is that if 273

LLMs correctly take the meaning of the different 274

1We only focus on open LLMs for reproducibility reasons
and because we are interested in comparing the base and the
instruct version of the very same models.
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quantifiers into account in their decision process,275

for each sentence, the Surprisal would be lower in276

the condition modified by the corresponding Hu-277

man Quantifier than in the others. Let us consider278

the examples in Table 1: a LLM is considered ac-279

curate if280

1. (a) Ss (No unicycles clean dishes) < Ss281

(Few/Some/Most/All unicycles clean282

dishes.)283

(b) Ss (Few smugglers transport umbrel-284

las.) < Ss (No/Some/Most/All smugglers285

transport umbrellas.)286

and so on. In addition to the five quantified condi-287

tions, we also extracted the Surprisal of the bare288

generic sentence, without quantifier. In the case of289

the generic condition, we expect it to have i) higher290

Surprisal than the sentences preceded by no and few291

for the sentences for which the Human Quantifier292

is no and few, whilst ii) having an approximately293

equivalent Surprisal score to the sentence preceded294

by all, some, and most. Sentences annotated with295

no and few quantifiers are semantically impossible296

or implausible sentences and, therefore, should be297

‘surprising’ unless they are preceded by the respec-298

tive Human Quantifier, which reverses the truth299

value of the sentences:300

2. (a) Ss (Unicycles clean dishes) > Ss (No301

unicycles clean dishes.)302

(b) Ss (Smugglers transport umbrellas) > Ss303

(Few smugglers transport umbrellas)304

In contrast, sentences annotated with some, most,305

and all refer to semantically plausible events. The306

generic versions of these sentences are implicitly307

quantified, that is, semantically equivalent to the308

respective quantified sentence. Consequently, there309

should be no difference in the Surprisal scores be-310

tween the bare generic and the quantified versions:311

3. (a) Ss (Oranges are used for juice) ≃ Ss312

(Some oranges are used for juice)313

(b) Ss (Clocks are round) ≃ Ss (Most clocks314

are round)315

(c) Ss (Whales are mammals) ≃ Ss (All316

whales are mammals)317

Results Following the above assumptions, we318

computed the accuracy of each model separately319

for each Human Quantifier class, reported in Fig-320

ure 1. On the left (Accuracy QUANT), we report321

accuracy values computed following (1): a model322

Figure 1: Heatmaps of Accuracy values per Human
Quantifier on Surprisals, for each LLM.

is correct if the sentence with the lowest Surprisal 323

is the one with the same quantifier of the specific 324

Human Quantifier class. As the plot reveals, the 325

highest accuracy is obtained for the Human Quan- 326

tifier all (especially for GPT2 and Mistral models), 327

followed by the Human Quantifier some. 328

On the right (Accuracy GEN), we compare 329

the Surprisal of a generic sentence (without 330

quantifier) with its version modified by the specific 331

Human Quantifier: an LLM is considered accurate 332

if it fulfills the conditions in (2) and (3). For 333

some, most, and all classes, we considered as 334

approximately equal a Surprisal of ± 1 std2. 335

Similarly, we observe that accuracy scores are 336

higher for some and all classes, but, in this case, 337

we obtain high accuracy even for the class most. 338

On the contrary, the scores are low for no and few 339

classes. 340

341

To inspect the behavior of LLMs in more 342

detail, we examined the distributions of the Sur- 343

prisal values inside each Human Quantifier class. 344

Figure 2 reports the distributions for GPT2-xl and 345

Mistral, as the other LLMs analyzed (BERT-large 346

and Llama) show the same trends (all boxplots 347

are in Appendix A). For each Human quantifier 348

(x-axis), a boxplot represents the Surprisals of 349

a sentence with a specific quantifier (e.g., “No 350

unicycles clean dishes” vs. “All unicycles clean 351

dishes”).We can observe two main trends: by look- 352

ing at the average mean of each Human Quantifier 353

group, we notice that the no and few classes tend to 354

have higher Surprisals in general, regardless of the 355

LLM Quantifier condition. We can hypothesize 356

that this happens because these sentences contain 357

words that do not usually co-occur with each 358

other precisely because they are meant to identify 359

properties that are impossible or implausible for 360

2For each LLM, we used the standard deviation of its
Surprisals on the entire dataset.
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Figure 2: Sentence surprisal distributions per Human Quantifier and LLM Quantifier, for GPT2-xl and Mistral.

the categories in question (Kauf et al., 2023).361

However, the overall meaning of these sentences362

should become less surprising when introduced363

by the appropriate Human Quantifier (no or few),364

since it has the effect of reversing the truth value365

of the sentence, as illustrated in (2).366

Nevertheless, the presence of the quantifier does367

not model the Surprisal scores as theoretically ex-368

pected. Looking inside each LLM Quantifier group,369

we notice that the Surprisal distribution is the same370

across the five groups, and we do not see the rever-371

sal of the ratios among the distributions that should372

occur if the quantifier meaning was properly taken373

into account. In other words, if the quantifiers’374

meaning were correctly taken into consideration,375

the sentences with the lowest score should be the376

ones with the same quantifier of the target class (cf.377

(1)). Conversely, the average surprisal of generic378

sentences (GEN) should be similar to the Surprisal379

of sentences quantified with some, most and all in380

their respective classes (cf. (3)), while they should381

be higher than no and few in their respective classes382

(cf. (2)).383

However, sentences quantified with some, most384

and all tend to have lower Surprisals in all five con-385

ditions across all LLMs (with the partial exception386

of Llama, in which the subgroups are roughly all at387

the same level). This inspection can help us inter-388

pret the accuracy values: the fact that the models389

perform better on the some, most and all classes390

seems to be due to a general preference for these391

quantifiers over the others in all cases, rather than392

a real grasp of the meaning of the quantifiers, also393

with respect to the generic sentences.394

What we just observed leads us to point out that395

the recent results reported by Gupta (2023) on quan-396

tifiers comprehension in LLMs may be misleading.397

In their experimental paradigm, the accuracy of398

Surprisal is calculated on sets of minimal pairs, 399

such as S (Most postmen carry mail) < S (Few post- 400

men carry mail) and S (Most postmen carry oil) 401

> S (Few postmen carry oil). In this task, the two 402

complementary conditions are satisfied by the two 403

opposite outcomes. The accuracy values they re- 404

port are consistently around 0.5, which means the 405

model satisfies the conditions in about half of the 406

cases. In light of our results, this outcome seems 407

to be due to a general agnostic preference of LLMs 408

for a quantifier on the other: most has a tendency to 409

always have a lower Surprisal than few, regardless 410

of what would be the correct Human Quantifier, 411

as well as the other quantifiers to maintain their 412

position in the reciprocal distribution. 413

Our results align with those of Michaelov and 414

Bergen (2023), as well as with previous studies on 415

the sensitivity of LLMs probability values to nega- 416

tion and logical quantifiers (Ettinger, 2020; Kass- 417

ner and Schütze, 2019; Kalouli et al., 2022). In the 418

next section, we will discuss a possible explana- 419

tion for these outcomes and propose an alternative 420

method for investigating the LLMs’ interpretation 421

of generic sentences through quantifiers. 422

4.2 Prompting 423

From the analysis of Surprisals, it emerged that 424

LLMs are unable to correctly interpret generic sen- 425

tences through quantifiers with respect to their se- 426

mantic content (i.e., their Human Quantifier). How- 427

ever, we want to point out that the Surprisals, as 428

well as the probability values produced by LLMs, 429

are an index of the LLM’s ‘online’ decision-making 430

process: in this sense, they are somewhat compara- 431

ble to human brain activity in response to linguistic 432

stimuli, and they have indeed been used in works 433

comparing them to brain responses such as the 434

N400 amplitude (Ettinger, 2020; Michaelov and 435
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Figure 3: Percentages of occurrence for each options (LLM Quantifier) per Human Quantifier class in the LLMs
responses when prompted. For each LLM, we show the responses to both QUANT and QUANT+GEN prompting.

Bergen, 2023; Gupta, 2023).436

It is interesting to note that there is experimen-437

tal evidence in psycholinguistic works that shows438

that the manipulation of both no-some-all (Fischler439

et al., 1984; Kounios and Holcomb, 1992), and440

few-most (Urbach and Kutas, 2010), which leads441

to a reversal of the truth values of the modified442

sentences3, while well taken into account in offline443

plausibility judgments, does not similarly reverse444

the N400 amplitudes in incremental sentence com-445

prehension. This is considered by Urbach and Ku-446

tas (2010) as a dissociation between the patterns of447

quantifier and typicality effects for the offline and448

online measures. Given these considerations, the449

LLMs’ online processing (measured through Sur-450

prisal), which reveals low sensitivity to quantifiers451

but good sensitivity to typicality (as shown in the452

previous paragraph and similar to Michaelov and453

Bergen (2023)) is not that dissimilar to that of hu-454

mans. In other words, both humans and LLMs, in455

online processing, are more sensitive to the plausi-456

bility of the predicated property on a given category457

(i.e., the fact that Postmen carry mail is more plau-458

sible than Postmen carry oil), rather than to the459

presence of the correct quantifier.460

Therefore, we decided to test our dataset through461

another methodology that is possibly more com-462

parable to offline plausibility judgments (as are463

the Human Quantifier classes annotation on our464

dataset): metalinguistic prompting. For this task,465

we tested the instruction-tuned variants of Llama-2466

and Mistral, using the same hyperparameters4. We467

used two different versions of prompting strategies,468

both in zero-shot settings, since we are interested469

3E.g., from the cited studies: [All/some/no] gems are ru-
bies. - [All/some/no] rubies are gems.; [Most/Few] farmers
grow [crops/worms.]

4Temperature=0, do_sample=False, top-k=10,
max-tokens=50, frequency and presence penalty=0.

in eliciting the knowledge already encoded in each 470

model (examples of each prompt are reported in 471

Appendix B). In the first condition, models were 472

asked to choose the most truthful sentence from 473

the list of its quantified versions for each of the 474

sentences in our dataset. In the second condition, 475

the only difference is that the generic form of the 476

sentence is also presented among the options; we 477

will call the first version QUANT and the second 478

QUANT+GEN. 479

Results Figure 3 reports the percentages in which 480

each different option (LLM Quantifier condition) 481

occurs in the LLMs responses per Human Quan- 482

tifier class, in both QUANT and QUANT+GEN 483

prompting versions. Both language models show 484

the same trends. When they are given only the 485

quantified sentences as options (QUANT prompt- 486

ing), they take a ‘conservative’ stance, overextend- 487

ing the existential quantifier some over all classes. 488

Interestingly, we can observe a trend for which 489

from the Human Quantifier class no to all there is 490

a progressive extension of the quantifiers most and 491

all, and a simultaneous reduction of no and few in 492

the responses. When the generic form is also pro- 493

vided among the options (QUANT+GEN prompt- 494

ing), this is often preferred, especially by Mistral. 495

Even in this case, we can observe a progression 496

in the extension of the generic form from left to 497

right. This progressive trend seems to suggest that 498

the instruction-tuned models are able to partially 499

discriminate between different classes on the basis 500

of their semantic content and have encoded some 501

kind of meaning associated with quantifiers and the 502

generic form, although not particularly refined. 503

However, the accuracy (Table 2) remains over- 504

all not satisfying. In this case, the accuracy val- 505

ues were computed considering the model accurate 506
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if its choice matched with the Human Quantifier507

class; furthermore, in the QUANT+GEN version,508

the choice of the generic form was considered accu-509

rate if the Human Quantifier class was some, most510

or all, given that these are the cases for which the511

generic expression is acceptable (cf. (3)). As in512

the previous experiment, the accuracy is not good513

on all classes consistently, but only on which there514

is a strong general preference, i.e., when there is515

overextension (e.g., some).516

Llama Mistral

Human Quantifier QUANT QUANT+GEN QUANT QUANT+GEN

no .278 .082 .690 .124
few .092 .125 .000 .008
some .746 .498 .818 .384
most .198 .097 .000 .009
all .000 .076 .158 .080

Table 2: Prompting Accuracy per Human Quantifier
class on QUANT and QUANT+GEN versions.

5 Do LLMs Have a Linguistic Default517

Interpretation of the Generic Form?518

Our second study is more exploratory and aims519

to investigate the relationship between generaliza-520

tions and quantification from a more formal point521

of view. We draw inspiration from the work of522

Cimpian et al. (2010), who found that people, when523

presented with a generic sentence about a novel524

category (Morseths have silver fur.) and asked to525

estimate how many members of the category pos-526

sess the characteristic predicated by the generic,527

tend to assign very high percentages (on average,528

very close to 100 percent). From that, we can in-529

fer that people have a default interpretation of the530

generic form: if informed about a made-up cate-531

gory, that lacks associations to properties in their532

minds, through a generic form, humans tend to533

Figure 4: Percentages of occurrence for each option
(LLM Quantifier) per Human Quantifier in the LLMs
responses when prompted on the entailment condition.

extend by default the predicated property on all 534

members of the category. Since models do not 535

seem to encode the world knowledge necessary to 536

interpret generics on account of their semantic con- 537

tent as humans, we decided to test them on a similar 538

paradigm. Our aim is to comprehend whether and 539

how LLMs encode a default interpretation associ- 540

ated with a generic form. 541

As in Section 4.2, we used prompting to test the 542

instruction-tuned variants of Llama-2 and Mistral, 543

using the same parameter configurations presented 544

in the previous experiment. Our prompting strategy 545

for this task is inspired by the experimental design 546

of (Cimpian et al., 2010); an example is shown 547

in B. This prompting strategy is analogous to the 548

QUANT condition used in the previous section, 549

since the options are exactly the same; the only 550

difference is that, in this case, the generic sentence 551

is given as a premise in an entailment condition 552

(e.g., Birds fly, therefore...), with the aim of explor- 553

ing whether this leads the models to reshape their 554

response accordingly. 555

Results Figure 4 reports the percentages in which 556

each different option (LLM Quantifier condition) 557

occurs in the LLMs responses per Human Quanti- 558

fier class in the entailment condition. If we com- 559

pare them with the results in Figure 3, for the 560

QUANT condition - in which the options were 561

exactly the same, we can observe that in Llama 562

there is a strong reduction of no and few and a large 563

overextension of the quantifier most, as well as the 564

emergence of all on the last classes; in Mistral, no 565

and few have practically disappeared and, although 566

there is still an overextension of some, there is a 567

strong increase of most and all. Overall, the generic 568

sentence provided as a premise seems to lead both 569

models to skew toward “strong" positive quantifiers 570

(most and all), to the expense of negative ones. 571

6 General Discussion 572

This paper offers both quantitative and qualitative 573

insights into how LLMs interpret generics, employ- 574

ing experimental designs that utilized quantified 575

expressions to probe the comprehension of generic 576

statements. Our two experiments were conceived 577

to evaluate two related but separate abilities: first, 578

the models’ capacity to accurately recognize the 579

common knowledge implied in generic statements 580

(i.e., they can generalize a property to the right level 581

of inclusiveness of categories); secondly, their abil- 582

ity to comprehend generalizations irrespective of 583
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their content, specifically, whether they incorpo-584

rate any linguistic cues linked to the generic form.585

To the best of our knowledge, we are the first to586

perform this investigation with recent LLMs, in-587

cluding their instruction-tuned variant, and testing588

them with prompting methodologies.589

The experiment illustrated in 4 was designed590

to investigate whether LLMs are capable of591

interpreting generic sentences according to their592

semantic content through quantifiers (RQ1).593

We observed that Surprisals do not seem to be594

particularly sensitive to the effect of quantifiers on595

sentence meaning, thus preventing us from using596

them as an explicit marker of the interpretation of597

generic sentences that differ in semantic content.598

However, it is possible that this outcome is not due599

to a complete insensitivity of the models to the600

meaning of quantifiers as much as to the method601

employed. In fact, the measurement of Surprisals602

could be more akin to measurements of human603

online processing (such as recording of brain604

activity) rather than offline judgments (such as the605

annotations we have on our dataset). Interestingly,606

the Surprisal of the models with respect to the607

effect of quantification does indeed seem to follow608

a similar pattern to that emerging from comparable609

studies on human N400 potentials (Fischler et al.,610

1984; Kounios and Holcomb, 1992; Urbach and611

Kutas, 2010). Therefore, we investigated the612

behavior of the models through prompting, which613

mirrors offline human judgments. The analyzed614

outcomes suggest that the instruction-tuned models615

have encoded some kind of meaning associated616

with quantifiers and the generic form, although617

not particularly refined. LLMs judge the choice of618

most and all, as well as of the generic form over619

the others, as more suitable as the semantic content620

of the sentence goes from impossible/implausible621

category-property pairs (no/few classes) to plausi-622

ble category-property pairs (some/most classes), to623

necessary category-property pairs (all class).624

625

However, the comprehension of the mean-626

ing of generic and quantified sentences with627

respect to their semantic content does not seem628

to be particularly accurate. LLMs tend to take629

a very ‘conservative’ stance, preferring the630

intermediate quantifier some when given only631

quantified sentences as options, and the generic632

sentence itself (inherently vague) when this is633

added among the options5. This could be due to 634

the fact that explicit quantification is actually a 635

relatively rare phenomenon in naturally occurring 636

text, on which LLMs are exclusively trained, 637

while underspecified constructions like generic 638

sentences are much more frequent (Herbelot and 639

Copestake, 2011; Herbelot and Vecchi, 2016). 640

Moreover, the different quantifiers all appear in 641

the same syntactic positions and in superficially 642

very similar contexts; the choice of one or the 643

other is inextricably linked to our extralinguistic 644

knowledge of the categories and the properties 645

predicated on them, something LLMs do not 646

possess. 647

For this reason, we conducted a last study to ex- 648

plore the models’ interpretation of generalization 649

and quantification aside from the semantic con- 650

tent of the predications, i.e., whether they seem to 651

have encoded linguistic knowledge associated with 652

the generic form (RQ2). We found that, when a 653

generic sentence is provided as a premise in an en- 654

tailment condition, instruction-tuned models tend 655

to reshape the distributions of the different quanti- 656

fiers in their responses (cf. Figure 3 vs. Figure 4), 657

skewing their preferences toward “strong" positive 658

quantifiers (most and all). People behave similarly 659

(interpreting a property predicated by a generic 660

as applicable to virtually all members of the cate- 661

gory) when tested on novel categories, for which 662

they have no prior understanding. However, in a 663

real language setting humans undeniably modu- 664

late their interpretations of generalizations through 665

their knowledge of real categories. 666

In conclusion, this study observed that i) LLMs 667

seem not to have the world knowledge necessary 668

for the comprehension of the meaning of generic 669

and quantified sentences with respect to their se- 670

mantic content in a human-like way; ii) LLMs 671

overextend the truth of a generic sentence when this 672

is presented as an assumption, on most/all members 673

of real-world categories, regardless of the meaning 674

of the predication. This behavior could play a role 675

in their encoding of stereotypes, which could be a 676

potentially harmful bias. Overall, we believe that 677

further investigations are needed to clarify the in- 678

terpretation of generics in Language Models and, 679

more generally, the role that this phenomenon has 680

in their behavior. 681

5In this regard, it should be kept in mind that for our
experiments we used temperature=0, which makes models’
responses more focused and deterministic.
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Limitations682

Prompting strategies In this study, we assessed683

models under a conservative condition by employ-684

ing a low temperature. Future research could685

explore the responses of the same models under686

higher temperatures, investigating how enhancing687

the linguistic creativity of LLMs impacts their per-688

formance in the presented tasks.689

Another limitation pertains to the prompts uti-690

lized. We evaluated all LLMs using the query “Tell691

me which of the following is the most truthful sen-692

tence" on the first prompting task, and “What is the693

correct completion?" for the second one, in each694

case followed by a list of the options. While we ex-695

perimented with different prompts before choosing696

this format, we did not quantitatively investigate697

whether alternative queries could enhance the ac-698

curacy of the models, nor did we explore whether699

different examples within the prompt could yield700

different results.701

Study on English The current dataset and re-702

search are exclusively centered on English. Extend-703

ing the dataset to include other languages would704

be advantageous. However, we currently face a705

scarcity of resources for other languages annotated706

with comparable linguistic information.707

Ethics Statement708

The resources used to build our dataset (Herbe-709

lot and Vecchi, 2016; Misra et al., 2023; Urbach710

and Kutas, 2010) are publicly available. We re-711

lease the dataset used in the present experiments712

and the obtained results. For reasons of replicabil-713

ity, we chose to use only LLMs freely available714

through huggingface. Given a limited GPU, we715

relied on 7 billion parameter models and used quan-716

tization techniques to reduce memory and compu-717

tational costs, using bitsandbytes library. How-718

ever, the experiments presented require a consid-719

erable memory and computational cost, especially720

for the prompting tasks. In addition, there is still721

a significant ethical concern regarding Language722

Models (LLMs). These models have been demon-723

strated to produce inaccurate information, poten-724

tially generating offensive material when prompted725

with certain inputs. However, it appears that LLMs726

fine-tuned with specific instructions have under-727

gone training to mitigate the harmful nature of their728

responses. Nevertheless, some responses may still729

contain objectionable content. Any showcases of730

LLMs’ linguistic capabilities should not suggest 731

their safety or alignment with human preferences 732

and values. 733

References 734

Camiel J Beukeboom and Christian Burgers. 2019. How 735
stereotypes are shared through language: a review 736
and introduction of the aocial categories and stereo- 737
types communication (scsc) framework. Review of 738
Communication Research, 7:1–37. 739

Sumithra Bhakthavatsalam, Chloe Anastasiades, and 740
Peter Clark. 2020. Genericskb: A knowl- 741
edge base of generic statements. arXiv preprint 742
arXiv:2005.00660. 743

Dimitra Lazaridou Chatzigoga. 2019. Genericity. In 744
The Oxford Handbook of Experimental Semantics 745
and Pragmatics, pages 156–177. Oxford University 746
Press. 747

Andrei Cimpian, Amanda C Brandone, and Susan A 748
Gelman. 2010. Generic statements require little evi- 749
dence for acceptance but have powerful implications. 750
Cognitive science, 34(8):1452–1482. 751

Claudia Collacciani and Giulia Rambelli. 2023. In- 752
terpretation of generalization in masked language 753
models: An investigation straddling quantifiers and 754
generics. Proceedings of the 9th Italian Conference 755
on Computational Linguistics - CLiC-it 2023. 756

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 757
Kristina Toutanova. 2019. BERT: Pre-training of 758
Deep Bidirectional Transformers for Language Un- 759
derstanding. In Proceedings of NAACL. 760

Allyson Ettinger. 2020. What BERT is not: Lessons 761
from a new suite of psycholinguistic diagnostics for 762
language models. Transactions of the Association for 763
Computational Linguistics, 8:34–48. 764

Ira Fischler, Paul A Bloom, Donald G Childers, A Anto- 765
nio Arroyo, and Nathan W Perry Jr. 1984. Brain po- 766
tentials during sentence verification: Late negativity 767
and long-term memory strength. Neuropsychologia, 768
22(5):559–568. 769

Annemarie Friedrich, Alexis Palmer, Melissa Peate 770
Sørensen, and Manfred Pinkal. 2015. Annotating 771
genericity: a survey, a scheme, and a corpus. In Pro- 772
ceedings of the 9th Linguistic Annotation Workshop, 773
pages 21–30. 774

Venkata Govindarajan, Benjamin Van Durme, and 775
Aaron Steven White. 2019. Decomposing general- 776
ization: Models of generic, habitual, and episodic 777
statements. Transactions of the Association for Com- 778
putational Linguistics, 7:501–517. 779

Akshat Gupta. 2023. Probing quantifier comprehen- 780
sion in large language models. arXiv preprint 781
arXiv:2306.07384. 782

9

https://doi.org/10.1162/tacl_a_00298
https://doi.org/10.1162/tacl_a_00298
https://doi.org/10.1162/tacl_a_00298
https://doi.org/10.1162/tacl_a_00298
https://doi.org/10.1162/tacl_a_00298


James A Hampton. 2012. Generics as reflecting con-783
ceptual knowledge. Recherches linguistiques de Vin-784
cennes, (41):9–24.785

Aurelie Herbelot and Ann Copestake. 2011. Formal-786
ising and specifying underquantification. In Pro-787
ceedings of the Ninth International Conference on788
Computational Semantics (IWCS 2011).789

Aurélie Herbelot and Eva Maria Vecchi. 2016. Many790
speakers, many worlds. LiLT (Linguistic Issues in791
Language Technology), 13.792

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-793
sch, Chris Bamford, Devendra Singh Chaplot, Diego794
de las Casas, Florian Bressand, Gianna Lengyel, Guil-795
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,796
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,797
Thibaut Lavril, Thomas Wang, Timothée Lacroix,798
and William El Sayed. 2023. Mistral 7B.799

Aikaterini-Lida Kalouli, Rita Sevastjanova, Christin800
Beck, and Maribel Romero. 2022. Negation, coor-801
dination, and quantifiers in contextualized language802
models. arXiv preprint arXiv:2209.07836.803

Nora Kassner and Hinrich Schütze. 2019. Negated804
and misprimed probes for pretrained language mod-805
els: Birds can talk, but cannot fly. arXiv preprint806
arXiv:1911.03343.807

Carina Kauf, Anna A Ivanova, Giulia Rambelli, Em-808
manuele Chersoni, Jingyuan Selena She, Zawad809
Chowdhury, Evelina Fedorenko, and Alessandro810
Lenci. 2023. Event Knowledge in Large Language811
Models: The Gap Between the Impossible and the812
Unlikely. Cognitive Science, 47(11):e13386.813

Sangeet Khemlani, Sarah-Jane Leslie, and Sam Glucks-814
berg. 2012. Inferences about members of kinds: The815
generics hypothesis. Language and Cognitive Pro-816
cesses, 27(6):887–900.817

John Kounios and Phillip J Holcomb. 1992. Struc-818
ture and process in semantic memory: evidence819
from event-related brain potentials and reaction820
times. Journal of experimental psychology: Gen-821
eral, 121(4):459.822

Manfred Krifka, Francis Jeffry Pelletier, Gregory Carl-823
son, Alice ter Meulen, Gennaro Chierchia, and Gode-824
hard Link. 1995. Genericity: An introduction. In825
Greg N. Carlson and Francis Jeffry Pelletier, edi-826
tors, The Generic Book, pages 1–124. University of827
Chicago Press.828

Sarah-Jane Leslie. 2014. Carving up the social world829
with generics. Oxford studies in experimental philos-830
ophy, 1.831

Sarah-Jane Leslie, Sangeet Khemlani, and Sam Glucks-832
berg. 2011. Do all ducks lay eggs? the generic over-833
generalization effect. Journal of Memory and Lan-834
guage, 65(1):15–31.835

Ken McRae, George S Cree, Mark S Seidenberg, and 836
Chris McNorgan. 2005. Semantic feature production 837
norms for a large set of living and nonliving things. 838
Behavior research methods, 37(4):547–559. 839

James Michaelov and Benjamin Bergen. 2023. Rarely 840
a problem? language models exhibit inverse scaling 841
in their predictions following few-type quantifiers. 842
In Findings of the Association for Computational 843
Linguistics: ACL 2023, pages 14162–14174, Toronto, 844
Canada. Association for Computational Linguistics. 845

Kanishka Misra. 2022. minicons: Enabling Flexi- 846
ble Behavioral and Representational Analyses of 847
Transformer Language Models. arXiv preprint 848
arXiv:2203.13112. 849

Kanishka Misra, Julia Rayz, and Allyson Ettinger. 2023. 850
COMPS: Conceptual minimal pair sentences for test- 851
ing robust property knowledge and its inheritance in 852
pre-trained language models. In Proceedings of the 853
17th Conference of the European Chapter of the As- 854
sociation for Computational Linguistics, pages 2928– 855
2949, Dubrovnik, Croatia. Association for Computa- 856
tional Linguistics. 857

Tuan-Phong Nguyen, Simon Razniewski, Aparna Varde, 858
and Gerhard Weikum. 2023. Extracting cultural com- 859
monsense knowledge at scale. In Proceedings of the 860
ACM Web Conference 2023, pages 1907–1917. 861

Sandro Pezzelle, Shane Steinert-Threlkeld, Raffaella 862
Bernardi, and Jakub Szymanik. 2018. Some of them 863
can be guessed! exploring the effect of linguistic 864
context in predicting quantifiers. In Proceedings 865
of the 56th Annual Meeting of the Association for 866
Computational Linguistics (Volume 2: Short Papers), 867
pages 114–119, Melbourne, Australia. Association 868
for Computational Linguistics. 869

Sandeep Prasada, Sangeet Khemlani, Sarah-Jane Leslie, 870
and Sam Glucksberg. 2013. Conceptual distinctions 871
amongst generics. Cognition, 126(3):405–422. 872

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, 873
Dario Amodei, Ilya Sutskever, et al. 2019. Language 874
Models Are Unsupervised Multitask Learners. Ope- 875
nAI Blog, 1(8):9. 876

Sello Ralethe and Jan Buys. 2022. Generic overgeneral- 877
ization in pre-trained language models. In Proceed- 878
ings of the 29th International Conference on Com- 879
putational Linguistics, pages 3187–3196, Gyeongju, 880
Republic of Korea. International Committee on Com- 881
putational Linguistics. 882

Nils Reiter and Anette Frank. 2010. Identifying generic 883
noun phrases. In Proceedings of the 48th annual 884
meeting of the association for computational linguis- 885
tics, pages 40–49. 886

Alon Talmor, Yanai Elazar, Yoav Goldberg, and 887
Jonathan Berant. 2020. olmpics-on what language 888
model pre-training captures. Transactions of the As- 889
sociation for Computational Linguistics, 8:743–758. 890

10

http://arxiv.org/abs/2310.06825
https://aclanthology.org/2023.findings-acl.891
https://aclanthology.org/2023.findings-acl.891
https://aclanthology.org/2023.findings-acl.891
https://aclanthology.org/2023.findings-acl.891
https://aclanthology.org/2023.findings-acl.891
https://doi.org/10.18653/v1/2023.eacl-main.213
https://doi.org/10.18653/v1/2023.eacl-main.213
https://doi.org/10.18653/v1/2023.eacl-main.213
https://doi.org/10.18653/v1/2023.eacl-main.213
https://doi.org/10.18653/v1/2023.eacl-main.213
https://doi.org/10.18653/v1/P18-2019
https://doi.org/10.18653/v1/P18-2019
https://doi.org/10.18653/v1/P18-2019
https://doi.org/10.18653/v1/P18-2019
https://doi.org/10.18653/v1/P18-2019
https://aclanthology.org/2022.coling-1.282
https://aclanthology.org/2022.coling-1.282
https://aclanthology.org/2022.coling-1.282


Michael Henry Tessler and Noah D Goodman. 2019.891
The language of generalization. Psychological re-892
view, 126(3):395.893

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-894
bert, Amjad Almahairi, Yasmine Babaei, Nikolay895
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti896
Bhosale, et al. 2023. Llama 2: Open Founda-897
tion and Fine-tuned Chat Models. arXiv preprint898
arXiv:2307.09288.899

Thomas P Urbach and Marta Kutas. 2010. Quantifiers900
more or less quantify on-line: Erp evidence for partial901
incremental interpretation. Journal of Memory and902
Language, 63(2):158–179.903

A Analysis of LLMs Surprisals 904

Figure 5: Sentence surprisal distributions per Human
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B Prompting strategies905

We report an example for each of the three prompt-906

ing strategies used. For each of them, the options907

were randomized for each iteration.908

• Section 4.2909

QUANT version910

Tell me which of the following is the911
most truthful sentence:912

No birds fly.913
Few birds fly.914
Some birds fly.915
Most birds fly.916
All birds fly.917

QUANT+GEN version918

Tell me which of the following is the919
most truthful sentence:920

Birds fly.921
No birds fly.922
Few birds fly.923
Some birds fly.924
Most birds fly.925
All birds fly.926

• Section 5927

What is the correct completion? Birds928
fly, therefore...929

no birds fly.930
few birds fly.931
some birds fly.932
most birds fly.933
all birds fly.934

12


	Introduction
	Related works
	Materials and Methods
	Are LLMs Capable to Interpret Generic Sentences According to their Semantic Content?
	Surprisal
	Prompting

	Do LLMs Have a Linguistic Default Interpretation of the Generic Form?
	General Discussion
	Analysis of LLMs Surprisals
	Prompting strategies

