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Abstract

Human intelligence thrives on cognitive syn-001
ergy, where collaboration among different002
minds yield superior outcomes compared to iso-003
lated individuals. In this work, we propose Solo004
Performance Prompting (SPP), which trans-005
forms a single LLM into a cognitive synergist006
by engaging in multi-turn self-collaboration007
with multiple personas. A cognitive syner-008
gist is an intelligent agent that collaboratively009
combines multiple minds’ strengths and knowl-010
edge to enhance problem-solving in complex011
tasks. By dynamically identifying and simu-012
lating different personas based on task inputs,013
SPP unleashes the potential of cognitive syn-014
ergy in LLMs. Our in-depth analysis shows015
that assigning multiple fine-grained personas016
in LLMs improves problem-solving abilities017
compared to using a single or fixed number018
of personas. We evaluate SPP on three chal-019
lenging tasks: Trivia Creative Writing, Code-020
names Collaborative, and Logic Grid Puzzle,021
encompassing both knowledge-intensive and022
reasoning-intensive types. Unlike previous023
works, such as Chain-of-Thought, that solely024
enhance the reasoning abilities in LLMs, exper-025
imental results demonstrate that SPP effectively026
elicits internal knowledge acquisition abilities,027
reduces hallucination, and maintains strong rea-028
soning capabilities. Additionally, comparative029
experiments have shown that cognitive synergy030
capability only emerges in GPT-4 and does not031
appear in other less capable models, such as032
GPT-3.5-turbo and Llama2-13b-chat. Code,033
data, and prompts will be made publicly avail-034
able for research purposes upon publication.035

1 Introduction036

Although large language models (LLMs) have037

demonstrated impressive performance as general038

task-solving agents, they still encounter chal-039

lenges (Qin et al., 2023; Bang et al., 2023; OpenAI,040

2023b; Bubeck et al., 2023) in various knowledge-041

intensive and reasoning-intensive tasks due to hal-042
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Figure 1: Schematic illustration of Solo Performance
Prompting (SPP) and the difference compared to previ-
ous prompting methods. SPP transforms a single LLM
into a cognitive synergist that dynamically identifies
personas and engages in multi-turn self-collaboration
to solve various tasks effectively.

lucination (Maynez et al., 2020) and a lack of slow- 043

thinking (Sloman, 1996) capabilities. Unlike hu- 044

mans, who can leverage the power of collabora- 045

tion and information integration among different 046

cognitive processes and individuals (referred to as 047

cognitive synergy (Curşeu et al., 2015; Goertzel, 048

2009, 2017)), current LLMs are akin to "jack-of-all- 049

trades" with a vast mixture of knowledge and char- 050

acteristics. Recent advancements, such as Chain- 051

of-Thought (CoT) prompting (Wei et al., 2023; Ko- 052

jima et al., 2022) and Self-refinement (Madaan 053

et al., 2023; Shinn et al., 2023), have successfully 054

enhanced the reasoning abilities of LLMs by sim- 055

ulating slow-thinking through the generation of 056

intermediate steps or iterative revision. However, 057

hallucination and factual errors in internal knowl- 058

edge acquisition continue to pose major challenges 059

in state-of-the-art LLMs. 060

A cognitive synergist is an intelligent agent 061
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Write a short, one-paragraph background
story of an NPC for the next Legend of
Zelda game. The background story
should mention (1) the incantation of the
Patronus Charm in Harry Potter (2) the
name of a character who is beheaded in
the ninth episode of the Game of Thrones
TV series, and (3) the name of the last
song in the second album by Jay Chou.

Task Input

Standard Prompting Result (GPT-4)

      :Thanks for the information! Here's my initial attempt at the background story:
            

      :The background story is engaging and adds depth to the game world...
      :The incantation "Expecto Patronum" is well-incorporated into the story.
      :The character name Eddard Stark is used effectively in the story.
      :The inclusion of "An Jing" adds a nice touch to the story.

      : The NPC should be a character that fits well into the Legend of Zelda universe
      : The incantation of the Patronus Charm in Harry Potter is "Expecto Patronum."
      : In the ninth episode of the Game of Thrones TV series, the character who is

beheaded is Eddard Stark
      : The last song in the second album by Jay Chou is "An Jing."

Participants: AI Assistant (you)         Game Designer         Harry Potter Fan  
Game of Thrones Fan        Jay Chou Fan

Persona Identification

Brainstorming

Multi-Persona Iterative Collaboration

[ ... story draft ... ]

Feedback

Solo Performance Prompting Result (GPT-4)

Start Collaboration!

Finish Collaboration!

In the mystical land of Hyrule,      there lived a wise and powerful sorcerer named
Eddard.      Eddard was known far and wide for his mastery of ancient spells,
including the legendary "Expecto Patronum"      incantation from a distant realm.
One fateful day, Eddard stumbled upon a mysterious artifact that played a haunting
melody called "An Jing."      The melody resonated with his soul, unlocking a hidden
power within him. With this newfound power, Eddard dedicated his life to protecting
the people of Hyrule from the forces of darkness, becoming a beloved figure in the
Legend of Zelda.

Final Answer

In the land of Hyrule,      there lived a wise
and mysterious NPC named Eddard,      who
was once a renowned wizard in the magical
world of Hogwarts. Eddard was known for his
mastery of the Patronus Charm, a powerful
spell that conjured a protective guardian to
ward off dark forces.      (missing the
incantation!) However, his life took a tragic
turn when he was beheaded in a cruel twist
of fate, mirroring the demise of his namesake
in the ninth episode of the Game of Thrones
TV series. Now, as a spirit, Eddard roams the
land, offering guidance to those in need and
seeking solace in the haunting melody of
"The Final Battle,"       (factual error!) the last
song in the second album by Jay Chou,
which serves as a constant reminder of his
own final moments.

Figure 2: Task-solving example of Solo Performance Prompting (SPP) with GPT-4. The personas of the participants
are automatically identified by GPT-4 based on the task input. This example demonstrates that standard prompting
may result in factual errors, whereas expert personas identified by SPP contribute to informative and coherent
answers. Note that, in real-world applications, the domains can vary not only within entertainment but also
encompass history, science, education, healthcare, etc.

that collaborates with multiple minds to enhance062

problem-solving and efficacy in complex tasks. In063

this work, we aim to create a cognitive syner-064

gist based on a single LLM that can "split into"065

multiple personas and engage in self-collaboration066

to solve both knowledge-intensive and reasoning-067

intensive tasks. This idea is heavily inspired by the068

role of pretend play (Piaget, 1954; Pellegrini, 2009)069

in cognitive development and recent findings that070

assigning personas (Deshpande et al., 2023; Xu071

et al., 2023) to LLMs can elicit specific behaviors,072

improve answer quality, and potentially build an073

AI society (Park et al., 2023; Schick et al., 2022;074

Li et al., 2023; Cai et al., 2023) with collabora-075

tive LLM agents. However, as shown in Table 1,076

limitations in previous works include fixed or task-077

specific personas requiring human supervision and078

increased inference costs due to multiple LLM in-079

stances.080

To unleash the potential of cognitive synergy in081

LLMs, we propose Solo Performance Prompt-082

ing (SPP), which prompts a single LLM to identify,083

simulate, and collaborate with multiple personas084

to solve challenging tasks. Figure 1 provides a085

high-level overview of SPP. Here, a persona can 086

represent either a domain expert, such as a movie 087

enthusiast, or a target audience, such as a ten-year- 088

old child. Through the dynamic identification of 089

various personas, we empower a single LLM to ac- 090

quire diverse domain knowledge accurately without 091

additional retrieval systems. By facilitating multi- 092

turn self-collaboration, we enable self-revision and 093

self-feedback from various perspectives without 094

requiring additional agents. 095

In real-world scenarios, such as those in creative 096

industries, there is often a need to incorporate di- 097

verse information from different domains. Figure 2 098

presents a concrete example of how SPP operates 099

on a challenging task that requires creative integra- 100

tion of information from various domains, such as 101

the Legend of Zelda game, Harry Potter movies, 102

and Jay Chou’s albums. Standard prompting fails 103

to generate satisfactory output due to missing es- 104

sential information and factual errors. In contrast, 105

SPP produces informative and coherent answers 106

by automatically identifying expert personas and 107

engaging in a multi-turn self-collaboration. In this 108

process, the AI Assistant persona iteratively writes 109
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Has multiple
personas?

Personas dynamically
identified?

Has iterative
refinement?

Need only a
single LLM?

Chain-of-Thought (Wei et al., 2023)
Inner Monologue (Huang et al., 2022)
ReAct (Yao et al., 2022)
Self-refine (Madaan et al., 2023)
Reflexion (Shinn et al., 2023)
Tree-of-thought (Yao et al., 2023)
Peer (Schick et al., 2022)
Camel (Li et al., 2023) (fixed to 2)
GPT-bargaining (Fu et al., 2023) (fixed to 3)
ExpertPrompting (Xu et al., 2023)
Solo Performance Prompting (ours) (varied)

Table 1: Comparison with previous prompting methods.

drafts of the story, solicits feedback from other110

participants, and revises accordingly.111

To explore the prevalence of cognitive synergy112

ability in different LLMs, we apply SPP to LLMs113

with varying scales and capabilities, including114

GPT-4, GPT-3.5-turbo, and Llama-13b-chat. Com-115

parative results show that cognitive synergy only116

emerges in GPT-4 and not in less capable models.117

In summary, the key contributions of this paper are118

as follows:119

• We introduce Solo Performance Prompting120

(SPP), which simulates multi-agent, multi-121

persona collaboration using a single LLM for122

effective task-solving.123

• We evaluate SPP across three challenging124

tasks: Trivia Creative Writing, Codenames125

Collaborative and Logic Grid Puzzle, span-126

ning both knowledge- and reasoning-intensive127

domains. SPP significantly enhances both128

knowledge acquisition and reasoning abilities129

in GPT-4, without the need for external re-130

sources.131

• We present an intriguing finding regarding the132

emergent nature of cognitive synergy ability133

in LLMs, which only emerges in GPT-4 and134

not in less powerful models.135

• We conduct an in-depth analysis of the impact136

of identified personas and provide insights137

into why dynamic, fine-grained personas are138

necessary, as opposed to fixed, coarse-grained139

personas.140

2 Solo Performance Prompting141

To unleash the power of synergizing different per-142

sonas to tackle complex problems within a single143

LLM, we propose Solo Performance Prompting144

(SPP) which instructs a model to perform the fol- 145

lowing the procedure for solving general tasks: (1) 146

Persona Identification: Identify multiple partic- 147

ipants with special personas (including a leader 148

persona: AI Assistant) that are essential for solving 149

the particular task. (2) Brainstorming: The partic- 150

ipants share knowledge and provide suggestions on 151

how to approach the task based on their own exper- 152

tise. (3) Multi-Persona Iterative Collaboration: 153

The leader persona, AI Assistant, proposes initial 154

solutions, consults the other participants for feed- 155

back, and revise the answer iteratively. Figure 2 156

shows a walking example of SPP during inference. 157

Next, we formally describe the SPP procedure in 158

detail. 159

Given an input sequence x and a model M, 160

let a prompt (including demonstration examples) 161

prepended to the input to be p and the final output 162

to be y. Denote an intermediate generation before 163

generating the final y as z. Under this formulation, 164

Standard Prompting and Chain-of-Thought (CoT) 165

Prompting can be described as: 166

Standard Prompting: y = M(x) (1) 167

CoT Prompting: y = M(pcot∥x∥{z1, z2, ..., zn}) (2) 168

where pcot is the CoT prompt, e.g., "Solve the 169

task step-by-step" and {z1, z2..., zn} are the 170

intermediate steps. In contrast, our proposed Solo 171

Performance Prompting can be described as fol- 172

lows: 173

Solo Performance Prompting: y = 174

M(pspp∥x∥zp∥{z1b , z2b , ..., zmb }∥{z0s , z1f , ..., zmf }j=1..n) (3) 175

where the SPP prompt (pspp) includes a high-level 176

instruction and two carefully crafted demonstration 177

examples1 that showcase the expected task-solving 178

1The tasks we use in the demonstration examples do not
overlap with the evaluation tasks.
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procedure of SPP. We describe the design details179

of the prompt in §E.1. The corresponding interme-180

diate generations (z) of SPP are detailed below.181

Persona Identification (zp). Given an input task,182

SPP first generates a list of participants with differ-183

ent personas. The personas can be either domain184

experts or targeted audiences whose feedback is185

important. For example in Figure 2, the model iden-186

tified a Jay Chou Fan persona for helping acquiring187

the knowledge of "the last song in the second al-188

bum by Jay Chou". We let the language model189

identify the personas dynamically instead of manu-190

ally defining them. Given only two demonstration191

examples (detailed in §E), we observe that a state-192

of-the-art large language model, e.g., GPT-4 (Ope-193

nAI, 2023b), can identify accurate and meaningful194

personas for diverse tasks. We denote this part of195

intermediate generation as zp in Equation 3.196

Brainstorming (zib). Among the identified par-197

ticipants, "AI Assistant (you)" is treated as a leader198

persona that initiates the collaboration and gener-199

ates initial solutions. Before generating the ini-200

tial answer, the personas brainstorm on how to201

approach the task from their own perspectives. For202

the example in Figure 2, the Jay Chou Fan points203

out that the last song in Jay Chou’s second album204

is "An Jing" ("Silence"). We find that the brain-205

storming phase effectively improves the quality of206

the initial solution. In Equation 3, the superscript207

i = 0 is used to denote the "AI Assistant" persona,208

while i > 1 represents other dynamically identi-209

fied personas. The intermediate generations of the210

brainstorming step are denoted as {z1b , z2b , ..., zmb }.211

Multi-Persona Iterative Collaboration (z0s , zif ).212

Based on the brainstorming remarks, the AI Assis-213

tant persona generates an initial solution z0s , then it214

consults each of the other participants for feedback215

{zif}. The participants are encouraged to critique216

the current generation and give revision sugges-217

tions. For example in Figure 2, the Jay Chou Fan218

persona checks whether the song "An Jing" ("Si-219

lence") is nicely included in the story. This process220

can be repeated for multiple times until every par-221

ticipant is satisfied with the current solution. In222

Equation 3, we denote the intermediate generations223

of the multi-turn dialogue as {z0s , z1f , ..., zmf }j=1...n224

where n is the number of iterations before reaching225

the final answer.226

Based on only a single large language model,227

SPP enables multi-persona self-collaboration228

which effectively elicits domain knowledge and 229

reduces hallucination. Meanwhile, the iterative 230

procedure inherits the benefit of CoT prompting 231

for eliciting reasoning ability. The main advan- 232

tage over CoT is that at each step we can receive 233

feedback from diverse perspectives due to the dy- 234

namically assigned personas. A comprehensive 235

comparison with previous prompting methods can 236

be found in Table 1. 237

3 Experiments 238

To explore the effectiveness of Solo Performance 239

Prompting (SPP), we adopt an evaluation method- 240

ology similar to that of previous work (Yao et al., 241

2023). We carefully design new tasks and select 242

tasks from existing benchmarks (Srivastava et al., 243

2022) that are challenging even for the most capa- 244

ble LLMs (OpenAI, 2023b) using either Standard 245

or Chain-of-Thought prompting. The evaluation 246

aims to cover diverse types of tasks encompassing 247

both knowledge-intensive and reasoning-intensive 248

domains. The results show that SPP can be a 249

promising new paradigm for general task-solving 250

with state-of-the-art LLMs and reveal an interest- 251

ing finding on the emergence of cognitive synergy 252

ability. 253

Tasks. We invent the Trivia Creative Writing 254

task (§3.1), which requires the model to internally 255

acquire and integrate diverse information from var- 256

ious fields. We observe that even GPT-4 (OpenAI, 257

2023b) frequently exhibit hallucination and fac- 258

tuality errors in the Trivia Creative Writing task. 259

We also propose the Codenames Collaborative 260

task (§3.2), an extension of the Codenames task 261

from the BigBench (Srivastava et al., 2022) that 262

features a two-role collaboration setup. Codenames 263

Collaborative demands creative reasoning across a 264

broad range of related knowledge and challenges 265

the model’s theory of mind skills. Lastly, we in- 266

clude a challenging pure-reasoning task, Logic 267

Grid Puzzle (§3.3), from the BigBench (Srivastava 268

et al., 2022) which necessitates complex multi-step 269

reasoning. 270

Prompting Methods. We compare our approach 271

with Standard Prompting and Chain-of-Thought 272

(CoT) prompting methods (outlined in §2). In CoT, 273

a similar prompt design to (Yao et al., 2023) is em- 274

ployed, where the model is prompted to generate a 275

plan or a series of steps before producing the final 276

output. We examine two variants of Solo Perfor- 277

mance Prompting, SPP and SPP-Profile. Inspired 278
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Methods Trivia.C.W (N=5) Trivia.C.W (N=10) Codenames.C Logic.G.Puzzle
Score (%) ∆ Score (%) ∆ Score (%) ∆ Score (%) ∆

Standard 74.6 0.0% 77.0 0.0% 75.4 0.0% 57.7 0.0%
CoT 67.1 -10.0% 68.5 -11.1% 72.7 -3.6% 65.8 +14.1%
SPP-Profile (ours) 79.1 +5.9% 83.0 +7.8% 76.7 +1.7% 64.8 +12.4%
SPP (ours) 79.9 +7.1% 84.7 +10.0% 79.0 +4.8% 68.3 +18.5%

Table 2: GPT-4 results on Trivia Creative Writing (Trivia.C.W), Codenames Collaborative (Codenames.C) and
Logic Grid Puzzle (Logic.G.Puzzle). ∆ indicates the relative gain/loss compared with Standard Prompting (first
row).

by (Xu et al., 2023) that suggested a detailed expert279

description may help elicit distinguished abilities,280

we include SPP-Profile, which involves generating281

profiles for each persona during the Persona Iden-282

tification phase. Full prompts for the methods can283

be found in Appendix E.2.284

Models. The default model we use is GPT-285

4 (OpenAI, 2023b). We consider two inference286

settings: with or without a system message, and287

report the average scores across both settings in288

Table 2. Detailed inference configurations and full289

results can be found in Appendices A and F. In §3.4,290

we further investigate the prevalence of cognitive291

synergy in LLMs with different scales and capa-292

bilities, including GPT-3.5-turbo (OpenAI, 2023a)293

and Llama2-13b-chat (Touvron et al., 2023).294

3.1 Trivia Creative Writing: A295

Knowledge-Intensive Task296

Task Description (Figure 7). As a scalable ex-297

tension of the example task shown in Figure 2,298

Trivia Creative Writing asks a model to write a299

coherent story around a topic while incorporating300

answers to N trivia questions. We consider two301

evaluation settings, N = 5 and N = 10, where a302

larger N involves more trivia questions and thus303

requires the model to elicit more diverse domain304

knowledge. We built a benchmark with 100 in-305

stances for each N , covering a total of 1000 trivia306

questions2 extracted from the TriviaQA (Joshi et al.,307

2017) dataset. The topic list is automatically gen-308

erated by prompting GPT-4 to provide 100 nouns309

from pop culture3. Figure 7 shows an example310

instance in Trivia Creative Writing.311

2To select difficult question instances that can pose
challenges to GPT-4, we use a smaller open-source LLM,
fastchat_t5_3b (Zheng et al., 2023), to obtain preliminary per-
formance on the validation set, and then choose the failure
cases as our question selection.

3The full prompt for generating the topic list can be found
in Figure 18. We performed further human curation to avoid
potential harmful content.

Evaluation Metrics. Instead of focusing on eval- 312

uating the coherence of the generation, which can 313

be highly subjective, we employ an automatic met- 314

ric to detect factual errors and quantify a model’s 315

ability to incorporate diverse domain knowledge. 316

As shown in Figure 7, we perform string matching 317

with the ground truth target answers for each ques- 318

tion on the output generation. For each question, a 319

match to any of the answer aliases provided by the 320

TriviaQA dataset is considered a correct mention. 321

The metric score is computed as follows: 322

Metric Score =
# correct answer mentions

# trivia questions
323

Results. Table 2 presents the results of the Trivia 324

Creative Writing task. The key observations are as 325

follows: (1) Chain-of-Thought (CoT) does not out- 326

perform Standard prompting, indicating that CoT 327

is ineffective in eliciting an LLM’s knowledge abil- 328

ities. Qualitative examples in Figure 6 and 10 il- 329

lustrate that although CoT generates reasonable 330

plans for task resolution, the final generation still 331

contains factual errors and hallucinations. (2) SPP 332

outperforms both Standard and CoT prompting sig- 333

nificantly. The improvement is more pronounced 334

in the N = 10 setting compared to N = 5 (10% 335

vs. 7%), suggesting that Solo Performance Prompt- 336

ing is particularly beneficial when the task requires 337

incorporating knowledge from numerous domains. 338

3.2 Codenames Collaborative: A 339

Knowledge+Reasoning Task 340

Task Description (Figure 8). Codenames Col- 341

laborative is a collaborative task that challenges a 342

model’s knowledge, reasoning, and theory of mind 343

abilities by assigning two player roles: the Spy- 344

master and the Guesser. The Spymaster’s role is 345

to provide a hint word related to the target words, 346

excluding some other distractor words, while the 347

Guesser’s role is to identify the target words based 348

on the given hint and the full list of words. A con- 349

crete example of the task can be found in Figure 8. 350
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Cognitive synergy abilities only emerge in the most powerful LLMs such as GPT-4

Figure 3: SPP achieves superior performance only with the most powerful LLM (GPT-4), but not with GPT-3.5 and
Llama2-13b. This indicates that cognitive synergy abilities only emerge in LLMs with GPT-4 level capabilities.

The same LLM (GPT-4 (OpenAI, 2023b)) is used351

for both roles sequentially, and a dataset with 50352

instances is constructed based on BigBench’s (Sri-353

vastava et al., 2022) Codenames task data.354

Evaluation Metrics. The original Codenames355

task in the BigBench dataset has limitations due to356

its focus on the Spymaster role and subjectivity in357

hint words. Our new task, Codenames Collabora-358

tive, resolves this by creating a self-contained eval-359

uation setting that accurately measures the model’s360

capability without human annotation. As illustrated361

in Figure 8, we compute the overlapping ratio be-362

tween the predicted words from the Guesser and363

the target words as the metric.364

Results. Table 2 shows the results on the Code-365

names Collaborative task. Similar to the Trivia366

Creative Writing task, we find that CoT does not367

bring positive gains compared with the Standard368

prompting. In contrast, SPP brings significant im-369

provements (~5%), which indicates the effective-370

ness of the proposed Solo Performance Prompting371

on collaborative tasks that require knowledge, rea-372

soning, and theory of mind skills. Figure 11 pro-373

vides further qualitative examples illustrating that374

SPP generates detailed and interpretable interme-375

diate dialogues.376

3.3 Logic Grid Puzzle: A Reasoning-Intensive377

Task378

Task Description and Evaluation Metrics (Fig-379

ure 9). We utilize the Logic Grid Puzzle task380

from the Bigbench (Srivastava et al., 2022) dataset,381

which comprises 200 instances. Each instance de-382

scribes a logic puzzle typically involving 2 to 5383

houses, with each house inhabited by a person384

with specific characteristics, such as playing the 385

piano. The objective is to answer questions about 386

house numbers based on given clues, which re- 387

quires multi-step reasoning and the selection of 388

relevant information. An example input and out- 389

put of the Logic Grid Puzzle task are illustrated in 390

Figure 9. For evaluation metrics, we calculate the 391

accuracy of the predicted house numbers by com- 392

paring them with the ground truth targets provided 393

by the dataset. 394

Results. Table 2 presents the results on Logic 395

Grid Puzzle. In contrast to the previous two tasks, 396

we find that CoT brings significant improvements 397

compared to Standard prompting, verifying the ob- 398

servation from previous work that CoT elicits better 399

reasoning abilities. Furthermore, we discover that 400

SPP also outperforms CoT on this task, indicating 401

competitive reasoning capabilities on reasoning- 402

intensive tasks. This result also demonstrates that 403

the increased number of personas does not deterio- 404

rate the models’ reasoning abilities. 405

3.4 The Emergence of Cognitive Synergy 406

As shown in Figure 3, the effectiveness of SPP is 407

not seen in smaller and less capable models like 408

GPT-3.5 and Llama2. Additionally, on Llama2, 409

we identify a unique problem which we refer to 410

as early-termination, where the model stops gen- 411

erating after identifying the participants, resulting 412

in exceptionally low performance with SPP. The 413

model behaves as if it were waiting for input from 414

a user instead of following the demonstration ex- 415

amples to generate responses on its own. Detailed 416

discussions and examples on the early-termination 417

problem can be found in Appendix D. 418
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Trivia Creative Writing (N=5)

SPP Identified Personas

Codenames Collaborative Logic Grid Puzzle

Figure 4: Visualization of the SPP-identified personas for each task. Personas identified in knowledge-intensive
tasks like Trivia Creative Writing are more diverse, while those in reasoning-intensive tasks like Logic Grid Puzzle
appear more homogeneous.

These findings suggest that the cognitive syn-419

ergy ability can only be fully unleashed in LLMs420

with a certain level of instruction following ca-421

pabilities, akin to that of GPT-4.422

4 Analysis423

SPP effectively improves internal knowledge ac-424

quisition and reasoning in LLMs. As demon-425

strated by the results in §3, Solo Performance426

Prompting (SPP) not only brings significant im-427

provements to knowledge-intensive tasks such as428

Trivia Creative Writing and Codenames Collabora-429

tive without relying on external knowledge bases,430

but also achieves strong performance on reasoning-431

intensive tasks like Logic Grid Puzzle. This indi-432

cates the potential of using LLM-based cognitive433

synergists as a default paradigm for general task434

solving by Solo Performance Prompting.435

LLMs can effectively identify useful personas436

without additional fine-tuning. Current re-437

search on AI agents usually follows a paradigm438

where one model instance, such as an LLM, plays439

a specific role. We are interested in investigating440

whether a single LLM can naturally simulate a441

multi-agent setup. We visualize the personas auto-442

matically identified by SPP using a word cloud for443

each task in Figure 4, where a larger font indicates444

a higher frequency. The key observations include:445

(1) The identified personas are closely correlated446

with the particular task. For example, in Logic447

Grid Puzzle, even though "logic puzzle" is not men-448

tioned in the input, the LLM frequently identifies449

the persona "Logic Puzzle Expert." This indicates450

that current LLMs are inherently capable of identi-451

fying useful expert personas for diverse tasks. (2)452

On knowledge-intensive tasks, such as Trivia Cre-453

ative Writing, SPP identifies more diverse and spe-454

cific personas, while on reasoning-intensive tasks,455

such as Logic Grid Puzzle, the personas are more456

homogeneous. Furthermore, the results in Table 2 457

demonstrate that SPP-Profile does not outperform 458

SPP. This suggests that a fine-grained persona 459

name without a detailed description may already be 460

sufficient for eliciting certain domain knowledge. 461

Figure 5: Comparison between SPP (with dynamically
identified personas) and SPP-Fixed-Persona (with fixed
personas) on GPT-4. The results demonstrate that dy-
namic, fine-grained personas consistently outperform
fixed, general personas.

Dynamic personas v.s. fixed personas. To fur- 462

ther investigate the importance of dynamically iden- 463

tifying personas for each task instance instead 464

of fixing a general persona, an ablated variant 465

of SPP, SPP-Fixed-Persona, is introduced. For 466

SPP-Fixed-Persona, we modify the prompt (Fig- 467

ure 16) to force the personas to be fixed as an 468

"AI Assistant" and an "Expert", while keeping all 469

the information in the demonstration examples in- 470

tact. Figure 5 shows the comparison between SPP 471

and SPP-Fixed-Persona. Main insights include: (1) 472

SPP consistently outperforms SPP-Fixed-Persona 473

across all tasks, suggesting that dynamic, fine- 474

grained personas are more effective than fixed, gen- 475

eral personas. Qualitative examples in Figure 6 476

and 12 shows that the fine-grained personas such 477

as "Film Expert" and "Sports Enthusiast" correctly 478

provide the answers, while the fixed persona "Ex- 479
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Plan:
[...]
6. Incorporate the Sky Train Rail bridge, which is in
Thailand.

Participants: AI Assistant (you); Movie Expert; Art Expert;
Sports Expert; Geography Expert
[...]
Geography Expert: The Sky Train Rail Bridge is located
in Canada.

Instance Index: 10
Question #5: In which country is the Sky Train Rail bridge? 

SPP CoT

SPP v.s. CoT (Trivia Creative Writing N=5)

Instance Index: 30
Question #1: Which orchestral conductor was married to one of the subjects of the film Hillary and Jackie?

Participants: AI Assistant (you); Film Expert; Literary
Expert; History Expert; Geography Expert; Architecture
Expert
Film Expert: The orchestral conductor married to one of
the subjects of the film Hillary and Jackie is Daniel
Barenboim.

Participants: AI Assistant (you); Expert
Expert: Sir Simon Rattle was married to one of the
subjects of the film Hillary and Jackie.

SPP SPP-Fixed-Persona

SPP v.s. SPP-Fixed-Persona (Trivia Creative Writing N=5)

Figure 6: Qualitative examples on Trivia Creative Writing comparing SPP, CoT and SPP-Fixed-Persona. SPP
v.s. CoT demonstrates that while CoT provides reasonable steps, it still struggles with hallucination. SPP v.s.
SPP-Fixed-Persona reveals that dynamically identified fine-grained personas, such as the "Film Expert," tend to
outperform the fixed general persona of an "Expert. More examples can be found in Figures 10, 11, and 12.

pert" fails. (2) SPP-Fixed-Persona also suffers480

from the early-termination problem as defined in481

§3.4, where the LLM stops collaboration before482

providing the final answer as if it were waiting483

for external inputs. Details can be found in Ap-484

pendix D.485

5 Related Work486

LLMs as role-playing agents. Recent re-487

search (Deshpande et al., 2023; Xu et al., 2023; Fu488

et al., 2023; aut, 2023; Li et al., 2023) demonstrates489

that assigning personas or roles to LLMs influences490

their generation behavior. AI societies with dis-491

tinct personas or occupations have been explored492

for collaboration (Park et al., 2023; Schick et al.,493

2022; Li et al., 2023; Cai et al., 2023). However,494

limitations in persona assignment and multi-agent495

collaboration include single or fixed persona as-496

signments (Xu et al., 2023; Fu et al., 2023; Schick497

et al., 2022; Li et al., 2023) and the need for multi-498

ple LLM instances, increasing inference cost. We499

propose using a single LLM to simulate multi-500

persona collaboration, allowing the LLM to dy-501

namically identify useful personas for each task502

instance. Our finding that such cognitive synergy503

ability only emerges in GPT-4 but not in GPT-3.5504

and Llama2 also aligns with related work (Olaus-505

son et al., 2023), which investigates the emergent506

ability of self-debugging in code generation.507

Improving reasoning and knowledge acquisition508

abilities in LLMs. LLMs face challenges in com-509

plex knowledge-intensive tasks due to hallucina-510

tion (Maynez et al., 2020) and reasoning-intensive511

tasks due to the lack of human-like slow think-512

ing (Sloman, 1996; Kahneman, 2011). Approaches 513

like Chain-of-Thought (CoT) and Self-Refinement 514

encourage LLMs to solve tasks step by step or 515

iteratively revise their answers (Wei et al., 2023; 516

Kojima et al., 2022; Zhang et al., 2022; Fu et al., 517

2022; Xue et al., 2023; Yao et al., 2023; Madaan 518

et al., 2023; Shinn et al., 2023; Gou et al., 2023; 519

Chen et al., 2023; Huang et al., 2022; Yao et al., 520

2022). However, these methods do not necessar- 521

ily reduce hallucination or improve factuality. Re- 522

trieval augmented LLMs (Borgeaud et al., 2022; 523

Izacard et al., 2022; Wang et al., 2022; Shuster 524

et al., 2021) enhance knowledge acquisition but do 525

not improve reasoning abilities. We propose Solo 526

Performance Prompting (SPP) to elicit both inter- 527

nal knowledge acquisition and reasoning abilities 528

in LLMs, improving factuality while maintaining 529

strong performance on pure-reasoning tasks. The 530

key difference is that SPP dynamically identifies 531

multiple personas and simulates iterative collabora- 532

tion to generate intermediate "thoughts". 533

6 Conclusion 534

Solo Performance Prompting (SPP) unleashes the 535

emergent cognitive synergy abilities within pow- 536

erful LLMs, significantly reducing hallucination 537

while enhancing reasoning. The performance is 538

assessed using newly proposed tasks, e.g., Trivia 539

Creative Writing and Codenames Collaborative, 540

demonstrating superior results compared to Stan- 541

dard and CoT prompting. SPP has the potential 542

to become a new paradigm for inference in GPT- 543

4 level LLMs and provides valuable insights for 544

research on LLM-based autonomous agents. 545
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Limitations546

Although Solo Performance Prompting exhibits547

promising improvements in acquiring factually cor-548

rect knowledge compared to Standard prompting,549

it has some limitations. For instance, even when a550

fine-grained persona is assigned, the answer may551

still be incorrect. It remains unclear to what ex-552

tent assigning a persona can help enhance domain553

knowledge in a specific area. Dedicated diagnostic554

experiments and theoretical efforts are needed to555

quantify the impact of having a persona or not.556

Furthermore, we currently adopt an identical557

SPP prompt with the same two demonstration ex-558

amples for any given task inputs, which may be559

suboptimal. Future work investigating how to find560

better demonstration examples conditioned on each561

input could further improve the effectiveness of562

SPP.563

Last but not least, if given sufficient computa-564

tional budget, a natural variant of SPP could extend565

to a multi-agent cognitive synergist setup where566

a leader persona identifies several expert agents567

and forms a cabinet to collaboratively solve a task.568

The multi-agent setup allows for leveraging richer569

computation power, larger local memory, and more570

flexible human-computer interaction, which could571

be essential for deploying to real-world applica-572

tions.573
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A Inference Configurations755

The main results in Table 2 are obtained from GPT-756

44. The temperature is set to 1.0 and top_p to 1.0757

for all generations to maximize reproducibility. To758

evaluate the potential impact of initial persona as-759

signment through a system message, we consider760

two inference settings: with or without the default761

system message, "You are an AI assistant762

that helps people find information". Di-763

vergent patterns are observed across various tasks764

and methods regarding the use of the system mes-765

sage. We report the average metric scores across766

both inference settings in Table 2. Full GPT-4 re-767

sults for each setting can be found in Appendix F.768

For GPT-3.5 results in Figure 3, we employ the769

same prompt, hyperparameters and the best system770

message setting in terms of SPP’s GPT-4 perfor-771

mance. For Llama2, we leverage the Huggingface772

text-generation pipeline5 with greedy decoding.773

B Task Illustrations774

Trivia Creative Writing. Figure 7 shows an ex-775

ample instance in the Trivia Creative Writing task.776

Logic Grid Puzzle. Figure 8 shows an example777

instance in the Codenames Collaborative task.778

Codenames Collaborative. Figure 9 shows an779

example input and output of the Logic Grid Puzzle780

task.781

C Qualitative Analysis782

Figure 10 presents examples of the Trivia Creative783

Writing task, illustrating that although CoT can784

generate plausible plans for task resolution, the fi-785

nal outcomes often contain factual inaccuracies and786

instances of hallucination. In contrast, SPP elicits787

precise knowledge with fine-grained personas.788

Figure 11 displays examples of the Codenames789

Collaborative task, illustrating that SPP generates790

intermediate dialogues that are both detailed and791

interpretable, leading to superior performance com-792

pared to CoT.793

Figure 12 shows additional qualitative examples794

on Solo Performance Prompting vs SPP-Profile.795

4The GPT-4 API version we employ is Azure 2023-3-15-
preview. There are rare cases when a generation triggers the
content filter of the API. We exclude those instances from our
results.

5https://huggingface.co/blog/llama2

D Early-termination with 796

SPP-Fixed-Persona 797

Figure 13 shows an example of the early- 798

termination problem (defined in § 4) where the 799

generation stops before reaching the final solution 800

as if the models is waiting input from an external 801

user. 802

The problem is particularly severe on certain 803

tasks, e.g., Codenames Collaborative, resulting in 804

unexpectedly low performance as shown in Fig- 805

ure 5. The problem can be largely alleviated by 806

removing the system message but cannot be en- 807

tirely eliminated. Table 3 shows the statistics of 808

the early-termination problem for each task and 809

method. In contrast, we did not observe early- 810

termination on SPP, SPP-Profile, Standard, or CoT 811

prompting with GPT-4. 812

E Prompts 813

E.1 SPP Prompt Design 814

To prompt an LLM to behave as a cognitive syner- 815

gist that follows the expected task-solving proce- 816

dure as mentioned in §2, we carefully designed the 817

structure of the SPP prompt as follows. The full 818

prompts can be found in § E.2.6 819

System Principle. The first part of the prompt 820

contains a high-level instruction: "When faced 821

with a task, begin by identifying 822

the participants who will contribute 823

to solving the task. Then, initiate 824

a multi-turn collaboration process 825

until a final solution is reached. 826

The participants will give critical 827

comments and detailed suggestions 828

whenever necessary." 829

Demonstration Examples. Then, we include 830

two manually crafted demonstration examples to 831

showcase the expected task-solving behavior. The 832

first example describes a Game of 24 task, where 833

we only include two personas: an AI Assistant and 834

a Math Expert. This task aims to provide an ex- 835

ample of a reasoning-intensive task, where the AI 836

Assistant needs to propose multiple proposals, and 837

the other participants need to give fine-grained feed- 838

back on where the current solution went wrong and 839

how to improve it. The second example describes 840

a poem-writing task with diverse requirements, in- 841

cluding lexical constraints, semantic constraints, 842

6We use the same prompt for any arbitrary tasks.
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Write a short and coherent story about {Harry Potter} that incorporates the answers to the following {5} questions: {Who was the man
behind The Chipmunks? Which Lloyd Webber musical premiered in the US on 10th December 1993? Who was the next British Prime

Minister after Arthur Balfour? Who had a 70s No 1 hit with Kiss You All Over? What claimed the life of singer Kathleen Ferrier?}

Trivia Creative Writing Input Example (N=5)

David Seville
Sunset Boulevard
Henry Campbell-Bannerman
Exile
Cancer

Target Answers
One day, Harry Potter stumbled upon a mysterious book in the Hogwarts library. The book told the

story of a magical music producer named Ross Bagdasarian Sr.      (incorrect answer), who created
a group of singing chipmunks. Intrigued, Harry shared the story with his friends Ron and Hermione.

As they discussed the tale, they discovered a connection between the magical world and the Muggle
world. It turned out that a famous Muggle composer, Andrew Lloyd Webber, had been inspired by

the magical world to create a musical called "Sunset Boulevard,"       which premiered in the US on
10th December 1993. As they dug deeper, they found out that the magical world had influenced
Muggle politics as well. Henry Campbell-Bannerman      , the British Prime Minister after Arthur

Balfour, had a secret friendship with a wizard who advised him on important matters. Their research
also led them to the Muggle band Exile      , which had a 70s No 1 hit with "Kiss You All Over." The

band members were actually wizards in disguise who used their magical talents to create
enchanting music. Lastly, they learned about the tragic story of Kathleen Ferrier, a talented Muggle

singer whose life was claimed by breast cancer      . Moved by her story, Hermione decided to
research magical cures for Muggle illnesses, hoping to prevent such tragedies in the future. Harry,

Ron, and Hermione marveled at the connections between the magical and Muggle worlds, realizing
that magic had a greater impact on the world than they had ever imagined.

Output Example

Correct Answer Mentions: 4
Number of Questions (N): 5

Score: 4 / 5 = 0.8

Evaluation Metric

Figure 7: Trivia Creative Writing task example.

Tasks added system message # early-termination

Trivia Creative Writing (N=5)
yes 18 / 100
no 0 / 100

Trivia Creative Writing (N=10)
yes 16 / 100
no 1 / 100

Codenames Collaborative
yes 37 / 50
no 4 / 50

Logic Grid Puzzle
yes 11 / 200
no 15 / 200

Table 3: Early termination statistics on SPP-Fixed-Persona: Removing the system message, "You are an AI
assistant that helps people find information.", can effectively reduce the problem but cannot fully
eliminate it.

and audience awareness. This task aims to provide843

an example of a knowledge-intensive task, where di-844

verse personas are required to collaboratively solve845

the task. This example also demonstrates a case846

where it is important to assign a dedicated persona847

to the audience, e.g., a ten-year-old child.848

Task Prefix. The last part of the prompt849

reminds the model to "identify the850

participants and collaboratively solve851

the following task step by step." fol-852

lowed by task-specific format instructions and853

inputs.854

E.2 Full Prompts855

Figures 14, 15 and 16 show the full prompts for856

SPP, SPP-Profile and SPP-Fixed-Persona respec-857

tively. Figure 17 shows the full prompts for Chain-858

of-Thought (CoT) prompting. 859

F Full Results 860

Full results of the three tasks: Trivia Creative Writ- 861

ing, Codenames Collaborative and Logic Grid Puz- 862

zle can be found in Tables 4, 5 and 6, respectively. 863

864
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Codenames Collaborative Input/Output Example

Try to find a single word hint that can accurately represent and link the {4} given words: {"director,
kiss, popcorn, street"}. The key is to select a hint that does not cause confusion with other words
from the following list: {locust, fever, street, sherwood, kiss, popcorn, craft, ant, crystal, tear, cowboy,
government, pine, mountie, soap, genie, king arthur, sphinx, director, bride, razor, fog, whistle}.

Spymaster Input

"movie"

Spymaster Output Example

Try to identify the {4} words best associated with the word {"movie"} from the following list: {locust,
fever, street, sherwood, kiss, popcorn, craft, ant, crystal, tear, cowboy, government, pine, mountie,
soap, genie, king arthur, sphinx, director, bride, razor, fog, whistle.}

Guesser Input

director, popcorn, cowboy, bride

Guesser Output Example

Targets: director, kiss, popcorn, street     Guesser outputs: director, popcorn, cowboy, bride     Score: 2 / 4 = 0.5

Evaluation Metric

Figure 8: Codenames Collaborative task example.

Logic Grid Puzzle Input/Output/Evaluation Example

Q: There are 4 houses in a row, numbered 1 on the left to 4 on the right. There is one person living in each house. The people
in these houses have different characteristics:

- Each person has different flowers in their foyer: one has a carnations arrangement, one has a bouquet of daffodils, one
has a vase of tulips, and one has a bouquet of lilies

- Each person plays a different musical instrument: one is a guitarist, one is a pianist, one is a percussionist, and one is a
flutist

Clue(s):
1. The flutist lives in the second house.
2. The person who has a vase of tulips lives directly left of the guitarist.
3. The person who has a bouquet of lilies lives directly left of the person who has a carnations arrangement.
4. There is one house between where the flutist lives and where the pianist lives.

What is the number of the house where the person who has a vase of tulips lives?
choice: 2
choice: 4
choice: 1
choice: 3

Input Example

The house number where the person who has a vase of tulips lives is 3.

Output Example

Target: 2   Prediction: 3   Score: 0 (2!=3)

Evaluation Metric

Figure 9: Logic Grid Puzzle task example.
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Plan:
[...]
6. Incorporate the Sky Train Rail bridge, which is in
Thailand.

Participants: AI Assistant (you); Movie Expert; Art Expert;
Sports Expert; Geography Expert
[...]
Geography Expert: The Sky Train Rail Bridge is located
in Canada.

SPP v.s. CoT (Trivia Creative Writing N=5)

Instance Index: 10
Question #5: In which country is the Sky Train Rail bridge? 

SPP CoT

Instance Index: 12
Question #5: Which 70s show was based on the British show Till Death Us Do Part? 

Participants: AI Assistant (you); Story Writer; Music
Expert; TV Show Expert; Cultural Expert
[...]
TV Show Expert: [...] The 70s show All in the Family
was based on the British show Till Death Us Do Part.

Plan: 
[...] 6. Mention a show that the Little Mermaid watches,
based on the British show Till Death Us Do Part.
Story: 
[...] Ariel and her friends often gathered to watch their
favorite show, "Undersea Squabbles,"                      
which was based on the British show Till Death Us Do Part.

SPP CoT

(factual error)

(hallucination)

Figure 10: SPP vs CoT qualitative examples on Trivia Creative Writing (N=5). We find that although CoT generates
reasonable plans or steps, it tends to suffer from factual errors and hallucination.

Methods Scores (N = 5) (%)
w/ system message w/o system message average max

Standard 75.6 73.6 74.6 75.6
CoT 68.8 65.6 67.1 68.8
SPP-Fixed-Persona 66.1 79.6 72.9 79.6
SPP-Profile (ours) 79.8 78.3 79.1 79.8
SPP (ours) 80.0 79.8 79.9 80.0

Methods Scores (N = 10) (%)
w/ system message w/o system message average max

Standard 77.2 76.8 77.0 77.2
CoT 71.6 65.3 68.5 71.6
SPP-Fixed-Persona 70.5 81.3 75.9 81.3
SPP-Profile (ours) 82.3 83.8 83.0 83.8
SPP (ours) 85.2 84.2 84.7 85.2

Table 4: Trivia Creative Writing full results, including two inference settings: with system message and without
system message. "average" and "max" indicating the mean and max score across the two settings. The system
message we use is: “You are an AI assistant that helps people find information.”
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Participants: AI Assistant (you); Language Expert; Word
Association Expert

Language Expert: The task is to find a single word hint
that can accurately represent and link the 2 given words:
"kick, rope". The hint should not cause confusion with
other words from the list provided.
Word Association Expert: Let's first analyze the words
"kick" and "rope". We can think of activities or objects that
involve both kicking and using a rope. For example, sports
or games.
AI Assistant (you): Thanks for the suggestions! Based on
the idea of sports or games, I propose the hint "jump". It
can be associated with both "kick" and "rope" without
causing confusion with the other words in the list.
[...]
Final answer: jump
 

SPP v.s. CoT (Codenames Collaborative)

Instance Index: 9
Word List: shoulder, glacier, anchor, magician, tunnel, sugar, gear, book, rainbow, ram, nose, pacific, volume, rope,
mark, drum, page, sack, kick
Target Words: kick, rope

SPP Spymaster

Steps:

1. Analyze the given words: "kick" and "rope".
2. Identify the common theme or connection between the
two words.
3. Compare the connection with the list of words provided
to ensure the hint does not cause confusion with other
words.
4. Select a hint that accurately represents and links the
two given words without causing confusion.

Answer: Sport

CoT Spymaster

Participants: AI Assistant (you); Linguist; Athlete

Linguist: When thinking about words associated with
"jump," consider words that are related to physical
activities, sports, or movement. Look for words that can be
used in the same context as "jump" or have a similar
meaning.
Athlete: In sports and physical activities, we often use
equipment or tools that help us jump or perform jumping-
related actions. Keep that in mind when selecting the
words.
AI Assistant (you): Thanks for the guidance! Based on
your suggestions, I think "rope" and "kick" are the two
words best associated with "jump" from the list. Rope can
be related to jumping rope, and kick can be associated
with jumping in some sports like soccer or martial arts.
Linguist: Let's verify if the words are related to "jump."
Rope is indeed related to jumping rope, which is a
common physical activity. Kick is also related to jumping in
some sports, as you mentioned. Both words seem to be
good choices.
Athlete: I agree with the choices. Rope and kick are both
related to jumping and physical activities.

Final answer: rope, kick

SPP Guesser

SPP Spymaster Hint: jump CoT Spymaster Hint: Sport

Steps:

1. Review the list of words provided.
2. Identify words that are directly related to or commonly
associated with sports.
3. Select the top 2 words that are most closely related to
sports.

Answer: gear, kick

CoT Guesser

Score: 2 / 2 = 1.0 Score: 1 / 2 = 0.5

Figure 11: SPP vs CoT qualitative examples on Codenames Collaborative. We find that SPP provides much more
detailed and interpretable intermediate discussions from various perspectives, which leads to stronger knowledge
selection, integration, and theory-of-mind capabilities.
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SPP v.s. SPP-Fixed-Persona (Trivia Creative Writing N=5)

Instance Index: 56
Question #1: What sport or pastime would you be playing if your balls were black and blue and your opponent's were red
and yellow?

Participants: AI Assistant (you); Story Writer; Sports
Enthusiast; Historian; Movie Buff; Music Expert; Mythology
Expert
Sports Enthusiast: The sport with black and blue balls for
one player and red and yellow balls for the other is
Croquet.

Participants: AI Assistant (you); Expert
Expert: Snooker

SPP SPP-Fixed-Persona

Instance Index: 7
Question #3: Which musician founded the Red Hot Peppers?

Participants: AI Assistant (you); Storyteller; Mythology
Expert; Music Enthusiast; Historian; Speed Record Expert
Music Enthusiast: The musician who founded the Red
Hot Peppers is Jelly Roll Morton.

Participants: AI Assistant (you); Expert
AI Assistant (you): The musician who founded the Red
Hot Peppers is Louis Armstrong.

SPP SPP-Fixed-Persona

Instance Index: 30
Question #1: Which orchestral conductor was married to one of the subjects of the film Hillary and Jackie?

Participants: AI Assistant (you); Film Expert; Literary
Expert; History Expert; Geography Expert; Architecture
Expert
Film Expert: The orchestral conductor married to one of
the subjects of the film Hillary and Jackie is Daniel
Barenboim.

Participants: AI Assistant (you); Expert
Expert: Sir Simon Rattle was married to one of the
subjects of the film Hillary and Jackie.

SPP SPP-Fixed-Persona

Figure 12: SPP vs SPP-Fixed-Persona qualitative examples on Trivia Creative Writing (N=5). Each example shows
one of the trivia questions in the input instance, the identified participants and the provided answer. We observe that
the dynamically identified fine-grained personas, such as "Film Expert", "Music Enthusiast" and "Sports Enthusiast",
tend to outperform the fixed general personas, "Expert".

Methods Scores (%)
w/ system message w/o system message average max

Standard 74.5 76.3 75.4 76.3
CoT 71.4 74.0 72.7 74.0
SPP-Fixed-Persona 10.1 66.0 38.1 66.0
SPP-Profile (ours) 80.4 72.9 76.7 80.4
SPP (ours) 82.5 75.5 79.0 82.5

Table 5: Codenames Collaborative full results, including two inference settings: with system message and without
system message. "average" and "max" indicating the mean and max score across the two settings. The system
message we use is: “You are an AI assistant that helps people find information.”
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Early-termination example with SPP-Fixed-Persona on GPT-4

[... SPP-Fixed-Persona Prompt ...]

Now, identify the participants and collaboratively solve the following task step by step. Note that the participants can only
be either AI Assistant (you) or Expert. Remember to provide the final solution with the following format "Final answer: (a
list of words here).". 

Task: {Try to identify the 4 words best associated with the word "film" from the following list: locust, fever, street,
sherwood, kiss, popcorn, craft, ant, crystal, tear, cowboy, government, pine, mountie, soap, genie, king arthur, sphinx,
director, bride, razor, fog, whistle. Your answer should be a comma-separated list of words.}

Participants: AI Assistant (you); Expert

AI Assistant (you): Let's first analyze the task. We need to find the 4 words that are most closely associated with the
word "film" from the given list. We can start by identifying words that are directly related to films, such as those related to
movie genres, settings, or elements commonly found in films.

Expert: That's a good approach. You can also consider words that are related to the experience of watching a film, such
as items that are commonly consumed during a movie or words that describe the atmosphere of a film. Make sure to pick
the 4 words that have the strongest association with "film".

Input

Generation

The generation stopped here without providing the Final answer

Early-termination example with SPP on Llama2-13b-chat

[... SPP procedure instructions and demonstration examples ...]

Now, identify the participants and collaboratively solve the following task step by step. Remember to present your final
solution with the prefix "Final answer:".

Task: {Write a short and coherent story about Harry Potter that incorporates the answers to the following 5 questions:
Who was the man behind The Chipmunks? Which Lloyd Webber musical premiered in the US on 10th December 1993?
Who was the next British Prime Minister after Arthur Balfour? Who had a 70s No 1 hit with Kiss You All Over? What
claimed the life of singer Kathleen Ferrier?}

Participants: AI Assistant (you); Harry Potter Expert; Music Expert; History Expert; Medical Expert
Start collaboration!

Input

Generation

The generation stopped here without simulating the multi-
turn dialogue following the demonstration examples

Further Observation: Llama2 cannot follow the procedure as demonstrated in the examples, even with additional
prompting, such as: "Follow the same procedure as the example tasks shown above. Simulate the dialogue of the
participants." This indicates that a strong instruction-following ability is a prerequisite for SPP to effectively elicit cognitive
synergy abilities.

Figure 13: Examples of the early-termination problem with SPP on Llama2-13b-chat and SPP-Fixed-Persona on
GPT-4.

Methods Scores (%)
w/ system message w/o system message average max

Standard 56.8 58.6 57.7 58.6
CoT 69.5 62.1 65.8 69.5
SPP-Fixed-Persona 63.3 65.3 64.3 65.3
SPP-Profile (ours) 65.7 64.0 64.8 65.7
SPP (ours) 66.3 70.4 68.3 70.4

Table 6: Logic Grid Puzzle full results, including two inference settings: with system message and without system
message. "average" and "max" indicating the mean and max score across the two settings. The system message we
use is: “You are an AI assistant that helps people find information.”
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When faced with a task, begin by identifying the participants who will contribute to solving the task. Then, initiate a multi-round collaboration process until a final solution is reached. The participants will
give critical comments and detailed suggestions whenever necessary.

Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Math Expert

Start collaboration!

Math Expert: Let's analyze the task in detail. You need to make sure that you meet the requirement, that you need to use exactly the four numbers (6 12 1 1) to construct 24. To reach 24, you can think
of the common divisors of 24 such as 4, 6, 8, 3 and try to construct these first. Also you need to think of potential additions that can reach 24, such as 12 + 12.
AI Assistant (you): Thanks for the hints! Here's one initial solution: (12 / (1 + 1)) * 6 = 24
Math Expert: Let's check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer is not correct. Can you fix this by considering other combinations? Please do not make
similar mistakes.
AI Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be reached by 3 * 8: (6 + 1 + 1) * (12 / 4) = 24.
Math Expert: Let's first check if the calculation is correct. (6 + 1 + 1) = 8, 12 / 4 = 3, 8 * 3 = 24. The calculation is correct, but you used 6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you
avoid using a number that is not part of the input?
AI Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without using any additional numbers: 6 * (1 - 1) + 12 = 24.
Math Expert: Let's check the answer again. 1 - 1 = 0, 6 * 0 = 0, 0 + 12 = 12. I believe you are very close, here is a hint: try to change the "1 - 1" to "1 + 1".
AI Assistant (you): Sure, here is the corrected answer:  6 * (1+1) + 12 = 24
Math Expert: Let's verify the solution. 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 12. You used 1 1 6 12 which is identical to the input 6 12 1 1. Everything looks good!

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the poem is about explaining what is
a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid.

Participants: AI Assistant (you); Poet; Computer Scientist; Ten year old child

Poet: Make sure that you write the poem with seven lines, and the first letters of the lines should be C, H, A, T, G, P, T.
Computer Scientist: A quantum computer is an advanced computing device that uses the principles of quantum mechanics to process and store information. Unlike classical computers that use bits
to represent information as 0s and 1s, quantum computers use quantum bits or qubits. Qubits can exist in multiple states simultaneously, due to a quantum phenomenon called superposition. You can
consider using these information for the poem.
Ten year old child: I hope the poem to be fun and easy to understanding. I don't want to see a lot of jargons or complicated concepts.
AI Assistant (you): Thanks for the guidance! Here's my initial attempt at the poem:
Computational wonder of our age,
Harnessing the quantum world's strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await.

Poet: Let's verify if the poem meets the requirements. The first letters are CHATGPT which is correct! And the poem rhymes well. Good job!
Computer Scientist: Everything looks good to me!
Ten year old child: I don't know what does perplex mean. Can you make the use of words easier to understand?
AI Assistant (you): Sure, let me revise the poem by using more common words. Check out the revised version:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

Poet: Let's check again if the poem meets the requirements. The first letters are C H A T G P T. And now the poem is more accessible to children. Everything looks good to me.
Computer Scientist: Looking good!
Ten year old child: I like this version a lot!

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---
Now, identify the participants and collaboratively solve the following task step by step. {Task-specific Formating Instruction}

Task: {Task input}

SPP Prompt

Figure 14: SPP full prompt.
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When faced with a task, begin by identifying the participants who will contribute to solving the task. Provide profiles of the participants, describing their expertise or needs. Then, initiate a multi-round
collaboration process until a final solution is reached. The participants will give critical comments and detailed suggestions whenever necessary.

Here are some examples:

[...]

Participants: AI Assistant (you); Math Expert

Profiles: 
    - AI Assistant (you): A super-intelligent AI assistant capable of performing tasks more effectively than humans.
    - Math expert: A person who is good at math games, arithmetic calculation, and long-term planning.

[...]

Participants: AI Assistant (you); Poet; Computer Scientist; Ten year old child

Profiles:
    - AI Assistant (you): A super-intelligent AI assistant capable of performing tasks more effectively than humans.
    - Poet: A person who studies and creates poetry. The poet is familiar with the rules and formats of poetry and can provide guidance on how to write a poem.
    - Computer Scientist: A scholar who specializes in the academic study of computer science. The computer scientist is familiar with the concept of a quantum computer and can provide
guidance on how to explain it.
    - Ten year old child: A child with a limited English vocabulary and little knowledge about complicated concepts, such as a quantum computer.

[...]

---
Now, identify the participants, provide their profiles, and collaboratively solve the following task step by step. {Task-specific Formating Instruction}

Task: {Task input}

SPP-Profile Prompt

Figure 15: SPP-Profile full prompt. "[...]" indicates identical parts with SPP. Green text indicates the key difference
between SPP-Profile and SPP.
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When faced with a task, begin by identifying the participants who will contribute to solving the task. Note that the participants can only be either AI Assistant (you) or Expert. Then, initiate a multi-round
collaboration process until a final conclusion is reached.  The Expert will give critical comments and detailed suggestions whenever necessary.  
 
Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.  
Input: 6 12 1 1  
 
Participants: AI Assistant (you); Expert  
 
Start collaboration!  
 
Expert: Let's analyze the task in detail. You need to make sure that you meet the requirement, that you need to use exactly the four numbers (6 12 1 1) to construct 24. To reach 24, you can think of
the common divisors of 24 such as 4, 6, 8, 3 and try to construct these first. Also you need to think of potential additions that can reach 24, such as 12 + 12.  
AI Assistant (you): Thanks for the hints! Here's one initial solution: (12 / (1 + 1)) * 6 = 24  
Expert: Let's check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer is not correct. Can you fix this by considering other combinations? Please do not make
similar mistakes.  
AI Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be reached by 3 * 8: (6 + 1 + 1) * (12 / 4) = 24.  
Expert: Let's first check if the calculation is correct. (6 + 1 + 1) = 8, 12 / 4 = 3, 8 * 3 = 24. The calculation is correct, but you used 6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you avoid
using a number that is not part of the input?  
AI Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without using any additional numbers: 6 * (1 - 1) + 12 = 24.  
Expert: Let's check the answer again. 1 - 1 = 0, 6 * 0 = 0, 0 + 12 = 12. I believe you are very close, here is a hint: try to change the “1 - 1” to “1 + 1”.  
AI Assistant (you): Sure, here is the corrected answer:  6 * (1+1) + 12 = 24  
Expert: Let's verify the solution. 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 12. You used 1 1 6 12 which is identical to the input 6 12 1 1. Everything looks good!  
 
Finish collaboration!  
 
Final answer: 6 * (1 + 1) + 12 = 24  

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the poem is about explaining what is
a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid.

Participants: AI Assistant (you); Expert

Expert: Make sure that you write the poem with seven lines, and the first letters of the lines should be C, H, A, T, G, P, T. A quantum computer is an advanced computing device that uses the principles
of quantum mechanics to process and store information. Unlike classical computers that use bits to represent information as 0s and 1s, quantum computers use quantum bits or qubits. Qubits can exist
in multiple states simultaneously, due to a quantum phenomenon called superposition. You can consider using these information for the poem. I hope the poem to be fun and easy to understanding. I
don't want to see a lot of jargons or complicated concepts.
AI Assistant (you): Thanks for the guidance! Here's my initial attempt at the poem:
Computational wonder of our age,
Harnessing the quantum world's strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await.

Expert: Let's verify if the poem meets the requirements. The first letters are CHATGPT which is correct! And the poem rhymes well. Good job! I don't know what does perplex mean. Can you make the
use of words easier to understand?
AI Assistant (you): Sure, let me revise the poem by using more common words. Check out the revised version:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

Expert: Let's check again if the poem meets the requirements. The first letters are C H A T G P T. And now the poem is more accessible to children. Everything looks good to me. I like this version a
lot!

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---

Now, identify the participants and collaboratively solve the following task step by step. {Task-specific Formating Instruction}

Task: {Task input}

SPP-Fixed-Persona Prompt

Figure 16: SPP-Fixed-Persona full prompt. Red text indicates the key difference between SPP-Fixed-Persona and
SPP.
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{Trivia Creative Writing Task Input}

Make a plan then write. Your output
should be of the following format:

Plan:
Your plan here.

Story:
Your story here.

{Codenames Spymaster/Guesser Input}

Solve the task step by step. Your output
should be of the following format:

Steps:
Your steps here.

Answer: (a single word here) / (A list of
words here)

{Logic Grid Puzzle Input}

Solve the task step by step. Your output
should be of the following format:

Steps:
Your steps here.

Answer:
The house number here.

CoT Prompts

Trivia Creative Writing Codenames Collaborative Logic Grid Puzzle

Figure 17: CoT prompts.

Provide 100 nouns from pop culture that are PG or PG 13 rated. Try not to include any adult, racial or harmful
content. Try to be as diverse as possible, including movies, books, games, shows, etc. Do not include duplicates.  

Figure 18: Prompt for generating the topic list for the Trivia Creative Writing task.
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