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ABSTRACT

Large Language Models (LLMs) are prone to off-topic misuse, where users may
prompt these models to perform tasks beyond their intended scope. Current
guardrails, which often rely on curated examples or custom classifiers, suffer from
high false-positive rates, limited adaptability, and the impracticality of requiring
real-world data that is not available in pre-production. In this paper, we introduce
a flexible, data-free guardrail development methodology that addresses these chal-
lenges. By thoroughly defining the problem space qualitatively and passing this
to an LLM to generate diverse prompts, we construct a synthetic dataset to bench-
mark and train off-topic guardrails that outperform heuristic approaches. Addi-
tionally, by framing the task as classifying whether the user prompt is relevant
with respect to the system prompt, our guardrails effectively generalize to other
misuse categories, including jailbreak and harmful prompts. Lastly, we further
contribute to the field by open-sourcing both the synthetic dataset1 and the off-
topic guardrail models2, providing valuable resources for developing guardrails in
pre-production environments and supporting future research and development in
LLM safety.

1 INTRODUCTION

Large Language Models (LLMs) such as GPT-4o (et al., 2024b), Gemini 1.5 (et al., 2024a), and
Llama 3 (Llama Team, 2024) have revolutionized various sectors by enabling advanced natural
language processing capabilities. Their applications extend beyond conversational agents to include
tasks such as document extraction, report generation, and workflow automation (Brachman et al.,
2024). As these models become increasingly integrated into software applications and real-world
processes, ensuring appropriate use is critically important.

To mitigate potential risks, significant efforts have been made to develop model alignment (Chris-
tiano et al., 2017) and guardrails (Dong et al., 2024). Alignment techniques aim to ensure that LLMs
behave in accordance with human values and intentions, while guardrails are external mechanisms
that prevent models from generating unwanted or harmful outputs. These safety measures are cru-
cial to maintain user trust and meet regulatory requirements, especially in sensitive domains such as
healthcare, finance, and legal services.
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1https://huggingface.co/datasets/gabrielchua/off-topic
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Figure 1: Example of on- and off-topic user prompts: The goal is to classify whether a user prompt
is off-topic with respect to the developer-defined system prompt.

One specific challenge is off-topic misuse: Users may prompt LLMs to perform tasks outside their
intended scope, sometimes unknowingly, and other times to circumvent organizational policies. For
instance, a healthcare policy chatbot could generate Python code upon request. We refer to these
prompts as “off-topic” (see Figure 1), which differ from “jailbreak” prompts (Shen et al., 2024) that
explicitly seek harmful or disallowed content. Although off-topic prompts may be benign, they can
still undermine the intended functionality and carry compliance risks (e.g., inadvertently providing
medical or legal advice).

Existing guardrails often rely on curated datasets or blacklists (AWS; Azure; Rebedea et al., 2023),
but these suffer from high false positives, limited adaptability, and the impracticality of gathering
large real-world data in pre-production. This highlights three key challenges:

1. The need for a general-purpose, robust classifier to detect off-topic prompts,
2. The requirement to build such a classifier without large-scale real-world data,
3. The difficulty that real user data is typically absent before deployment.

Contributions. In this paper, we:

1. Propose a Flexible, Data-Free Guardrail Development Methodology: We detail how to
generate synthetic data in pre-production to build and benchmark guardrails, thus providing
a strong safety baseline even before real-world data is available.

2. Develop Performant Off-Topic Guardrails: We train simple yet effective embedding and
cross-encoder classifiers that dramatically reduce false positives and achieve strong recall
on multiple external benchmarks.

3. Showcase Generalization to Multiple Misuse Categories: Our approach effectively han-
dles malicious prompts (e.g., jailbreaking, harmful requests) by classifying them as off-
topic relative to a specialized system prompt.

4. Open-Source the Dataset and Models: We release both the synthetic dataset3 and the
guardrail models4, encouraging broader adoption and further research in LLM safety.

Paper Organization. In Section 2, we survey the key challenges of LLM safety, synthetic data
use, and relevant research gaps. Section 3 details our guardrail development framework and data
generation process. Section 4 presents experimental results, including performance comparisons,
ablation studies, and analyses of threshold settings and model calibration. Section 5 and 6 discusses
limitations, future work and practical deployment considerations repsectively. Finally, Section 7
concludes the paper.

2 RELATED WORK

Ensuring safe and aligned behavior of LLMs is a critical open challenge. Below, we summarize how
existing alignment and guardrail techniques are tackling these issues and highlight key unresolved

3https://huggingface.co/datasets/gabrielchua/off-topic
4https://huggingface.co/collections/off-topic-guardrail-673838a62e4c661f248e81a4
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points—particularly, how synthetic data generation can help fill the gap when real-world data is
absent.

2.1 ALIGNMENT CHALLENGES IN LLMS

Alignment seeks to ensure that model outputs adhere to human values and developer intentions
(Christiano et al., 2017; Ouyang et al., 2024). However, even state-of-the-art approaches like Re-
inforcement Learning from Human Feedback (RLHF) (Rafailov et al., 2024; Lu et al., 2024) face
limitations, such as over-refusal of valid queries (Ganguli et al., 2022) or misalignment on unseen
tasks. Off-topic prompts can inadvertently bypass alignment constraints if the model has not been
explicitly trained to detect domain or scope violations. Thus, a dedicated method for filtering out
off-topic queries remains necessary, complementing alignment methods.

2.2 GUARDRAILS AND THEIR GAPS

Guardrails are often implemented as external classifiers or filters on top of an LLM (Rebedea et al.,
2023; Inan et al., 2023). Unlike alignment, guardrails can be updated without retraining the base
model, offering faster iteration and adaptation to new threats. Current practices rely heavily on cu-
rated examples (AWS; Azure) or rule-based systems. However, enumerating all off-topic or unsafe
prompts manually is not feasible, and collecting real data in pre-production is often impossible.

2.3 SYNTHETIC DATA FOR LLM SAFETY

Synthetic data is increasingly used when real data is limited or sensitive (Liu et al., 2024). Early
works leverage LLMs for pseudo-labeling (Long et al., 2024), QA or retrieval augmentation (Xu
et al., 2024), and instructional dialogue generation (Wang et al., 2023). More recent efforts (Sharma
et al., 2025) have demonstrated the potential of synthetic data to train content classifiers and deploy-
ing them at scale.

Despite these advances, using synthetic data specifically to train off-topic detectors has been un-
derexplored. Potential challenges include ensuring coverage of diverse topics and controlling the
style or format of prompts. Our work addresses this gap by proposing a systematic, LLM-based
method to generate large, varied synthetic datasets for off-topic detection. This approach also gen-
eralizes to other misuse cases (e.g., harmful requests), creating a strong pre-deployment guardrail
and significantly lowering the risk of over- or under-refusal.

Unresolved Key Issue: How can we create a sufficiently broad and representative dataset to train
lightweight guardrails before real-world deployment? This is where synthetic data generation offers
a promising solution.

3 METHODOLOGY

We now describe our general-purpose, data-free guardrail development framework and apply it to
the specific problem of detecting off-topic prompts in LLM interactions. The framework consists
of three main steps: (1) Qualitative problem analysis, (2) Synthetic data generation, and (3) Model
training.

Figure 2: Our Guardrail Development Methodology
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3.1 GUARDRAIL DEVELOPMENT FRAMEWORK

Step 1: Qualitative Problem Analysis & Edge Case Identification. We begin by comprehen-
sively describing the intended model use cases and the definition of “misuse.” Specifically, we con-
sider off-topic to mean “Any user prompt that is irrelevant to the domain or scope specified in the
system prompt.” We also brainstorm potential edge cases, such as extremely short or vague prompts,
potentially multi-lingual prompts, and adversarial attempts to circumvent the scope. This step en-
sures we have a clear, qualitative understanding of what off-topic behavior looks like.

Step 2: Synthetic Data Generation via LLM Prompting. Next, we employ a large language
model (e.g., GPT-4o, Llama 3) to generate synthetic examples. We craft a carefully written “meta-
prompt” instructing the LLM to produce a variety of (system prompt, user prompt) pairs. For each
system prompt, we ask the LLM to generate both on-topic and off-topic user prompts, ensuring a
balanced dataset. To promote diversity, we vary:

• The domain and style of the system prompt (healthcare Q&A, legal summary, short domain
instructions, etc.),

• The complexity of user prompts (short queries, multi-sentence requests, or multilingual
prompts),

• Random seed words and generation parameters like temperature and top-k sampling.

This process can easily produce thousands to millions of synthetic examples without any real user
data. After generation, light heuristics or human verification can be applied to remove low-quality
or duplicate examples.

Step 3: Model Training. We train a dedicated classifier on the synthetic data. Concretely, each
training instance has:

(System Prompt S,User Prompt U) → y ∈ {0, 1}

where y = 1 if U is off-topic relative to S, and 0 otherwise. We explore both a bi-encoder approach
(embedding system and user prompts separately) and a cross-encoder approach (concatenating the
prompts into a single sequence). The fine-tuning objective is standard binary classification. Cru-
cially, the output includes a probability score, allowing us to set thresholds for refusal or escalation
based on application risk tolerance.

3.2 OFF-TOPIC PROMPT DETECTION FORMULATION

Formally, we define a function:
F (S,U) → {0, 1},

where S is the system (developer) prompt defining the intended scope, and U is the user prompt. If
F (S,U) = 1, then U is deemed off-topic, triggering a refusal or guidance response. In addition to
the binary label, F can produce a score p ∈ [0, 1] indicating the likelihood of being off-topic, which
provides a continuous trade-off between false positives and false negatives.

3.3 MODELING

We explore two modeling approaches (see Figure 3):

1. Fine-Tuned Bi-Encoder Classifier We start with a pre-trained embedding model that is
lightweight and supports long sequences. Specifically, we use jina-embeddings-v2-small-en
(Günther et al., 2024), which has 33M parameters and an 8k token limit. For our experiments,
we trim sequences to 1k tokens.

We feed the system prompt and user prompt into the embedding model separately. We then learn
“adapter” layers (and cross-attentions) on top of each embedding. Next, we use attention pooling
to get a single vector representation from each branch and concatenate them. Finally, we use a
classification head to determine on-topic vs. off-topic.
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Figure 3: Summary of the two modeling approaches for off-topic prompt detection

2. Fine-Tuned Cross-Encoder Classifier We also fine-tune a pre-trained cross-encoder model
(e.g., stsb-roberta-base). In this approach, we concatenate the system and user prompts into
a single sequence. The cross-encoder then processes this combined input. Finally, we apply a
classification head to the pooled representation to yield the off-topic prediction.

4 EXPERIMENTS AND RESULTS

We evaluate our guardrail classifiers on both synthetic data (held-out sets and additional LLM gen-
erations) and external benchmarks focusing on other misuse categories. We also provide a deeper
explanation of why our approach outperforms baseline methods, discuss metrics, calibration, and
threshold selection, and analyze the trade-offs for real-world deployment.

4.1 DATASETS

Synthetic Dataset. We use GPT 4o (2024-08-06) and carefully designed prompts to generate
more than 2M (system prompt, user prompt) pairs with balanced on/off-topic labels. Examples
include system prompts for specialized QA (e.g., “You are a healthcare policy Q&A bot”), summa-
rization tasks, or other domain-specific instructions. The user prompts range from relevant domain
questions to completely unrelated topics like “Write me a Python program” or attempts at discussing
personal hobbies. We also inject edge cases: extremely short prompts, multi-paragraph prompts, and
random multi-lingual queries. Our experiments primarily focus on a subset (roughly 17k examples)
for training and validation, leaving a hold-out set for evaluation.

External Datasets. We further evaluate generalization to misuse categories like jailbreaking or
harmful requests by pairing these external prompts with a random system prompt from our synthetic
set. Concretely, we assess:

• JailbreakBench (Chao et al., 2024) – A benchmark containing both benign user prompts
and adversarial “jailbreak” attempts.

• HarmBench (Mazeika et al., 2024), TrustLLM (et al., 2024c), and a Localized Harm-
ful dataset (Foo & Khoo, 2025) – Collections of prompts aimed at eliciting harmful or
disallowed content (e.g., hate speech, extremely sensitive topics).

Although these sets target different misuse categories, from the standpoint of a specialized system
prompt with a narrow domain, they are effectively “off-topic” or disallowed.
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4.2 BASELINES

We compare with:

1. Cosine Similarity (Embeddings). We embed system and user prompts via bge-large-en-
v1.5 (Xiao et al., 2024), compute cosine similarity, and set a heuristic threshold.

2. K-Nearest Neighbors (6-shot). We store embeddings for a small set of 3 on-topic and 3
off-topic examples, then classify new prompts based on nearest neighbor similarity.

3. Pre-trained Cross-Encoder (no fine-tuning). We use stsb-roberta-base to obtain a se-
mantic similarity score and threshold it.

4. Pre-trained ColBERT. ColBERT v2 (Santhanam et al., 2022) for text relevance, thresh-
olded for on/off-topic.

5. Prompt Engineering Only. We rely on instructing the LLM directly to refuse off-topic
questions via system or developer instructions, with no external classifier.

6. LLM Zero-Shot Classification. We query a smaller LLM to label the user prompt as
off-topic or on-topic, relying purely on zero-shot reasoning.

4.3 METRICS AND THEIR RELEVANCE

We use the following metrics:

• ROC-AUC (Receiver Operating Characteristic Area Under Curve). Reflects how well
the model separates off-topic from on-topic examples across all possible thresholds.

• Precision. Fraction of predicted off-topic prompts that truly are off-topic, important for
minimizing false positives (over-refusals).

Precision =
True Positives

True Positives + False Positives

• Recall (Sensitivity). Fraction of true off-topic examples that are caught by the model.
Important to ensure we do not allow many off-topic prompts through.

Recall =
True Positives

True Positives + False Negatives

• F1 Score. The harmonic mean of precision and recall, balancing false positives and false
negatives:

F1 = 2× Precision × Recall
Precision + Recall

• Calibration. We also measure how well predicted probabilities match empirical off-topic
frequencies, important for threshold-based deployment.

These metrics are well-suited for a safety-critical classification task where both under- and over-
blocking can undermine user trust and compliance.

4.4 PERFORMANCE ANALYSIS AND REASONS FOR IMPROVEMENT

Results on Synthetic Data. Table 1 shows results on a held-out set (17k examples) from our
GPT 4o synthetic dataset. Both fine-tuned models outperform baselines in terms of F1 and ROC-
AUC. Zero-shot LLM classification also performs well but is prone to more false positives, creating
potential user frustration or system friction. We also evaluate our models on other held-out sets
generated by different LLMs, including Gemini Pro 1.5, Claude 3.5 Sonnet, and Llama 3.1
405B, and observe consistent performance (see Annex 7).

Why the Improvement? Our fine-tuned models benefit from:

1. Task-Specific Synthetic Data: The classifier sees many diverse on/off-topic pairs, learning
domain-invariant signals of relevance (e.g., semantic overlap, stylistic cues).
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Table 1: Performance on Synthetic Data (N=17,201). We report ROC-AUC, F1, Precision, and
Recall.

Approach Model ROC-AUC F1 Precision Recall
Fine-tuned cross-encoder stsb-roberta-base 0.99 0.99 0.99 0.99
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.99 0.97 0.99 0.95
Cosine similarity bge-large-en-v1.5 0.89 0.59 0.97 0.42
KNN (6-shot) bge-large-en-v1.5 0.90 0.75 0.94 0.63
Pre-trained cross-encoder stsb-roberta-base 0.73 0.68 0.53 0.93
Pre-trained ColBERT ColBERT v2 0.78 0.72 0.72 0.73
Prompt engineering GPT 4o (2024-08-06) - 0.95 0.94 0.97
Prompt engineering GPT 4o Mini (2024-07-18) - 0.91 0.85 0.91
Zero-shot classification GPT 4o Mini (2024-07-18) 0.99 0.97 0.95 0.99

2. Focused Architecture: Fine-tuning cross-encoders or bi-encoders captures deeper rela-
tionships between S and U .

3. Balanced and Large-Scale Synthetic Set: Synthetic generation allows covering extreme
and edge cases (very short prompts, multi-lingual, adversarial style) more comprehensively
than a small human-curated set could.

Calibration. In safety applications, well-calibrated probabilities are vital for setting thresholds.
Figure 4 shows a reliability diagram for the fine-tuned cross-encoder on the synthetic hold-out set.
The probabilities align well with observed frequencies, especially in high-confidence regions.

Figure 4: Calibration Plot on the Synthetic Hold-Out Set. A near-diagonal plot indicates good
probability calibration.

4.5 GENERALIZATION TO JAILBREAK AND HARMFUL PROMPTS

To investigate broader misuse detection, we pair prompts from external datasets with random spe-
cialized system prompts. Table 2 shows results on JailbreakBench, which has both benign and
adversarial user prompts. Our fine-tuned bi-encoder and cross-encoder detect a high fraction of
jailbreak attempts (off-topic for a specialized system prompt), achieving better recall than naive
baselines.

Table 2: Binary Classification on JailbreakBench. We list ROC-AUC, F1, Precision, and Recall.

Approach Model ROC-AUC F1 Precision Recall
Fine-tuned cross-encoder stsb-roberta-base 0.80 0.72 0.76 0.68
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.92 0.83 0.84 0.82

For HarmBench, TrustLLM, and a localized dataset of harmful prompts (Foo & Khoo, 2025),
Table 3 reports recall, as these datasets focus mainly on harmful content (positive class). Our mod-
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els exhibit strong recall, effectively blocking harmful requests. Notably, the fine-tuned bi-encoder
achieves particularly high recall on HarmBench and TrustLLM.

Table 3: Recall on HarmBench, TrustLLM, and a Localized Harmful Dataset. (These sets mostly
contain only harmful prompts, so we focus on whether the guardrail detects them as off-topic.)

Dataset Approach Model Recall

HarmBench Fine-tuned cross-encoder stsb-roberta-base 0.83
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.99

TrustLLM Fine-tuned cross-encoder stsb-roberta-base 0.78
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.97

Localized harmful Fine-tuned cross-encoder stsb-roberta-base 0.74
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.86

4.6 INFERENCE SPEED AND FEASIBILITY

Table 4 reports throughput on an NVIDIA Tesla T4. Both the bi-encoder and cross-encoder can
process thousands of prompt pairs per minute, sufficient for many real-time applications.

Table 4: Inference Speed (Prompt Pairs per Minute) on an NVIDIA Tesla T4 GPU.

Approach Model Pairs/min Latency (s/pair)
Fine-tuned bi-encoder jina-embeddings-v2-small-en 2216 0.027
Fine-tuned cross-encoder stsb-roberta-base 1919 0.031

5 DISCUSSION

Our experiments demonstrate that synthetic data generation, combined with fine-tuned embedding
or cross-encoder classifiers, is highly effective for detecting off-topic prompts. We now discuss key
limitations, possible solutions, deployment considerations, and the method’s broader applicability.

5.1 LIMITATIONS AND FUTURE WORK

Synthetic Data Bias. LLMs may introduce distributional biases or style artifacts when generating
synthetic data. Although we mitigate this via temperature tuning and random seed words, real-world
usage might differ significantly. Future work includes incorporating active learning once real user
data arrives, progressively retraining or updating the classifier.

Breadth of System Prompts. If the system prompt is extremely open-ended (e.g., “Chat about
anything”), the notion of off-topic becomes less meaningful. Our approach is best suited to LLM
applications with well-defined tasks or domains. Handling highly unstructured or unlimited tasks is
an open research challenge.

Language and Cultural Contexts. Our experiments primarily focus on English. Different lan-
guages or cultural nuances may require specialized data generation or adaptation. Future work can
extend to multilingual settings or incorporate domain-specific or cultural context more carefully.

Towards More Complex Real-World Scenarios. Though we demonstrated generalization to jail-
break and harmful prompts, additional complexities arise in real deployments, such as multi-turn
dialogues, code generation, or multimodal inputs. We plan to extend our approach to multi-turn
conversation guardrails, ensuring that off-topic detection remains robust across longer context win-
dows.

6 DEPLOYMENT CONSIDERATIONS

This guardrail development methodology has been used within Government Technology Agency
over the past year to build an internal suite of guardrails for various LLM applications. Specifi-
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cally for off-topic guardrails, it has been deployed internally since September 2024. Moreover, the
methodology has also been utilized to detect system prompt leakage or other categories of undesired
model outputs. Our key considerations have been:

Actionability and Threshold Tuning. For real deployments, system owners can choose a thresh-
old t ∈ [0, 1] on the off-topic probability. A low threshold catches more off-topic prompts but may
over-refuse. A high threshold reduces false positives but risks letting off-topic prompts slip by. In
practice, organizations often perform pilot tests or active learning with real user data to fine-tune
t. The well-calibrated scores from our model make such tuning more reliable. From our internal
user studies, typical threshold values range between 0.4 and 0.6, balancing user satisfaction and
compliance.

Integration with Alignment. Guardrails complement alignment by providing an external filter
that is easier to update. If a specific off-topic scenario emerges post-deployment (e.g., new domain
requests), the guardrail classifier can be rapidly retrained or updated with minimal changes to the
underlying LLM.

Model Choice. For longer system prompts, the bi-encoder can handle more tokens with slightly
lower compute cost, whereas the cross-encoder typically offers higher accuracy for shorter text.
A hybrid approach is also possible: run a faster embedding-based approach, then a cross-encoder
re-check if uncertain.

Active Learning Pipeline. Once the system is live, real user queries can be sampled and quickly
labeled. Incremental retraining with this real data helps address distribution shifts and correct syn-
thetic data biases.

7 CONCLUSION

We presented a flexible, data-free methodology for developing guardrails for LLMs, applied specif-
ically to off-topic prompt detection. By systematically defining the problem space and leveraging
LLMs to generate large, diverse synthetic datasets, we trained high-performance classifiers that both
reduce false positives and generalize to other misuse categories (e.g., jailbreak or harmful prompts).
Our open-source release of the synthetic dataset and trained guardrail models aims to accelerate
broader research and practical deployments in LLM safety.

Nevertheless, important limitations remain. Synthetic data may not fully represent real-world behav-
iors, especially in multilingual or high-context scenarios, and extremely open-ended system prompts
pose conceptual challenges to off-topic detection. As future work, we intend to explore deeper do-
main adaptation, multi-turn dialogues, and extended language coverage. We hope that our approach
and open-source contributions will foster more robust and adaptive guardrail solutions, ensuring
safer and more trustworthy LLM deployments across diverse applications.

All authors contributed to conceptualizing the project and designing the methodology. Gabriel and
Shing Yee led the implementation and experiments, and Gabriel wrote the manuscript, with input
and revisions from all co-authors.

We thank our colleagues at Government Technology Agency, especially at the AI Practice and Re-
sponsible AI team, for feedback during the early stages of this work. We are also grateful to the
open-source community for providing pre-trained models and helpful software libraries.

REFERENCES

AWS. Block denied topics to help remove harmful content - amazon bedrock —
docs.aws.amazon.com. https://docs.aws.amazon.com/bedrock/latest/
userguide/guardrails-denied-topics.html. [Accessed 12-11-2024].

Azure. Custom categories in azure ai content safety — learn.microsoft.com. https:
//learn.microsoft.com/en-us/azure/ai-services/content-safety/
concepts/custom-categories?tabs=standard. [Accessed 12-11-2024].

9

https://docs.aws.amazon.com/bedrock/latest/userguide/guardrails-denied-topics.html
https://docs.aws.amazon.com/bedrock/latest/userguide/guardrails-denied-topics.html
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/custom-categories?tabs=standard
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/custom-categories?tabs=standard
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/custom-categories?tabs=standard


Published at Building Trust Workshop at ICLR 2025

Michelle Brachman, Amina El-Ashry, Casey Dugan, and Werner Geyer. How knowledge workers
use and want to use llms in an enterprise context. In Extended Abstracts of the CHI Conference on
Human Factors in Computing Systems, CHI EA ’24, New York, NY, USA, 2024. Association for
Computing Machinery. ISBN 9798400703317. doi: 10.1145/3613905.3650841. URL https:
//doi.org/10.1145/3613905.3650841.

Patrick Chao, Edoardo Debenedetti, Alexander Robey, Maksym Andriushchenko, Francesco Croce,
Vikash Sehwag, Edgar Dobriban, Nicolas Flammarion, George J. Pappas, Florian Tramer, Hamed
Hassani, and Eric Wong. Jailbreakbench: An open robustness benchmark for jailbreaking large
language models, 2024. URL https://arxiv.org/abs/2404.01318.

Paul F Christiano, Jan Leike, Tom Brown, Miljan Martic, Shane Legg, and Dario
Amodei. Deep reinforcement learning from human preferences. In I. Guyon, U. Von
Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett (eds.), Ad-
vances in Neural Information Processing Systems, volume 30. Curran Associates, Inc.,
2017. URL https://proceedings.neurips.cc/paper_files/paper/2017/
file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf.

Yi Dong, Ronghui Mu, Yanghao Zhang, Siqi Sun, Tianle Zhang, Changshun Wu, Gaojie Jin, Yi Qi,
Jinwei Hu, Jie Meng, Saddek Bensalem, and Xiaowei Huang. Safeguarding large language mod-
els: A survey, 2024. URL https://arxiv.org/abs/2406.02622.

Gemini Team et al. Gemini 1.5: Unlocking multimodal understanding across millions of tokens of
context, 2024a. URL https://arxiv.org/abs/2403.05530.

OpenAI et al. Gpt-4o system card, 2024b. URL https://arxiv.org/abs/2410.21276.

Yue Huang et al. Trustllm: Trustworthiness in large language models, 2024c. URL https://
arxiv.org/abs/2401.05561.

Jessica Foo and Shaun Khoo. LionGuard: A contextualized moderation classifier to tackle local-
ized unsafe content. In Owen Rambow, Leo Wanner, Marianna Apidianaki, Hend Al-Khalifa,
Barbara Di Eugenio, Steven Schockaert, Kareem Darwish, and Apoorv Agarwal (eds.), Pro-
ceedings of the 31st International Conference on Computational Linguistics: Industry Track,
pp. 707–731, Abu Dhabi, UAE, January 2025. Association for Computational Linguistics. URL
https://aclanthology.org/2025.coling-industry.60/.

Deep Ganguli, Liane Lovitt, Jackson Kernion, Amanda Askell, Yuntao Bai, Saurav Kadavath, Ben
Mann, Ethan Perez, Nicholas Schiefer, Kamal Ndousse, Andy Jones, Sam Bowman, Anna Chen,
Tom Conerly, Nova DasSarma, Dawn Drain, Nelson Elhage, Sheer El-Showk, Stanislav Fort, Zac
Hatfield-Dodds, Tom Henighan, Danny Hernandez, Tristan Hume, Josh Jacobson, Scott Johnston,
Shauna Kravec, Catherine Olsson, Sam Ringer, Eli Tran-Johnson, Dario Amodei, Tom Brown,
Nicholas Joseph, Sam McCandlish, Chris Olah, Jared Kaplan, and Jack Clark. Red teaming
language models to reduce harms: Methods, scaling behaviors, and lessons learned, 2022. URL
https://arxiv.org/abs/2209.07858.

Michael Günther, Jackmin Ong, Isabelle Mohr, Alaeddine Abdessalem, Tanguy Abel, Moham-
mad Kalim Akram, Susana Guzman, Georgios Mastrapas, Saba Sturua, Bo Wang, Maximilian
Werk, Nan Wang, and Han Xiao. Jina embeddings 2: 8192-token general-purpose text embed-
dings for long documents, 2024. URL https://arxiv.org/abs/2310.19923.

Hakan Inan, Kartikeya Upasani, Jianfeng Chi, Rashi Rungta, Krithika Iyer, Yuning Mao, Michael
Tontchev, Qing Hu, Brian Fuller, Davide Testuggine, and Madian Khabsa. Llama guard: Llm-
based input-output safeguard for human-ai conversations, 2023. URL https://arxiv.org/
abs/2312.06674.

Ruibo Liu, Jerry Wei, Fangyu Liu, Chenglei Si, Yanzhe Zhang, Jinmeng Rao, Steven Zheng, Daiyi
Peng, Diyi Yang, Denny Zhou, and Andrew M. Dai. Best practices and lessons learned on syn-
thetic data, 2024. URL https://arxiv.org/abs/2404.07503.

AI@Meta et al. Llama Team. The llama 3 herd of models, 2024. URL https://arxiv.org/
abs/2407.21783.

10

https://doi.org/10.1145/3613905.3650841
https://doi.org/10.1145/3613905.3650841
https://arxiv.org/abs/2404.01318
https://proceedings.neurips.cc/paper_files/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
https://arxiv.org/abs/2406.02622
https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2401.05561
https://arxiv.org/abs/2401.05561
https://aclanthology.org/2025.coling-industry.60/
https://arxiv.org/abs/2209.07858
https://arxiv.org/abs/2310.19923
https://arxiv.org/abs/2312.06674
https://arxiv.org/abs/2312.06674
https://arxiv.org/abs/2404.07503
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783


Published at Building Trust Workshop at ICLR 2025

Lin Long, Rui Wang, Ruixuan Xiao, Junbo Zhao, Xiao Ding, Gang Chen, and Haobo Wang. On
llms-driven synthetic data generation, curation, and evaluation: A survey, 2024. URL https:
//arxiv.org/abs/2406.15126.

Chris Lu, Samuel Holt, Claudio Fanconi, Alex J. Chan, Jakob Foerster, Mihaela van der Schaar,
and Robert Tjarko Lange. Discovering preference optimization algorithms with and for large
language models, 2024. URL https://arxiv.org/abs/2406.08414.

Mantas Mazeika, Long Phan, Xuwang Yin, Andy Zou, Zifan Wang, Norman Mu, Elham Sakhaee,
Nathaniel Li, Steven Basart, Bo Li, David Forsyth, and Dan Hendrycks. Harmbench: A stan-
dardized evaluation framework for automated red teaming and robust refusal, 2024. URL
https://arxiv.org/abs/2402.04249.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton, Fraser Kel-
ton, Luke Miller, Maddie Simens, Amanda Askell, Peter Welinder, Paul Christiano, Jan Leike,
and Ryan Lowe. Training language models to follow instructions with human feedback. In Pro-
ceedings of the 36th International Conference on Neural Information Processing Systems, NIPS
’22, Red Hook, NY, USA, 2024. Curran Associates Inc. ISBN 9781713871088.

Rafael Rafailov, Archit Sharma, Eric Mitchell, Stefano Ermon, Christopher D. Manning, and
Chelsea Finn. Direct preference optimization: your language model is secretly a reward model.
In Proceedings of the 37th International Conference on Neural Information Processing Systems,
NIPS ’23, Red Hook, NY, USA, 2024. Curran Associates Inc.

Traian Rebedea, Razvan Dinu, Makesh Sreedhar, Christopher Parisien, and Jonathan Cohen. Nemo
guardrails: A toolkit for controllable and safe llm applications with programmable rails, 2023.
URL https://arxiv.org/abs/2310.10501.

Keshav Santhanam, Omar Khattab, Jon Saad-Falcon, Christopher Potts, and Matei Zaharia. Col-
bertv2: Effective and efficient retrieval via lightweight late interaction, 2022. URL https:
//arxiv.org/abs/2112.01488.

Mrinank Sharma, Meg Tong, Jesse Mu, Jerry Wei, Jorrit Kruthoff, Scott Goodfriend, Euan Ong, Al-
win Peng, Raj Agarwal, Cem Anil, Amanda Askell, Nathan Bailey, Joe Benton, Emma Bluemke,
Samuel R. Bowman, Eric Christiansen, Hoagy Cunningham, Andy Dau, Anjali Gopal, Rob
Gilson, Logan Graham, Logan Howard, Nimit Kalra, Taesung Lee, Kevin Lin, Peter Lofgren,
Francesco Mosconi, Clare O’Hara, Catherine Olsson, Linda Petrini, Samir Rajani, Nikhil Sax-
ena, Alex Silverstein, Tanya Singh, Theodore Sumers, Leonard Tang, Kevin K. Troy, Constantin
Weisser, Ruiqi Zhong, Giulio Zhou, Jan Leike, Jared Kaplan, and Ethan Perez. Constitutional
classifiers: Defending against universal jailbreaks across thousands of hours of red teaming, 2025.
URL https://arxiv.org/abs/2501.18837.

Xinyue Shen, Zeyuan Chen, Michael Backes, Yun Shen, and Yang Zhang. ”do anything now”: Char-
acterizing and evaluating in-the-wild jailbreak prompts on large language models, 2024. URL
https://arxiv.org/abs/2308.03825.

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Alisa Liu, Noah A. Smith, Daniel Khashabi, and
Hannaneh Hajishirzi. Self-instruct: Aligning language models with self-generated instructions,
2023. URL https://arxiv.org/abs/2212.10560.

Shitao Xiao, Zheng Liu, Peitian Zhang, Niklas Muennighoff, Defu Lian, and Jian-Yun Nie. C-pack:
Packed resources for general chinese embeddings, 2024. URL https://arxiv.org/abs/
2309.07597.

Ran Xu, Hui Liu, Sreyashi Nag, Zhenwei Dai, Yaochen Xie, Xianfeng Tang, Chen Luo, Yang Li,
Joyce C. Ho, Carl Yang, and Qi He. Simrag: Self-improving retrieval-augmented generation for
adapting large language models to specialized domains, 2024. URL https://arxiv.org/
abs/2410.17952.

A ANNEX: ADDITIONAL SYNTHETIC DATA EVALUATION

11

https://arxiv.org/abs/2406.15126
https://arxiv.org/abs/2406.15126
https://arxiv.org/abs/2406.08414
https://arxiv.org/abs/2402.04249
https://arxiv.org/abs/2310.10501
https://arxiv.org/abs/2112.01488
https://arxiv.org/abs/2112.01488
https://arxiv.org/abs/2501.18837
https://arxiv.org/abs/2308.03825
https://arxiv.org/abs/2212.10560
https://arxiv.org/abs/2309.07597
https://arxiv.org/abs/2309.07597
https://arxiv.org/abs/2410.17952
https://arxiv.org/abs/2410.17952


Published at Building Trust Workshop at ICLR 2025

Table 5: Performance on Synthetic Data Generated by Gemini Pro 1.5 and Claude 3.5 Sonnet
(N=326).

Approach Model ROC-AUC F1 Precision Recall
Fine-tuned cross-encoder stsb-roberta-base 0.99 0.99 0.99 0.99
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.99 0.99 0.99 0.99

Table 6: Performance on Synthetic Data Generated by Llama 3.1 405B (N=29,635).

Approach Model ROC-AUC F1 Precision Recall
Fine-tuned cross-encoder stsb-roberta-base 0.99 0.96 0.97 0.94
Fine-tuned bi-encoder jina-embeddings-v2-small-en 0.99 0.99 0.97 0.90
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