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Abstract001

Most large language models are fine-tuned us-002
ing either expensive human-annotated data or003
GPT-4 generated data which cannot guaran-004
tee performance in certain domains. We argue005
that although the web-crawled data often has006
formatting errors causing semantic inaccura-007
cies, it can still serve as a valuable source for008
high-quality supervised fine-tuning in specific009
domains without relying on advanced models010
like GPT-4. To this end, we create a paired011
training dataset by aligning web-crawled data012
with a smaller set of high-quality data. By013
training a language model on this dataset, we014
can convert web data with irregular formats015
into high-quality ones. Our experiments show016
that training with the model-transformed data017
yields better results, surpassing training with018
only high-quality data by an average of 9.4% in019
Chinese elementary school math problems. Ad-020
ditionally, our 7B model outperforms several021
open-source models larger than 30B and sur-022
passes well-known closed-source models such023
as GPT-3.5 and Claude-2, highlighting the effi-024
cacy of our approach.1025

1 Introduction026

Large Language Models (LLMs) have attracted027

much attention over the past year and high-quality028

data has been a crucial factor in achieving their029

excellent performance. Currently, two primary030

methodologies are employed for data acquisition.031

The first approach involves leveraging GPT-4 (Ope-032

nAI, 2023) or other LLMs for distillation, such033

as Alpaca (Taori et al., 2023), ORCA (Mukherjee034

et al., 2023), and WizardLM (Xu et al., 2023), to035

enhance the capabilities of smaller models. The036

second approach (Zhou et al., 2023a; Databricks,037

2023; Köpf et al., 2023) use human annotation or038

selection to further enhance model performance,039

emphasizing the significance of data quality over040

1We have released our code in the attachment.

data quantity. However, in certain domains like 041

mathematics, even the state-of-the-art model GPT- 042

4 fails to achieve outstanding performance (Dong 043

et al., 2023; Mitra et al., 2024; Yuan et al., 2023), 044

while obtaining a large volume of human-annotated 045

data within a short timeframe is not only challeng- 046

ing but also costly. Conversely, web-crawled data 047

tends to have a larger volume despite being prone to 048

noise and formatting errors. Leveraging processed 049

web-crawled data for training can significantly alle- 050

viate the challenges associated with data collection 051

in specific domains. 052

We focus on mathematical reasoning, which re- 053

quires a deep understanding of mathematical con- 054

cepts and proficient reasoning abilities. Previous 055

studies (Dong et al., 2023; Mitra et al., 2024) have 056

demonstrated the benefits of enhancing datasets 057

with synthetic data. Typically, these studies (Luo 058

et al., 2023; Mitra et al., 2024) rely on the excellent 059

performance of GPT-4 on English mathematical 060

datasets to generate simulated data for distillation 061

to smaller models. In contrast, we explore the po- 062

tential to acquire high-quality data without depend- 063

ing on additional powerful LLMs such as GPT-4. 064

We identified two significant advantages of web- 065

crawled data: it (1) has a large volume and (2) 066

contains most of the necessary information to 067

solve specific problems, despite its poor format- 068

ting. Drawing on the intuition that rewriting data 069

is comparatively simpler for the LLM than per- 070

forming intricate reasoning tasks, we propose a 071

method that augments the dataset by converting 072

web-crawled data into high-quality ones. Our 073

approach begins by automatically aligning low- 074

quality web-crawled data with high-quality seed 075

data to generate <low-quality, high-quality> data 076

pairs. We subsequently utilize these pairs to fine- 077

tune an LLM, developing a model specifically de- 078

signed to transform low-quality web-crawled data 079

into high-quality data. Our experiments demon- 080

strate that this approach significantly improves data 081
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quality and boosts model performance, surpassing082

traditional rule-based methods. The key contribu-083

tions of our work are as follows:084

1. We propose a simple and effective method085

for transforming web-crawled data into high-086

quality data without relying on additional087

LLMs like GPT-4.088

2. Our approach improves the performance of089

two representative open-source models, with090

an average improvement of 9.4%.091

3. We revealed that formatting errors could lead092

to semantic inaccuracies and analyzed the rea-093

sons behind the effectiveness of our method.094

2 Related Work095

2.1 Large Language Models for Mathematical096

Reasoning097

Complex reasoning has become a critical capability098

for LLMs, and a series of benchmarks have been099

developed to assess this ability using mathemati-100

cal word problems. Notable English benchmarks101

include GSM8K (Cobbe et al., 2021) and SVAMP102

(Patel et al., 2021), while Ape210K (Zhao et al.,103

2020) and CMATH (Wei et al., 2023) are prominent104

benchmarks in the Chinese language.105

“Chain of Thought” (CoT) (Wei et al., 2022;106

Zhou et al., 2023b; Kojima et al., 2022; Fu et al.,107

2023) enhances the model’s reasoning capability108

by predicting the step-by-step reasoning process109

before arriving at the answer. Wang et al. (2023)110

further enhances the model’s performance using111

majority voting techniques. Additionally, the “Tree112

of Thoughts” (ToT) (Yao et al., 2023) approach113

explores reasoning paths through self-evaluation114

by the LLM to facilitate global decision-making.115

Moreover, equipping the model with tools such as116

calculators (Cobbe et al., 2021) or programs (Gao117

et al., 2023a; Chen et al., 2022; Imani et al., 2023;118

Yue et al., 2023) can also contribute to improved119

problem-solving abilities. In our paper, we con-120

centrate on improving the data quality for CoT,121

because it forms the foundation of the model’s rea-122

soning capability.123

2.2 Is GPT4 Generated Data Enough?124

Utilizing synthetic data generated by strong LLMs125

(Taori et al., 2023; Mukherjee et al., 2023; Gu-126

nasekar et al., 2023; Wang et al., 2024) for training127

has proven effective in enhancing model perfor-128

mance. In mathematics, studies (Luo et al., 2023;129

Mitra et al., 2024; Yuan et al., 2023; Yu et al.,130

2023) emphasize that utilizing a powerful LLM 131

(GPT3.5/GPT4) to generate diverse and challeng- 132

ing datasets can significantly improve model per- 133

formance. 134

However, the data generated by LLMs has in- 135

herent limitations. Although models have a certain 136

degree of fault tolerance (Yu et al., 2023), rely- 137

ing solely on synthetic data generated by strong 138

LLMs can limit the upper bound. For instance, 139

in domains where the best LLM performs poorly, 140

the quality of generated data may not be guaran- 141

teed. Our method leverages the knowledge in web- 142

crawled data, along with the powerful information 143

extraction and format standardization capabilities 144

of LLMs, thereby obviating the need for additional 145

LLMs to generate answers from scratch. 146

3 Methods 147

3.1 Settings 148

Training Data Sets. We acquired a meticulously 149

annotated dataset from an educational institution, 150

along with a web-crawled collection of mathemat- 151

ical problems. Due to their distinct origins, these 152

two datasets are not independently and identically 153

distributed (i.i.d.). This web-crawled dataset has 154

been filtered with rules, thus almost all the data 155

used in this paper are mathematical problems with 156

detailed solving processes. The manual-annotated 157

seed dataset consists of 84,095 instances, while the 158

web-crawled dataset comprises 573,960 instances. 159

3.2 A Close Look on Web-Crawled Data 160

Misleading Caused by Formatting Issues. Al- 161

though our preprocessing efforts have enhanced 162

the quality of the web-crawled data, there still re- 163

main numerous format errors and non-standard for- 164

matting issues. An example is shown in Figure 165

1, the expression 3.14 × 62 = 3.14 × 36 is repre- 166

sented as 3.14 × 62 = 3.14 × 36 in the crawled 167

data, which is mathematically incorrect. Due to 168

the extensive combinatorial nature of mathemati- 169

cal formulas, these errors can result in expressions 170

that appear to be intact in terms of formatting but 171

completely misrepresent the underlying physical 172

meaning. Consequently, training with these errors 173

can mislead the model, particularly in complex sce- 174

narios. We summarize the most significant errors 175

of web-crawled data in Table 1 and show corre- 176

sponding examples in Table 8. 177

It is quite difficult to correct those errors using 178

rule-based methods, which we will explain in Sec- 179
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Error Type Detailed Description

Fraction Format Errors The fraction are not in latex format. x
y

may be in the form of “x\ny” or “xy”.
Super/Subscripts Errors The positional information of special characters such as superscripts and subscripts may be lost.
Missing Line Breaks Occasionally, the line breaks (“\n”) between different lines are missing.
Non-standard formula Some symbols are displayed in non-standard form, such as “×” being typed as “X”.
Garbled Characters Severe formatting disruptions were observed in a tiny subset of samples due to OCR.

Table 1: Typical error types in web-crawled data. The fraction format errors and superscripts/subscripts errors are
the most common in our data.

Data with Errors
Question: The radius of a small circle is 2 cm, and the 
radius of a large circle is times that of the small circle. 
What is the area of the large circle?
Answer: 
The radius of the large circle: 2 × 3=6 (cm)
The area of the large circle: 3.14 × 62 = 3.14 × 36 = 
113.04 (cm2)

Correct Format
Question: The radius of a small circle is 2 cm, and the 
radius of a large circle is 3 times that of the small 
circle. What is the area of the large circle?
Answer: 
The radius of the large circle: 2 × 3=6 (cm)
The area of the large circle: 3.14 × 𝟔𝟐 = 3.14 × 36 = 
113.04 (cm𝟐)

❌

✅

Figure 1: An example of a web-crawled sample with
“local errors” and “global errors”. The “local errors” are
denoted in blue, and the “global errors” are denoted in
red.

tion 3.2. Utilizing these flawed samples for training180

may not only introduce inconsistent output formats181

but also affect the model’s understanding of mathe-182

matical concepts. However, if we discard samples183

with errors entirely, it would significantly reduce184

the information content in the training data, thereby185

affecting the model’s performance.186

The Drawbacks of Rule-Based Methods In187

data preprocessing, rule-based methods often hold188

significant importance. However, it is important to189

note that while certain errors can be resolved using190

rule-based methods, others may not be amenable191

to such approaches in principle. To state it more192

clearly, we define two distinct types of errors: local193

errors and global errors.194

• Local errors refer to errors that can be cor-195

rected by examining a few consecutive words.196

• Global errors refer to errors that can only197

be rectified if the method comprehends the198

entirety of the example, including both the199

question and the answer.200

The primary limitation of rule-based methods201

is that they can only solve “local errors” but not 202

“global errors”. Figure 1 illustrates an example, 203

with the “local errors” highlighted in blue and the 204

“global errors” marked in red. In this instance, the 205

crucial information of “3 times” is missing from 206

the question, making it impossible to fill in the 207

blank without consulting the answer. Addition- 208

ally, determining whether “62” represents “62” or 209

simply “62” poses a challenge for rule-based ap- 210

proaches, as both interpretations are prevalent in 211

the corpus. Consequently, these two instances are 212

classified as global errors. Conversely, the third 213

scenario involving “cm2” commonly denotes “cm2” 214

in most cases, making it a “local error” that can be 215

easily addressed using rules. Another drawback of 216

rule-based methods is the requirement to analyze 217

numerous cases and handle various boundary sit- 218

uations when constructing rules. This process is 219

not only highly challenging but also significantly 220

increases people’s workload. 221

Feasibility of Model-based Methods After care- 222

ful examination of the web-crawled samples, we 223

believe that despite the presence of numerous for- 224

matting issues in the crawled data, the data itself 225

still contains a substantial amount of valuable in- 226

formation. We arrived at the following findings: 227

1. Despite the vast array of mathematical prob- 228

lem types, the types of formatting errors tend 229

to be relatively uniform. Consequently, by 230

fine-tuning a model, it should be capable of 231

learning the correct paradigms efficiently with 232

a limited number of samples. 233

2. Compared to performing complex reasoning 234

tasks, it is easier for the LLM to rewrite the 235

data. In other words, modifying the format of 236

questions and answers to obtain training data 237

is much simpler than generating answers for 238

questions from scratch. 239

3. Different from rule-based methods focusing 240

on local considerations, LLMs are good at 241

combining all the information in the sample. 242

Therefore, we recommend utilizing the informa- 243
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Q: Divide 𝟑
𝟕

into 4 equal parts, how much is 
each part? 

A: Solution: 𝟑𝟕÷𝟒 =
𝟑
𝟐𝟖 。

Answer: Each part is 𝟑
𝟐𝟖

.

Q: Divide into 4 parts, how much is each part?
A: Analysis: Divide a number into several equal 

parts, calculate the number of each part 
using division, and answer accordingly. 
Solution: 3\n7 ÷ 4=3\n28 
Answer: Each part is 3\n28

Instruction:
Assuming you are an elementary school math 
teacher, here is a question and corresponding 
answer that may have language irregularities. 
Please convert the question and answer to a 
standardized format.
[Question] 
Divide into 4 parts, how much is each part?
[Answer]
Analysis: Divide a number into several equal 
parts, calculate the number of each part using 
division, and answer accordingly. 
Solution: 3\n7 ÷ 4=3\n28. 
Answer: Each part is 3\n28

Output:
[Question]
Divide 𝟑

𝟕
into 4 equal parts, how much is 

each part? 
[Answer]
Solution: 𝟑

𝟕
÷𝟒 = 𝟑

𝟐𝟖
Answer: Each part is 𝟑

𝟐𝟖
.

Prompt  Engineering

Web-crawled 
Dataset

Fuzzy 
Matching

Re-Generation 
Language Model 

Cleaned
Web-

Crawled 
Data

Math
Language

Model

Figure 2: An illustration of our proposed data transforming architecture. The answer coloured in green is matched,
resulting in a <web-crawled, high-quality> data pair. The text in red is originally wrong and needs to be corrected.
We then prompt the paired data to train a re-generation language model to convert the web-crawled data into
high-quality ones. Finally, we train a Math LLM using both the high-quality data and the cleaned web-crawled data.

tion in the web-crawled data and leveraging the244

excellent understanding and languaging capabili-245

ties of neural networks to construct high-quality246

training data. This is related to the core idea of247

Retrieval-Augmented Generation (RAG), which248

we will discuss later in Section 5.249

3.3 A Simple and Effective Method for Data250

Cleaning251

Based on the analysis above, we propose a sim-252

ple and effective method to enhance the quality of253

web-crawled data. This approach leverages the lin-254

guistic capabilities of LLMs alongside the inherent255

knowledge within web-crawled data to refine and256

standardize its format, thereby effectively reducing257

the occurrence of erroneous expressions.258

Our method involves the following four steps as259

shown in Figure 2:260

1. Constructing format converter training data261

by pairing web-crawled data with high-quality262

data using fuzzy matching.263

2. Train an LLM with the constructed data to264

enable it to transform raw web-crawled exam-265

ples into high-quality examples.266

3. Use the trained LLM to convert the web-267

crawled data into high-quality format.268

4. Train another LLM to solve mathematical269

problems using both the high-quality data and270

the converted web-crawled data.271

Formally, given a high-quality problem set272

Dhigh = {(qi, ai)}i where qi is a math question 273

and ai is the corresponding answer, along with a 274

large web-crawled dataset Dcrawl = {(qj , aj)}j , 275

we can derive a matched dataset in the following 276

manner: 277
278

Dtrain = {([q, a], [q′, a′])|(q, a) ∈ Dhigh, 279

(q′, a′) ∈ Dcrawl,match(q, q′) ∨ match(a, a′)}. 280

Typically, the size of the matched dataset Dtrain is 281
smaller than that of the high-quality dataset and 282

web-crawled dataset, i.e., |Dtrain| < min(|Dhigh|, 283

|Dcrawl|). 2 Subsequently, we fine-tune an 284

LLM g using the constructed dataset Dtrain and 285

use this model to process the web-crawled data. 286

For each sample [q, a], the model generates 287

an output in a predefined concatenated format 288

“formatted([a′, q′])”. Afterwards, we apply rules 289

to extract the question and answer from the output, 290

resulting in the final mathematical problem-solving 291

training dataset Dcleaned = {q′i, a′i}i. Samples that 292

do not conform to the predefined output format 293

are discarded. Finally, we fine-tune an LLM on 294

both the high-quality data Dhigh and the cleaned 295

data Dcleaned to improve the model performance in 296

mathematical reasoning. 297

2We have further augmented our dataset with samples con-
taining severe formatting errors, prompting the model to rec-
ognize these instances and output a “syntax error” indication.
The relative number of those dropped examples is small, and
we have verified that the dropped examples are not the main
reason for our improvement in effectiveness.
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ChatGLM2-6B Qwen1.5-7B-Chat
Ape210K CMATH Ape210K CMATH

W.o. Training 38.7 62.8 55.4 72.5
SFT w. Dhigh 55.6 76.2 68.2 81.8
PT w. Dcrawl + SFT w. Dhigh 59.4 77.2 69.0 83.2
SFT w. Dcleaned 72.1 84.5 74.2 87.3
SFT w. Dcleaned + Dhigh 73.9 84.8 74.1 86.5

Table 2: Performance comparison among different language models on the Ape210K and CMATH. “SFT w. Dhigh”
denotes fine-tuning with human-annotated high-quality data only. “PT w. Dcrawl + SFT w. Dhigh” denotes first
post-training the model with web-crawled data and then fine-tuning the model with high-quality data. “SFT w.
Dcleaned + Dhigh” denotes fine-tuning the model with model-converted and human-annotated data together. Best
results are denoted in Black.

4 Experiments298

4.1 Experimental Setup299

4.1.1 Test Datasets and Evaluation Method300

Because all our training data are about Chinese ele-301

mentary school math, following ChatGLM-Math302

(Xu et al., 2024), we evaluate our performance on303

two Chinese math datasets, Ape210K (Zhao et al.,304

2020) and CMATH (Wei et al., 2023). Different305

from the works that utilize LLM as the verifier306

(Zheng et al., 2023; Xu et al., 2024), we wrote an307

automatic evaluation script in Python. Our auto-308

evaluation script exhibits an evaluation accuracy309

of 95% on Ape210K. For CMATH, we utilize the310

evaluation script 3 provided in the paper.311

4.1.2 Models312

We experiment on two most widely used Chinese313

open-source models, i.e., ChatGLM (Du et al.,314

2022; Zeng et al., 2023) and Qwen (Bai et al.,315

2023), specifically, ChatGLM2-6B and Qwen1.5-316

7B-Chat. We employ fully parameterized super-317

vised fine-tuning (SFT) in all our experiments. Due318

to time constraints, we did not conduct hyperpa-319

rameter searches; instead, all experiments were320

performed once using a pre-determined, stable hy-321

perparameter set. During the training process, we322

employed a batch size of 128 for both models, a323

learning rate of 5e-5 for ChatGLM, and a learn-324

ing rate of 5e-6 for Qwen. We do not use early325

stopping, but instead train all data for three epochs.326

4.2 Main Results327

Our results are shown in Table 2. The conventional328

approach of post-training with noisy, web-crawled329

data only marginally improves model performance330

3https://github.com/XiaoMi/cmath

by an average of 1.8%. In contrast, fine-tuning 331

the model with both high-quality and our cleaned 332

data significantly enhances performance by an av- 333

erage of 9.4%, demonstrating the effectiveness of 334

our method. This improvement can be attributed 335

to the following reasons: (1) The presence of er- 336

rors in the web-crawled data hinders the learning 337

of mathematical reasoning. (2) The format dis- 338

parity between web-crawled (pure text) and high- 339

quality data (LATEX) makes it challenging to inte- 340

grate both paradigms of information. (3) Two-stage 341

fine-tuning makes it more susceptible for the model 342

to forget the data used in the post-training stage, in- 343

dicating that SFT exhibits superior data efficiency 344

compared to post-training. 345

An intriguing observation that deviates from 346

common sense is the comparable performance of 347

SFT with Dcleaned to that of SFT with both Dcleaned 348

and Dhigh. We propose two potential explanations 349

for this phenomenon. Firstly, the cleaned data 350

is generated by the model, which results in the 351

distillation of certain information from the high- 352

quality data into the cleaned web-crawled data 353

during the cleaning process. Secondly, our high- 354

quality dataset encompasses various types of math- 355

ematical problems, not limited to just mathematical 356

word problems, which could potentially influence 357

the distribution of the data. 358

Although we focus on improving data utilization 359

rather than brushing rankings, we still achieved 360

outstanding performance on small models within 361

10B. Comparison between different representative 362

models is in Table 3. Our performance with the 7B 363

model surpasses several models larger than 30B, 364

including Yi-Chat (Young et al., 2024), DeepSeek- 365

Chat (Bi et al., 2024), and ChatGLM3. Addition- 366

ally, our results exceed some well-known closed- 367

5
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Figure 3: Comparison between rule-based and model-based method on Ape210K, as training data grows. The figure
left is the results on ChatGLM and the figure right is the results on Qwen. The horizontal axis represents the amount
of SFT data, and the vertical axis represents the accuracy on Ape210K.

source models like GPT-3.5 (OpenAI, 2023) and368

Claude-2 (Anthropic, 2023).369

#params Ape210K CMATH Avg.

GPT-4-1106-Preview† N/A 84.2 89.3 86.8
GPT-4-0613† N/A 83.6 86.5 85.1
GPT-3.5-Turbo-0613† N/A 70.4 76.8 73.6
Claude-2† N/A 72.8 80.5 76.7
GLM-4† N/A 93.5 89.0 91.3

Yi-Chat† 34B 65.1 77.7 71.4
DeepSeek-Chat† 67B 76.7 80.3 78.5
Qwen-Chat† 72B 77.1 88.1 82.6
ChatGLM3-SFT† 32B 78.0 79.8 79.8

Ours (ChatGLM2) 6B 73.9 84.8 79.4
Ours (Qwen1.5) 7B 74.2 87.3 80.8

Table 3: Performance comparison among different lan-
guage models on the Ape210K and CMATH. Results
denoted by † are reported by Xu et al. (2024). “#params”
denotes the number of parameters, and “Avg.” denotes
the average performance.

4.3 More Analysis of the Effectiveness370

To better compare the effectiveness of the tradi-371

tional process pipeline (rule-based) and our model-372

based method, we eliminated the influence of high-373

quality data by solely employing the cleaned web-374

crawled data for SFT. We develop a refined rule-375

based data cleaning strategy to transform the web-376

crawled data into the SFT format. Details are in377

Appendix A.3, and results are in Figure 3.378

Model-Based vs. Rule-Based From Figure 3,379

we can see that under various models and dif-380

ferent data volumes, the model-based cleaning381

method consistently outperforms the rule-based382

one. Specifically, with ChatGLM2, the model-383

based method demonstrates an average improve-384

ment of 3.6% over the rule-based method, whereas385

with Qwen, the gap widens to an average improve- 386

ment of 6.7%. This leads us to conclude that a 387

better base model benefits more from our model- 388

based re-generation strategy. 389

The Influence of the Number of SFT Data We 390

conducted an investigation into the impact of in- 391

creasing data volume on model performance. Re- 392

markably, we observed a linearly increasing trend 393

in the model’s effectiveness as the data doubled, 394

suggesting a log-linear relationship. This finding 395

aligns with previous research (Yuan et al., 2023; 396

Dong et al., 2023). On ChatGLM, there is an ap- 397

proximate 5% improvement in performance for 398

every doubling of data volume. However, in the 399

case of Qwen, doubling the data volume only leads 400

to a 2% improvement. This discrepancy may be 401

attributed to the nature of the data encountered dur- 402

ing the pre-training phase. Specifically, the more 403

limited exposure to mathematical-related data dur- 404

ing pre-training, the more notable the performance 405

gains with increased data volume. 406

4.4 Impact on Questions Across Grades 407

We further explore the impact of the cleaning 408

method on questions across different grade lev- 409

els. Typically, as students progress through higher 410

grades, the knowledge required becomes more com- 411

plex and often necessitates more intricate thinking 412

processes. We classify and analyze the samples 413

directly based on the grade labels provided in the 414

CMATH dataset. Results are in Table 4. 415

Compared with the rule-based method, we can 416

see that the model-based re-generation strategy can 417

improve the performance of questions across differ- 418

ent grades, with the greatest improvement observed 419

for the fifth- or sixth-grade questions. The notable 420
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Model G1 G2 G3 G4 G5 G6

Rule-ChatGLM 92 87 84 82 60 71
Model-ChatGLM 94 (+2) 94 (+7) 90 (+6) 84 (+2) 75 (+15) 70 (-1)

Rule-Qwen 92 89 92 85 72 68
Model-Qwen 94 (+2) 93 (+4) 92 (+0) 86 (+1) 80 (+8) 79 (+11)

Table 4: Performance on different grades. G1, G2, ..., and G6 respectively represent grades 1 to 6. “Rule” denotes
the rule-based data cleaning strategy, and “Model” denotes our model-based data cleaning strategy.

improvement is primarily attributed to the mitiga-421

tion of global errors. The significant improvement422

observed in the fifth-grade or sixth-grade questions423

could be attributed to their higher complexity and424

greater demand for data accuracy. Additionally,425

these questions predominantly assess concepts re-426

lated to fractions or geometry, which have a higher427

probability of errors in the original data.428

4.5 Robustness w.r.t. the Number of429

High-Quality Data430

In our experiments, we utilized a corpus of high-431

quality seed data consisting of 84,095 instances.432

This extensive dataset subsequently yielded 24,336433

paired instances for training the generator, indicat-434

ing that approximately 28.9% of the high-quality435

data could be successfully paired. However, it436

might not be possible for others to collect such437

a large number of high-quality data. Therefore,438

we conduct experiments to explore the relationship439

between the performance with the number of high-440

quality data (paired data).441

Dataset Rule M-10k M-20k M-40k M-All

Ape210K-C 50.6 52.6 53.2 53.8 54.2
CMATH-C 69.3 72.8 75.0 74.5 74.3

Ape210K-Q 60.5 66.1 67.9 67.8 67.9
CMATH-Q 79.2 82.5 82.7 82.8 82.0

Table 5: Performance w.r.t. different amounts of high-
quality data. “10k”, “20k”, “40k”, “All” respectively
represent the number of high-quality seed data. “Rule”
denotes the rule-based data cleaning strategy, and “M”
denotes our model-based data cleaning strategy. “C”
denotes ChatGLM and “Q” denotes Qwen.

We conducted experiments by varying the num-442

ber of high-quality data and comparing the perfor-443

mance of both rule-based method and model-based444

methods. Owing to time constraints, our SFT ex-445

periments were conducted on a subset of 80,000446

samples. The results are summarized in Table 5.447

Notably, even with a limited set of 10,000 high- 448

quality data instances (yielding 2,990 pairs), our 449

method significantly outperforms the rule-based 450

approach. This demonstrates the robustness and 451

practicality of our method in real-world scenarios. 452

4.6 The Quality of Data Cleaning 453

We evaluated the quality of 100 random data en- 454

tries, and the corresponding results are presented 455

in Table 6. It can be observed that the rule-based 456

rewriting method surpasses the baseline by 5 points, 457

while ChatGLM surpasses it by 13 points, and 458

Qwen surpasses it by 18 points. These results 459

demonstrate the effectiveness of our method. How- 460

ever, none of these methods achieves an accuracy 461

above 90% due to the limitations in the mathemat- 462

ical capabilities of LLMs, making it challenging 463

to handle complex scenarios. One potential di- 464

rection is to conduct additional validation on the 465

generated samples and facilitate the synchronous 466

improvement of both model quality and data qual- 467

ity through techniques such as self-training. 468

Origin Rule Model-GLM Model-Qwen

71% 76% 84% 89%

Table 6: The data quality under different methods.
We sampled and assessed the quality of 100 data en-
tries. “Rule” denotes the rule-based method. “Model-
GLM” denotes the accuracy of the samples generated by
ChatGLM2-6B. “Model-Qwen” denotes the accuracy
of the samples generated by Qwen1.5-7B-Chat.

Table 7 presents a converted case using Qwen1.5- 469

7B-Chat. In this case, the model (1) accurately 470

identifies and converts fraction errors in the sen- 471

tence into a LATEX format, and (2) fills in missing 472

numbers in the question by comprehending the con- 473

text, which cannot be realized through rule-based 474

methods. Additional cases can be found in Ap- 475

pendix A.4. From these cases, it can be concluded 476

that our method significantly improves data quality 477

in various error types. 478
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Original (Chinese) Translated (English)

Web-
Crawled

Q: 光明养鸡场今年养鸡2400只，比去年增
加，去年养鸡多少只？
A: 试题分析：把去年养鸡的只数看作单
位“1”，求单位“1”的量，用除法计算，数
量2400除以对应的分率（1+
1
5）．
试题解析：去年养鸡的只数：2400÷（1+1
5），=2400÷6
5，=2400×5
6，=2000（只）．答：去年养鸡2000只．

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?
A: Analysis: Consider the number of chickens
raised last year as unit “1”, and calculate the quan-
tity of unit “1” using division. Divide the quantity
2400 by the corresponding fraction(1+
1
5).
Solution: Number of chickens raised last year:
2400÷(1+1
5), =2400÷6
5, =2400×5
6, =2000 (chickens). Answer: There were 2000
chickens raised last year.

Model-
Cleaned

Q: 光明养鸡场今年养鸡2400只，比去年增
加 1

5
，去年养鸡多少只？

A:解：2400÷（1+ 1
5
）

=2400÷ 6
5

=2000（只）
答：去年养鸡2000只．

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase of 1

5
from last year. How many

chickens did it raise last year?
A: Solution: 2400÷(1+ 1

5
)

=2400÷ 6
5

=2000 (chickens)
Answer: There were 2000 chickens raised last year.

Table 7: Case of our model transformed examples. Our data are all Chinese elementary school math problems. For
ease of understanding, we have provided an English translation on the right.

5 Discussions479

Relationship with RAG The widely discussed480

RAG (Gao et al., 2023b; Komeili et al., 2022; Thop-481

pilan et al., 2022; Schick et al., 2023) technology is482

conducted during the inference period. Providing483

references to the model and allowing the model484

to refer to these references in generating answers,485

helps the model reduce “hallucinations”, especially486

for knowledge-intensive tasks. Our method can be487

seen as RAG during the training process. Distilling488

the model’s unknown knowledge into the training489

data can further enhance the model’s capabilities.490

The injection of knowledge can also positively im-491

pact the model’s generalization in related domains.492

Possible Applications in Other Domains A core493

idea of our paper is that: the effective use of appro-494

priate data formats and instructions, derived from495

pretraining datasets, can facilitate the efficient SFT.496

Therefore, our method can be extended to vari-497

ous scenarios. Numerous open-source high-quality498

datasets can be used to create paired data through499

alignment with web-crawled resources. For in-500

stance, by aggregating relevant Wikipedia entries501

for specific QA datasets, one can train a model502

to generate pertinent questions and answers corre-503

sponding to those entries. Furthermore, in niche504

scenarios featuring unique personal corpora, it is505

feasible to initiate training with a small amount of506

seed data to produce high-quality SFT data, thereby 507

integrating this knowledge into the model. 508

Future Directions Our training data for the trans- 509

forming method is automatically constructed using 510

fuzzy matching, which presents both benefits and 511

challenges. While this approach enables the gener- 512

ator to produce correct answers even when the orig- 513

inal answers are incorrect, it can also lead to errors 514

in instances where the original answers are accu- 515

rate. In such cases, employing additional verifiers 516

could be helpful. Furthermore, implementing self- 517

training methods may be valuable to concurrently 518

improve the model’s mathematical capabilities and 519

the quality of the transformed data. 520

6 Conclusion 521

We observed that in mathematical problems, format 522

errors in the web-crawled data not only cause confu- 523

sion in the output format but also result in semantic 524

inaccuracies. Building on this insight, we propose 525

a simple and efficient method that leverages the 526

abundant information in web-crawled data and the 527

strong understanding capabilities of LLMs. Our 528

method enables the transformation of web-crawled 529

data into high-quality ones without additional lan- 530

guage models such as GPT-4. Experiments demon- 531

strate the superiority of our method. In the future, 532

it is worth exploring how to extend this method to 533

enhance data quality in various other scenarios. 534
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7 Limitations535

Although our method greatly improved the model536

performance without relying on specific annota-537

tion or additional LLMs, for some special scenar-538

ios when it’s difficult to construct suitable pairs, a539

certain amount of annotation is still needed as a540

cold start. Moreover, the cleaning process could541

introduce new errors in the data, thus additional542

methods that could enhance the data quality are543

still a problem worth exploring.544
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A Appendix795

A.1 Datasets796

The web-crawled data often appear in rich text for-797

mat (a mixture of texts and images). We apply Op-798

tical Character Recognition (OCR) to extract text799

from images on the webpage and then we employ800

rules to further discard low-quality samples, obtain-801

ing a portion of relatively high-quality samples. Al-802

though these samples already have relatively high803

quality, there are still many format errors and cases804

of non-standard formatting, which are difficult to805

process using rules. Ultimately, we obtain 84,095806

high-quality seed data and 573,960 web-crawled807

data.808

A.2 Format Error Examples of Web-Crawled809

Data810

Examples of typical format errors are shown in811

Table 8, including fraction format errors, super-812

scripts/subscripts errors, missing line errors and813

other non-standard formats.814

A.3 Rule-based Methods 815

It should be noted that the web-crawled data we 816

mentioned in the article has already been filtered 817

through specific rules, yet numerous errors persist. 818

We revised the data using rule-based methods as 819

described in Section 4.3, applying the following 820

rules. 821

1. Develop a series of templates to extract only 822

the corresponding detailed answer parts as 823

answers to the questions. 824

2. Correct fraction related errors, such as replac- 825

ing “NUM1\nNUM2” with “NUM1/NUM2”. 826

3. Correct equation related non-standardize ex- 827

pressions, such as replacing “,=” with “=” and 828

replaceing “,≈” with “≈”. 829

However, many format errors, while simple for hu- 830

mans, prove challenging for traditional rule-based 831

systems. Firstly, it is impossible to enumerate all 832

the rules comprehensively. Secondly, some global 833

errors can not be fixed using rule-based methods. 834

Crucially, cleaning one format might introduce er- 835

rors in another. For instance, in the rule replac- 836

ing NUM1\nNUM2 with NUM1/NUM2, where 837

NUM1 and NUM2 are digits and “\n” denotes a 838

line break, an accurate replacement is difficult with- 839

out affecting other data. A case is shown in Table 840

9. However, neural networks can address this issue 841

more effectively. 842

A.4 Case Study 843

In addition to the examples presented in the main 844

text, we show two additional model-transformed 845

cases with Qwen1.5-7B-Chat in Table 10. In the 846

first case, the superscript is erroneously formatted 847

as “2n+1” instead of “2n+1”. Our model succeeds 848

in detecting and correcting it. In the second case, 849

the missing line break between two equations re- 850

sults in confusion and misinterpretation. By insert- 851

ing appropriate line breaks, our model transforms 852

the text into a more readable format. In both cases, 853

our model accurately extracts the crucial elements 854

of the sample instead of merely copying the entire 855

analysis. 856
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Error Type Original Web-Crawled Data (Chinese) Translated Data (English)

Fraction
Format
Errors

Q: 光明养鸡场今年养鸡2400只，比去年增
加，去年养鸡多少只？
A:试题解析：2400÷（1+1
5），=2400÷6
5，=2400×5
6，=2000（只）．答：去年养鸡2000只．

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?
A: Solution: 2400÷(1+1
5),=2400÷6
5,=2400×5
6,=2000 (chickens).Answer: There were 2000
chickens raised last year.

Super/
Subscripts
Errors

Q: 将一根绳子对折一次后从中间剪一刀,绳
子变成3段;对折两次后从中间剪一刀,绳子变
成5段:将这根绳子对折n次后从中间剪一刀,绳
子变成 段.
A: 根据分析可得:将一根绳子对折1次从中
间一刀,绳子变成3段;有21+1=3.将一根绳子对
折2次,从中间一刀,绳子变成5段;有22+1=5.依此
类推,将这根绳子对折n次后从中间剪一刀,绳子
变成(2n+1)段.

Q: After folding a rope in half once and cutting it
in the middle, the rope becomes 3 segments. After
folding it twice and cutting it in the middle, the rope
becomes 5 segments. If we fold the rope n times
and cut it in the middle, the rope will become
segments.
A: According to the analysis, folding a rope once
and cutting it in the middle results in 3 segments,
which can be represented as 21+1=3. Folding the
rope twice and cutting it in the middle results in 5
segments, represented as 22+1=5. Following this
pattern, if we fold the rope n times and cut it in
the middle, the rope will be divided into (2n+1)
segments.

Missing
Line
Breaks

Q: 一辆汽车为灾区运送救灾物资，原计划每
小时行驶60千米，12小时到达目的地。由于气
候原因，实际每小时比计划少行驶10千米。这
辆汽车实际用多少小时到达灾区?(用比例解)
A: 解：设这辆汽车实际用x小时到达灾区，
（60− 10）×x = 60× 1250x = 60× 1250x =
72050x÷ 50 = 720÷ 50x = 14.4答：这辆汽车
实际用14.4小时到达灾区.

Q: A car is transporting disaster relief supplies to
a disaster area. The original plan was to travel 60
kilometers per hour and reach the destination in 12
hours. Due to weather conditions, the actual travel
distance per hour is 10 kilometers less than planned.
How many hours will it take for the car to reach the
disaster area in reality? (Solve using proportions)
A: Solution: Assuming that this car actually arrived
at the disaster area in x hours,(60− 10)×x = 60×
1250x = 60 × 1250x = 72050x ÷ 50 = 720 ÷
50x = 14.4Answer: This car actually took 14.4
hours to reach the disaster area

Non-standard
Formula

Q:鸡兔同笼,共有11个头,有26条腿,鸡和兔各有
多少只?
A:设鸡有x只，兔有y只
x十y=20, (1)
2x十4y=46 (2)
将(1)X2,得
2x十2y=40 (3)
(2) - (1),得
2y=6
y=3
所以x=20-3=17
答:鸡有17只，兔有3只。

Q: Chickens and rabbits are in the same cage, there
are a total of 11 heads and 26 legs. How many
chickens and rabbits are there respectively?
A: Let’s say there are x chickens and y rabbits.
x十y=20, (1)
2x十4y=46 (2)
(1)X2, we get
2x十2y=40 (3)
(2) - (1), we get
2y=6
y=3
Therefore, x=20-3=17
Answer: There are 17 chickens and 3 rabbits.

Table 8: Typical error types and their corresponding instances. Our data are all Chinese elementary school math
problems. For ease of understanding, we have provided an English translation highlighted in blue.
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ID Web-Crawled Examples Rule Converted Examples

Case 1

Q: 光明养鸡场今年养鸡2400只，比去年增
加，去年养鸡多少只？
A: 试题分析：把去年养鸡的只数看作单
位“1”，求单位“1”的量，用除法计算，数
量2400除以对应的分率（1+
1
5）．
试题解析：去年养鸡的只数：2400÷（1+1
5），=2400÷6
5，=2400×5
6，=2000（只）．答：去年养鸡2000只．

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?
A: Analysis: Consider the number of chickens
raised last year as unit “1”, and calculate the quan-
tity of unit “1” using division. Divide the quantity
2400 by the corresponding fraction(1+
1
5).
Solution: Number of chickens raised last year:
2400÷(1+1
5), =2400÷6
5, =2400×5
6, =2000 (chickens). Therefore, there were 2000
chickens raised last year.

Q: 光明养鸡场今年养鸡2400只，比去年增
加，去年养鸡多少只？
A: 去 年 养 鸡 的 只 数 ：2400÷
（1+1/5）=2400÷6/5=2400×5/6=2000（只）．
答：去年养鸡2000只．

Q: Guangming Chicken Farm raised 2400 chickens
this year, an increase from last year. How many
chickens did it raise last year?
A: Solution: Number of chickens raised last year:
2400÷(1+1/5)=2400÷6/5=2400×5/6=2000 (chick-
ens). Therefore, there were 2000 chickens raised
last year.

Case 2

Q: 工人把10.5立方米的黄沙铺在一个长6米，
宽3.5米的长方体沙坑里，可以铺多厚？（用
方程解）
A:设可以铺x米，
6×3.5×x=10.5
21x=10.5
x=10.5÷21
x=0.5
答：可以铺0.5米．

Q: How thick can workers lay 10.5 cubic meters
of yellow sand in a rectangular sand pit that is 6
meters long and 3.5 meters wide? (Using equations
to solve)
A: Assuming that the layer can be laid to a thickness
of x meters, 6×3.5×x=10.5
21x=10.5
x=10.5÷21
x=0.5
Therefore, the layer can be laid to a thickness of 0.5
meters.

Q: 工人把10.5立方米的黄沙铺在一个长6米，
宽3.5米的长方体沙坑里，可以铺多厚？（用
方程解）
A:设可以铺x米，
6×3.5×x=10.5/21x=10.5
x=10.5÷21
x=0.5
答：可以铺0.5米．

Q: How thick can workers lay 10.5 cubic meters
of yellow sand in a rectangular sand pit that is 6
meters long and 3.5 meters wide? (Using equations
to solve)
A: Assuming that the layer can be laid to a thickness
of x meters, 6×3.5×x=10.5/21x=10.5
x=10.5÷21
x=0.5
Therefore, the layer can be laid to a thickness of 0.5
meters.

Table 9: Case of our examples using rule-based methods. The translation is marked in blue. In the first case,
“NUM1\n NUM2” is correctly transformed into “NUM1/NUM2”. However, in the second case, the raw web-crawled
data is correct, but the rule-based method incorrectly alters the expression.
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Error Types Web-Crawled Examples Model Converted Examples

Super/
Subscripts
Errors

Q: 将一根绳子对折一次后从中间剪一刀,绳
子变成3段;对折两次后从中间剪一刀,绳子变
成5段:将这根绳子对折n次后从中间剪一刀,绳
子变成 段.
A: 根据分析可得:将一根绳子对折1次从中
间一刀,绳子变成3段;有21+1=3.将一根绳子对
折2次,从中间一刀,绳子变成5段;有22+1=5.依此
类推,将这根绳子对折n次后从中间剪一刀,绳子
变成(2n+1)段.
[详解]解:∵对折1次从中间剪一刀,有21+1=3
对折2次,从中间剪一刀,有22+1=5.
∴对折n次,从中间剪一刀全部剪断后,绳子变
成(2n+1)段.
故答案为:(2n+1).

Q: After folding a rope in half once and cutting it
in the middle, the rope becomes 3 segments. After
folding it twice and cutting it in the middle, the rope
becomes 5 segments. If we fold the rope n times
and cut it in the middle, the rope will become
segments.
A: According to the analysis, folding a rope once
and cutting it in the middle results in 3 segments,
which can be represented as 21+1=3. Folding the
rope twice and cutting it in the middle results in 5
segments, represented as 22+1=5. Following this
pattern, if we fold the rope n times and cut it in
the middle, the rope will be divided into (2n+1)
segments.
[Detailed Solution] From the question, it can be
inferred that if you fold it once and cut it in the
middle, there will be 21+1=3.
If you fold it twice and cut it in the middle, there
will be 22+1=5.
Therefore, if you fold it n times and cut it all in
the middle, the rope will be divided into (2n+1)
segments.
Therefore, the answer is: (2n+1)

Q: 将一根绳子对折一次后从中间剪一刀，绳
子变成3段；对折两次后从中间剪一刀，绳子
变成5段：将这根绳子对折n次后从中间剪一
刀，绳子变成( )段．
A: 解：由题意得：对折1次从中间剪一刀，
有21+1=3，
对折2次，从中间剪一刀，有22+1=5，
. . .，
所以对折n次，从中间剪一刀全部剪断后，绳
子变成（2n+1）段，
故答案为：（2n+1）

Q: After folding a rope in half once and cutting it
in the middle, the rope becomes 3 segments. After
folding it twice and cutting it in the middle, the rope
becomes 5 segments. If we fold the rope n times
and cut it in the middle, the rope will become ( )
segments.
A: From the question, it can be inferred that if you
fold it once and cut it in the middle, there will be
21 + 1 = 3.
If you fold it twice and cut it in the middle, there
will be 22 + 1 = 5.
Therefore, if you fold it n times and cut it all in
the middle, the rope will be divided into (2n + 1)
segments.
Therefore, the answer is: (2n + 1)

Missing/
Line
Breaks

Q:三个三角形+两个圆形=78，两个三角形+三
个圆形=72，三角形和圆形各代表多少?
A: 解：设三角形代表x 圆形代表y 由题意
有：3x+2y=782x+3y=72解得x=18 y=12答：三
角形代表18圆形代表12.

Q: Three triangles + two circles = 78, two triangles
+ three circles = 72, how much do triangles and
circles represent respectively?
A: Solution: Let a triangle represent x, a circle
represents y, therefore: 3x+2y=782x+3y=72. The
solution is x=18 y=12. Answer: A triangle repre-
sents 18, and a circle represents 12.

Q:三个三角形+两个圆形=78，两个三角形+三
个圆形=72，三角形和圆形各代表多少？
A:解：设三角形代表x，圆形代表y，
由题意有：
3x+2y=78
2x+3y=72
解得：
x=18
y=12
答：三角形代表18，圆形代表12．

Q: Three triangles + two circles = 78, two triangles
+ three circles = 72, how much do triangles and
circles represent respectively?
A: Solution: Let a triangle represent x, a circle
represents y, therefore:
3x+2y=78
2x+3y=72
The solution is
x=18
y=12
Answer: A triangle represents 18, and a circle rep-
resents 12.

Table 10: Case of our model transformed examples. The translation is marked in blue.
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