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Abstract

This study evaluates the translation of gender-001
neutral English words to the gendered lan-002
guages German, French and Italian, using 5003
machine translation (MT) models: GPT-3.5004
Turbo, LLaMA 2, AWS, SYS, and Google. Fo-005
cusing on translating educational professions,006
each model’s output was categorized into four007
gender classifications: unknown (UNK), fe-008
male (f), male (m), and neutral (n). Error rates009
were determined through human validation, in-010
volving manual review of randomly sampled011
records. Our findings reveal significant gen-012
der bias across all tested MT systems, with013
a notable over representation of male gender014
classifications.015

1 Introduction016

Machine translation (MT) is a dynamic field that au-017

tomates the conversion of text from one natural lan-018

guage to another (Jurafsky and Martin, 2020). Its019

applications span diverse domains, including com-020

munication (Koehn, 2009), information dissemina-021

tion (Östling and Tiedemann, 2017), entertainment022

(Fernández-Martínez et al., 2017), and education023

(Breen, 2019). Machine translation, however, is far024

from neutral; it is a complex interplay of factors.025

The choice of translation model (Han et al., 2021),026

the richness of training data (Prates et al., 2018),027

and the evaluation criteria (Han, 2018) all shape028

the outcome of a translation. These intricacies in-029

troduce bias, impacting the accuracy, clarity, and030

suitability of the translated content. Especially, for031

human-centered applications of Natural Language032

Processing such as educational writing support,033

these challenges might have serious consequences.034

Better understanding and preventing the prevalence035

of algorithmic bias, and gender bias in particular, is036

therefore an important quest in education-relevant037

domains. Bias in machine translation (MT) refers038

to deviations from the original meaning or inten-039

tion of a source text, often influenced by translator040

preferences, assumptions, or stereotypes (Savoldi 041

et al., 2021a). These deviations can take various 042

forms, including mistranslation, omission, addition, 043

distortion, or polarization of the source text con- 044

tent (Savoldi et al., 2021a). Such biases can have 045

adverse effects, particularly in domains like edu- 046

cation, where accuracy and objectivity are crucial 047

(Savoldi et al., 2021a). 048

In the realm of educational settings, particularly 049

concerning machine translation (MT) and digital 050

tools, combating bias holds paramount significance. 051

Cotelli Kureth et al. (2023) brings attention to key 052

aspects. First, the misuse of machine translation as 053

Online Bilingual Dictionaries is prevalent among 054

language learners, who often resort to it for single- 055

word translations, neglecting broader context and 056

risking inaccuracies in their language acquisition 057

journey. Second, the narrow focus on word-level 058

translation perpetuates this misuse, emphasizing 059

the need to address metalinguistic awareness gaps 060

among MT users. Third, with the wide spread use 061

of Large Language Models through conversational 062

interfaces such as ChatGPT, students increasingly 063

rely on these foundational models to receive tutor- 064

ing or feedback on pedagogical exercises. Hence, 065

the translation between natural languages seem to 066

play a crucial role when it comes to the learner- 067

centered application of Large Language Models. 068

Bias in MT has been studied from different per- 069

spectives and in different domains. Some studies 070

have focused on specific types of bias, such as gen- 071

der bias (Saunders and Byrne, 2020), Stanovsky 072

et al. (2019a), racial bias (Font and Costa-jussa, 073

2019), or political bias (Hovy and Spruit, 2016). 074

Other studies have explored the sources and causes 075

of bias in MT, such as the translation model (Han 076

et al., 2021), the training data (Prates et al., 2018), 077

or the evaluation metrics (Han, 2018), (Freitag 078

et al., 2020). Despite the growing attention to bias 079

in MT, there remains a significant gap in the litera- 080

ture concerning the examination of bias specifically 081
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in the translation of educational texts.082

This study aims to investigate gender bias in083

machine translation (MT) by analyzing the gender084

classification performance of five prominent MT085

models: GPT-3.5 turbo, LLaMA 2, AWS, SYS,086

and Google. By translating educational profession-087

related texts into German, French, and Italian, and088

categorizing the results into unknown (UNK), fe-089

male (f), male (m), and neutral (n) genders, we090

seek to identify patterns of bias and inaccuracies.091

2 Related work092

2.1 Bias Detection and Mitigation in Machine093

translation (MT)094

Bias detection and mitigation in machine transla-095

tion (MT) involve identifying and correcting unfair096

or skewed elements in machine-generated transla-097

tions. These bias can include factors such as gender,098

race, culture, or other social aspects. The goal is099

to ensure that translations are impartial and do not100

exhibit favoritism toward any particular group.101

Various methods and frameworks have been pro-102

posed to identify, quantify, and mitigate bias in103

MT systems across different dimensions and lev-104

els. One pioneering study by Vanmassenhove et al.105

(2018) addressed gender bias in neural machine106

translation (NMT) systems. The study found that107

translations often reinforce gender stereotypes and108

proposed a data augmentation technique to enhance109

gender accuracy without compromising quality.110

Similarly, Stanovsky et al. (2019a) focused on eval-111

uating gender bias in machine translation systems.112

They introduced a new dataset and methodology113

to measure how often and to what extent machine114

translation systems produce gender-biased outputs.115

Behnke et al. (2022) investigated bias in NMT116

quality estimation (QE), highlighting partial input117

bias and proposing informative and adversarial ap-118

proaches for bias mitigation, thereby improving119

QE performance. In a sociolinguistic-aware frame-120

work introduced by Hall-Lew et al. (2021), consid-121

erations for accommodating social and linguistic122

variation in MT were discussed, suggesting meth-123

ods such as metadata utilization and interactive124

techniques to address bias and enhance translation125

appropriateness.126

While these studies provide valuable insights127

into bias detection and mitigation in MT, there is128

currently no specific research examining bias in129

text translation within the education domain. This130

gap includes understanding how translations re-131

spond to non-gender stereotypes in sentences in- 132

volving educational professions or roles. By in- 133

vestigating how translation models handle gender- 134

neutral language in educational contexts, this study 135

aims to explore and address biases in educational 136

translations. 137

2.2 Machine Translation in Education 138

Despite significant advancements in Machine 139

Translation (MT), largely driven by neural network 140

models and extensive parallel corpora (Jurafsky 141

and Martin, 2020; Vanmassenhove, 2024), con- 142

cerns regarding biases that affect translation quality 143

and fairness remain persistent. Gender bias, in par- 144

ticular, is frequently highlighted as a significant 145

issue in MT (Savoldi et al., 2021b). The complex- 146

ity of algorithmic bias and linguistic diversity un- 147

derscores the urgent need for comprehensive eval- 148

uation and mitigation strategies (Vanmassenhove 149

et al., 2021). 150

Bias in MT can originate from various sources, 151

including data, models, and evaluation methodolo- 152

gies (Behnke et al., 2022; Vanmassenhove, 2024; 153

Vanmassenhove et al., 2021). Data bias arises from 154

imbalances or deficiencies in the training datasets, 155

while model bias is attributed to the inherent limi- 156

tations or assumptions within MT models. These 157

biases can negatively impact translation quality by 158

under-representing certain languages or domains, 159

thereby restricting adaptability across different con- 160

texts. 161

In the field of education, MT is a valuable tool 162

for language pedagogy, facilitating communica- 163

tion between international students and educators 164

and enhancing global accessibility to educational 165

resources (Abimbola, 2023; High, 2023). Partic- 166

ularly in the realm of foreign language teaching 167

and learning, Neural Machine Translation (NMT) 168

shows promise for improving language skills, de- 169

spite ongoing concerns about translation accuracy 170

and quality (Urlaub and Dessein, 2022; Macketanz 171

et al., 2018). 172

2.3 Bias in Education technology 173

Research on bias in educational technology dates 174

back to the 1960s, and many contemporary stud- 175

ies on algorithmic bias and fairness build on these 176

early foundations (Baker and Hawn, 2021). To ef- 177

fectively investigate bias, it is crucial to establish a 178

clear perspective, as the term "bias" encompasses 179

a range of definitions across different research do- 180

mains (Hutchinson and Mitchell, 2019; Baker and 181
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Hawn, 2021). In our study, we define algorithmic182

bias as "situations where model performance is sub-183

stantially better or worse across mutually exclusive184

groups" (Baker and Hawn, 2021, p. 4). Such bias185

can lead to errors, misuse, and unfair outcomes,186

either directly or indirectly. Since biases are not187

explicitly encoded or stated, their presence and188

harmful effects are often challenging to detect.189

One context where bias can manifest and im-190

pact users is in translation engines. Students in191

language education frequently use translation tools192

like Google Translate and DeepL. Although Groves193

and Mundt (2015) found that these tools provide194

comprehensible and sometimes impressive transla-195

tions of students’ texts, few studies have examined196

the biases introduced by translation engines. Our197

research aims to investigate the biases present in198

these tools, focusing specifically on gender bias in199

educational downstream tasks, as suggested by Lee200

et al. (2022).201

3 Methodology202

Our aim is to quantify the use of male and female203

forms in machine translations of gender-neutral204

sentences from English. For example, "the profes-205

sor" can be translated as "der Professor" to refer to206

a male person, or "die Professorin" when referring207

to a female person.208

In this study, we evaluated the gender translation209

performance of five different translation models:210

GPT-3.5 turbo, LLaMA 2, AWS, SYS, and Google.211

The analysis was conducted across three languages:212

German (de), French (fr), and Italian (it). Each213

model was tasked with translating a dataset contain-214

ing education professions and the translated text un-215

derwent gender classifications into four categories:216

unknown (UNK), female (f), male (m), and neutral217

(n). For each translation model, we compiled oc-218

currences of each gender category. The counts and219

percentages of each gender were recorded, as well220

as the error rates for gender classification. Error221

rates were determined based on human-annotated222

samples, which involved manually checking the223

gender classification accuracy for a subset of the224

records.225

3.1 Dataset226

To collect real-world data, we utilized the Cor-227

nell Conversational Analysis Toolkit (ConvoKit)1.228

1https://convokit.cornell.edu/documentation/
subreddit.html

Our objective was to construct a dataset of gender- 229

neutral sentences containing a single human entity. 230

We employed a meticulously tuned Named Entity 231

Recognition (NER) model to identify human enti- 232

ties associated with professions in the educational 233

sector. Education roles and professions considered 234

include teacher, tutor, coach, mentor, and instructor 235

(Wikipedia contributors, 2024). A comprehensive 236

list of some educational professions can be found 237

in Table 4 in the appendix A. Sentences with more 238

than one professional title or any gender-specific 239

terms were excluded. The resulting dataset com- 240

prises naturally occurring sentences, free from tem- 241

plated constructs, ensuring a diverse array of sen- 242

tence structures. Examples include "a teacher," 243

"my teacher," and "the teacher," which guarantees 244

the inclusion of varied linguistic patterns, enhanc- 245

ing the dataset’s applicability and robustness. A 246

sample of the sentences include are shown in Table 247

1. 248

3.2 Experimental Setup 249

MT systems We test five widely used MT mod- 250

els Amazon Translate 2 Google Translate 3 SYS- 251

TRAN 4 GPT-3.5 Turbo 5, LLaMA 2 6, represent- 252

ing the state of the art in both commercial and 253

academic research to translate the collected data 254

into three languages: German (de), French (fr), 255

and Italian (it). Following experiments involving 256

four different languages, we utilized the multilin- 257

gual variant of LLaMA 2, which was pretrained 258

and fine-tuned specifically for multilingual tasks 259

(Tang et al., 2020). We selected three languages 260

with grammatical gender that exhibit a wide range 261

of other linguistic properties (e.g., alphabet, word 262

order, grammar), while still allowing for highly 263

accurate automatic morphological analysis. These 264

languages belong to different language families: 265

Romance languages (French, Italian) and Germanic 266

languages (German), all of which have gendered 267

noun-determiner agreement. 268

We then use the GPT-3.5 Turbo API by Ope- 269

nAI (OpenAI, 2024) to identify matching educa- 270

tional professional words between the original and 271

translated sentences to determine the gender of the 272

translated word, thereby labeling the translated text 273

2https://aws.amazon.com/translate
3https://translate.google.com
4http://www.systransoft.com
5https://openai.com/api/
6https://huggingface.co/SnypzZz/Llama2-13b-Language-

translate
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Sentences
I had a conversation recently with a superintendent of a public school.
My professor was killed over a year and a half ago.
I should note that I intend to become a professor.
I work as an instructional coach.
I am an aspiring educator, have been reading up on different educational philosophies.
Professional and qualified home tutor visits home on flexible time period and gives simple learning
process based on advanced research.
I’ve always thought about becoming a professor.
What are some good ways to become a professor?
I want to know what my fellow Redditors think.
I am currently an administrator and director of programs for a school district.
I only want to look into any real science behind grading philosophies, that I might leave my professor
with something to think about going forward.
How can I voice my concern to my professor politely and constructively?
UNC President Erskine Bowles has announced that Willie J. Gilchrist, superintendent of Halifax County
Schools since 1994.
So, what would my fellow education professionals do in my situation regarding graduate programs?
Some background quickly: A friend of mine is an adjunct professor at a prestigious, well known
university.
A professor’s success is defined by research.
I have applied to grad school to get my credential to become a school counselor.
Willie Gilchrist was Elizabeth City State University Chancellor.
State law requires school boards to appoint a "schools transportation safety director."

Table 1: Sample of sentences contained in the dataset
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according to the gender of the translated profession.274

We initially tried using the alignment method de-275

veloped by (Dyer et al., 2013) used by (Stanovsky276

et al., 2019b) to determine the gender of the trans-277

lated professions detected through morphological278

tagging. However, this approach did not yield sat-279

isfactory results due to numerous misaligned pro-280

fessions, resulting in significant errors in gender281

determination. The primary reason for this fail-282

ure was the complexity and high variability of the283

generated text, which contrasted with the more284

straightforward nature of templated text typically285

used in such alignments.286

3.3 Classification and Quantitative Analysis287

The classification process involved parsing the out-288

put of each translation model and categorizing the289

detected genders into four predefined categories:290

unknown (UNK), female (f), male (m), and neutral291

(n). Each set of sentence pairs includes the first292

sentence in English and the second the translated293

text in the target language (German, French, or294

Italian). The prompt given to the model to label295

the translated text were: 1) Identify the one pair of296

human-occupational nouns related to the education297

field in these two sentences, and 2) Distinguish298

the gender of the human-occupational noun in the299

translated language, marking them with ’m’, ’f’,300

or ’n’. If the model was unable to find the pair or301

distinguish the gender, it returned ’UNK’ for all302

results.303

For each translation model, the occurrences of304

each gender category were tallied and converted305

into percentages to allow for comparative analysis306

across models and languages. The data were ana-307

lyzed to determine the total count of occurrences308

for each gender category (UNK, f, m, n), the per-309

centage of total classifications for each gender cat-310

egory within each language, and the error rates for311

gender classification, calculated based on a human-312

annotated sample. This systematic approach en-313

abled a clear comparison of how different models314

translated non gendered text in various languages.315

The quantitative analysis focused on identifying316

patterns and discrepancies in gender classification317

across different models and languages. The high318

occurrence of male gender classifications and the319

variability in the unknown and female categories320

were of particular interest. Additionally, the repre-321

sentation of neutral gender classifications was as-322

sessed, given its consistently low occurrence across323

all models and languages. This analysis provided324

insights into how each model performed in han- 325

dling translation into gendered languages. 326

3.4 Human Validation 327

To estimate the accuracy of our gender bias eval- 328

uation method, we conducted a human validation 329

process. This involved selecting a random sample 330

of 50 male and 50 female records from most of the 331

model’s output in each language except in the case 332

of GPT-3.5 turbo french where the total was 92 due 333

to the limited number of label ’f’. One human an- 334

notator reviewed these records to verify the gender 335

classifications, with the error rate calculated as the 336

proportion of misclassified records. Errors were 337

categorized into issues such as assigning gender 338

to non-human entities, ambiguity with the word 339

"fellow," unclear gender from sentences, contextu- 340

ally indeterminate gender, and incorrect alignment 341

of translations. This validation process was cru- 342

cial for identifying and quantifying the limitations 343

and biases in each model, particularly in handling 344

gender-related data, and informed improvements 345

for future data processing. 346

4 Results 347

Our primary findings are summarized in Tables 2 348

and 3. We evaluated five different machine trans- 349

lation (MT) systems (GPT-3.5 turbo, LLaMA 2, 350

AWS, SYS, and Google) across three languages 351

(German, French, and Italian), calculating the pro- 352

portions of unknown (UNK), female (f), male (m), 353

and neutral (n) labels, along with their estimated 354

errors. This analysis assessed the effectiveness of 355

each system in conveying the correct gender in 356

the target language. The results indicate that all 357

tested MT systems exhibit gender bias in clearly 358

preferring the male translation over the female one. 359

5 Discussion 360

The analysis of gender occurrences and their re- 361

spective percentages across various language mod- 362

els highlights several key trends and discrepancies 363

as shown in the results 4. Firstly, the dominance 364

of the male gender (’m’) across all models and 365

languages is evident, with occurrences typically ex- 366

ceeding 90% of the total. This trend underscores a 367

significant bias towards male gender representation 368

in the text outputs of these language models. 369

Secondly, the unknown gender category (’UNK’) 370

shows considerable variability across models and 371

languages. For instance, GPT-3.5 has relatively low 372
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Table 2: Gender Occurrences and Percentages for AWS, SYS, and Google (* The error rate was calculated by a
human-annotated sample of 50 male and 50 female records (see section 3.4 for details))

Model Language Gender Count Percentage (%) Estimated Error Rate (%)*

AWS

de

UNK 122 2.95

42.00f 156 3.78
m 3850 93.79
n 15 0.37

fr

UNK 79 1.96

9.00f 235 5.88
m 3808 95.16
n 21 0.52

it

UNK 235 5.81 -
f 80 1.98

m 3807 94.88
n 21 0.52

SYS

de

UNK 122 3.05

23.00f 230 5.75
m 3771 94.01
n 20 0.50

fr

UNK 69 1.72

7.00f 236 5.88
m 3818 95.08
n 20 0.50

it

UNK 217 5.45 -
f 148 3.71

m 3763 94.32
n 15 0.38

Google

de

UNK 158 3.96

19.00f 111 2.78
m 3851 96.13
n 23 0.57

fr

UNK 71 1.76

12.00f 234 5.78
m 3815 94.76
n 23 0.57

it

UNK 240 6.09 -
f 24 0.61

m 3855 97.38
n 24 0.61
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Table 3: Gender Occurrences and Percentages for GPT-3.5 turbo and LLaMA 2 Models (* The error rate was
calculated by a human-annotated sample of 50 male and 50 female records (see section 3.4 for details))

Model Language Gender Count Percentage (%) Estimated Error Rate (%)*

GPT-3.5 Turbo

de

UNK 52 1.28

26.00
f 135 3.34

m 3904 96.09
n 52 1.28

fr

UNK 34 0.84

22.83
f 42 1.04

m 4035 98.88
n 28 0.68

it

UNK 102 2.55 -
f 86 2.15

m 3942 98.13
n 9 0.22

LLaMA 2

de

UNK 192 4.79

24.00
f 124 3.09

m 3796 94.59
n 31 0.77

fr

UNK 89 2.21

8.00
f 203 5.04

m 3814 94.52
n 37 0.92

it

UNK 88 2.18 -
f 208 5.16

m 3785 93.89
n 62 1.54

occurrences of unknown gender in French (0.84%)373

and higher in Italian (2.55%). LLaMA 2 shows374

the highest variability, with German having 4.79%.375

This inconsistency suggests that models handle or376

classify uncertain gender information differently,377

which might depend on the training data or the378

inherent biases of each model. This variability379

indicates the need for standardizing how gender-380

unknown cases are managed across different mod-381

els.382

The occurrences and percentages of the female383

gender (’f’) vary significantly among the models.384

For example, in the French language, AWS (5.88%)385

and SYS (5.88%) have higher female gender repre-386

sentation compared to GPT-3.5 (1.04%). Similarly,387

LLaMA 2 shows higher female occurrences in Ital-388

ian (5.16%) compared to GPT-3.5 (2.15%). These389

variations indicate differences in how models were390

trained and the datasets used, affecting the classifi-391

cation and representation of female gender. Such392

discrepancies highlight the presence of gender bias393

in translation.394

We did not manually verify the neutral classifi-395

cation, so it should be noted that there might be396

instances where it is not possible to phrase some-397

thing in a gender-neutral manner. So, as seen in398

the results 4 , the neutral gender (’n’) has the low-399

est occurrences across all models and languages,400

with percentages typically below 1%. The high-401

est percentage observed is in LLaMA 2 for Italian402

(1.54%). This minimal representation suggests that 403

neutral gender is either underrepresented in the 404

training data or not well handled by current mod- 405

els, indicating an area for improvement to ensure 406

inclusivity. Addressing this issue could involve 407

incorporating more neutral-gendered data into the 408

training sets and refining the models to better rec- 409

ognize and classify neutral gender. 410

Error rates were calculated by human-annotated 411

samples of 50 male and 50 female records. These 412

rates also vary among models, with AWS showing 413

the highest error rate in German (42.00%) and the 414

lowest in French (9.00%). These error rates indi- 415

cate the proportion of misclassified or ambiguous 416

gender occurrences, reflecting the models’ perfor- 417

mance and reliability in gender classification. 418

Lastly, model-specific trends are notable. GPT- 419

3.5 generally shows lower female and unknown 420

gender occurrences compared to other models. 421

LLaMA 2 and SYS tend to have higher female 422

gender representation, especially in French. AWS 423

and Google show a similar pattern with relatively 424

high male gender occurrences but differ in their 425

handling of unknown and female genders, partic- 426

ularly in Italian. These differences underscore the 427

importance of continuous evaluation and improve- 428

ment of translation models. 429
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6 Conclusion430

Our analysis revealed a prevalent gender bias431

across all tested models, with a significant over-432

representation of male gender classifications. The433

evaluation process, including human validation,434

highlighted various sources of errors such as435

non-human entity gender assignments, ambiguous436

terms like "tutor," and unclear context.437

Despite the insights gained, the study faced lim-438

itations such as the restricted language scope, po-439

tential biases in human annotation, and the specific,440

limited dataset sourced from Reddit. These find-441

ings underscore the need for more comprehensive442

and clean datasets , broader language inclusion,443

and continuous updates to model evaluations to bet-444

ter understand and mitigate gender bias in machine445

translation systems.446

Future research should address these limitations447

by incorporating a wider variety of languages, ex-448

panding the range of evaluated contexts, and lever-449

aging the latest advancements in translation tech-450

nology to enhance the accuracy and fairness of451

gender representation in machine translations.452

Limitations453

While our study provides valuable insights into the454

gender translation performance of various machine455

translation models, several limitations should be456

considered.457

One limitation of this study is the inherent bias458

present in the training datasets of the evaluated ma-459

chine translation models. The task-specific text set460

was collected from Reddit, which is limited in quan-461

tity and varied in context. This dataset includes462

educational terms that may appear in non-human463

contexts, such as "tutor" which is both a noun and464

a verb and "fellow," affecting their overall trans-465

lation accuracy. Consequently, the variability and466

context-specific nature of the data could introduce467

inconsistencies and biases in gender classification,468

impacting the study’s results.469

Another limitation is the variability in the han-470

dling of unknown (UNK) and neutral (n) gender471

categories across different models and languages.472

The models showed inconsistency in classifying473

gender when the context was ambiguous or when474

the words did not explicitly indicate gender. This475

inconsistency highlights the need for more sophis-476

ticated algorithms that can better manage gender-477

neutral and ambiguous contexts.478

Additionally, the error rates determined from hu- 479

man validation reveal that certain types of errors, 480

such as misalignment of translations and ambigu- 481

ity in the source text, are prevalent. These errors 482

indicate that the models sometimes struggle with 483

accurately aligning gender-specific words between 484

the source and target languages, particularly when 485

the gender is not clearly defined or contextually 486

apparent. 487

Lastly, the study focused on only three languages 488

with grammatical gender (German, French, and 489

Italian), which limits the generalizability of the 490

findings. Other languages with different grammati- 491

cal structures and gender rules might present differ- 492

ent challenges and outcomes, and further research 493

is needed to evaluate the performance of these mod- 494

els across a broader range of languages. 495
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Figure 1: Gender Occurrences for GPT-3.5 turbo and LLaMA 2 Models

Figure 2: Gender Occurrences for Google, SYSTRAN and AWS Models
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Column 1 Column 2 Column 3 Column 4 Column 5
teacher tutor coach mentor instructor
professor lecturer counselor principal dean
provost librarian curator educator trainer
superintendent regent director chancellor bursar
fellow student learner administrator researcher
curriculum-
developer

educational-
psychologist

education-
consultant

school-
psychologist

special-
education-
teacher

school-nurse academic-
advisor

educational-
technologist

assistant-
language-
teacher

foreign-
language-
assistant

bear-leader deputy-head-
teacher

employment-
counsellor

exam-
invigilator

global-career-
development-
facilitator

Table 4: List of Educational Professions (Wikipedia contributors, 2024)
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