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ABSTRACT

While the deployment of neural networks, yielding impressive results, becomes
more prevalent in various applications, their interpretability and understanding re-
main a critical challenge. Network inversion, a technique that aims to reconstruct
the input space from the model’s learned internal representations, plays a pivotal
role in unraveling the black-box nature of input to output mappings in neural net-
works. In safety-critical scenarios, where model outputs may influence pivotal
decisions, the integrity of the corresponding input space is paramount, necessitat-
ing the elimination of any extraneous ~garbage” to ensure the trustworthiness of
the network. Binarised Neural Networks (BNNs), characterized by binary weights
and activations, offer computational efficiency and reduced memory requirements,
making them suitable for resource-constrained environments. This paper intro-
duces a novel approach to invert a trained BNN by encoding it into a CNF formula
that captures the network’s structure, allowing for both inference and inversion.

1 INTRODUCTION

The remarkable performance shown by neural networks across various applications often comes at
the cost of interpretability, posing a significant challenge in their extension to safety-critical domains.
The need for demystifying the internal workings of neural networks has led to the development of
techniques like network inversion that unravel the black-box nature of the network by reconstructing
the input space from the model’s learned internal representations. The challenge of network inver-
sion is underscored by the complex many-to-one mappings inherent in neural networks, exacerbated
by the activation functions employed, making the inversion process non-trivial.

This paper proposes a novel approach to invert a Binarised Neural Network (BNN) by encoding the
trained BNN into a Conjunctive Normal Form (CNF) propositional formula that comprehensively
captures the network’s structure, encompassing the values in the input, hidden, and output layers
of the network. The CNF formula precisely encodes the computation in each neuron of the BNN,
thereby making it possible to mimic the overall inference task with 100% precision. Interestingly,
the same encoding can be used for the inversion problem simply by constraining the propositional
variables corresponding to network outputs, and invoking a satisfiability (SAT) solver to find satis-
fying assignments for the propositional variables corresponding to network inputs.

This approach unlike other optimization-based techniques, circumvents the need for any careful
hyper-parameter tuning. Additionally, the deterministic nature of CNF encodings provides fine-
grained control over inverted samples. Specifically, sampling the satisfying assignments (near-
Juniformly guarantees diverse input generation during inversion, addressing concerns like mode
collapse commonly associated with generative models.

2 METHODOLOGY & IMPLEMENTATION

The implementation follows the definition of a simple BNN adapted from [Courbariaux et al.|(2016)
with a block structure wherein each block has a linear layer with binarised weights, a batch nor-
malisation layer and a binarisation layer, ensuring that both the input to and output from the block
are binarised. The output block has a linear layer followed by a softmax for classification purposes.
The trained BNN is then encoded into a CNF formula using the publicly available tool NPAQ Ba-
luta et al.| (2019) in which the relationship between the input, hidden & output layers of the neural
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network is captured by the variables and clauses. Consider a BNN encoded into a CNF Formula
BNN(X,H,Y) where X, H and Y are the sets of the input, hidden and output variables.

Inference can be performed by adding constraints on the input variables as I(X = x) followed by
evaluating for the satisfying assignments of

BNN(X,H,Y)NI(X = x),
among which the output variables would have the predicted label for the given input. Similarly,

inversion can be performed by adding constraints on the output variables as O(Y = y) followed by
evaluating for the satisfying assignments of

BNN(X,HY)ANO(Y =y),
among which the the input variables represent one of the inputs for the set label. While the satisfying
assignments for the above CNF formulas can be obtained using SAT Solvers, for a more compre-
hensive exploration of the label’s input space, CMSGen, |Golia et al.[|(2021), a uniform-like sampler,
is used to sample diversely from the satisfying assignments of the constrained CNF formula.

3 EXPERIMENTS & RESULTS

The experimental demonstration of the inversion process is performed on a 100-20-10 architecture
BNN with 100 neurons in the input for flattened 10x10 MNIST images as shown in Fig. 1, 20 in
the hidden layer and 10 in the output layer, trained for 25 epochs with an accuracy of around 75%,
encoded into a CNF formula with over 60k variables and 100k clauses, wherein the variables from
1 to 100 represent the network inputs and variables from 101 to 110 represent the network outputs.
The CNF formula, conjoined with an additional constraint that sets an output variable (say, variable
103 corresponding to label 2) to true, is then sampled with CMSGen for 100 satisfying assignments.

FERE] kel lites

Figure 1: Training Images Figure 2: Inverted Images for Class 2

Using the satisfying assignment for network input variables, we can now re-construct an input image
that is guaranteed to be classified by the BNN as per the output (label) variable that was set before
solving. Example inverted images for output label ”2” are shown in Fig. 2. By way of validation,
all input images obtained from our network inversion process were also fed as inputs to the BNN
and we checked that this yielded the same output label (e.g. label 2" for the images in Fig. 2) as
expected. As can be seen from Fig. 2, several of these input images do not resemble anything close
to what the network was trained on, and what can be reasonably expected to be classified as 72”.
These are erroneous classifications that can be hugely problematic in safety-critical applications,
and our approach is able to unearth such classifications. In yet another experiment, an inadequately
trained, 25-20-10 architecture BNN on flattened 5x5 MNIST images did not classify any image as
having the label 8. On encoding the BNN into a CNF formula with 6k variables and 13k clauses,
and on trying to solve the inversion problem for label ’8”, we found the formula to be unsatisfiable
which conclusively showed that nothing in the input space is labeled 8" by this network.

4 CONCLUSION & FUTURE WORK

This paper introduces a novel approach to network inversion for BNNs by encoding them into CNF
formulas. Conjoined with constraints on the output variables, the CNF formula is uniform-like
sampled using CMSGen, providing a more nuanced understanding of the input space associated
with specific output labels. Notably, in the inversion process, the reconstructed inputs appear unlike
anything the network was trained on, highlighting their unsuitability for safety-critical applications.

Network Inversion can be employed as an iterative tool to re-train a model using out-of-distribution
inputs generated during inversion, by labeling these inputs specifically as ”garbage” and by adding
an extra class label for "garbage”. Through successive iterations of inversion and retraining, we aim
to progressively refine the model’s input space, ultimately including only relevant data and mitigat-
ing the influence of irrelevant samples, thus enhancing the generalization capabilities of BNNs.
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A FINER IMPLEMENTATION DETAILS

The finer details of the implementation of this approach includes the definition of a feed-forward
BNN from |Courbariaux et al.| (2016) with a block structure. Each of the inner blocks of the BNN
have in them three layers including a Binarised Linear Layer, a Batch Normalisation Layer, and a
Binarisation Layer. For the kth block of the BNN, the input to and the output from each of the blocks
is binarised as zj, and x4.1 respectively.

The binarised linear layer defined as:
y = Arwi + by, (1)

does an affine transformation of the binarised input vector z, wherein the weights are restricted
to either 1 or -1, while the bias is allowed to take real values. Hence, the output y is therefore a
real-valued vector.

Following the affine transformation, a batch normalization layer is applied that normalises the output
1 to have a mean of zero and a variance of one, across the batch of data as:

Z:w.a_,_% )
oB + €

where 3 is the batch mean, o is the standard deviation, « is a scale parameter, v is a shift param-
eter, and € is a small constant added for numerical stability. The parameters o and ~y are learnable
and can be adjusted during the training process.

Lastly a binarisation layer defined as:
ZTgy1 = sign(z), 3

maps the real-valued vector z to a binary vector x1. The sign function is applied element-wise to
the vector z, such that each element z; in x4 is set to 1 if z; is greater than or equal to 0, and -1
otherwise.

The output block of the BNN is composed of a similar Binarised Linear Layer and a Softmax Layer
for classification purposes defined as:

o = argmax(A,x, + by), )
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where o represents the output label and z,, is the output of the last inner block.

The trained BNN can be expressed in terms of cardinality constraints as explained in |[Narodyt-
ska et al.| (2018)), by encoding each of the blocks of the BNN into Mixed Integer Linear Program-
ming(MILP), refined into Integer Linear Programming(ILP) and further refined into Conjunctive
Normal Form(CNF) encodings.

The Binarised Linear Layer as defined in (1) represents a linear constraint and can be expressed as:
Yi = <ai7xk>+bi7 i = 1a'~-ank+17 (5
where a; is the ith row of the matrix Aj. Similarly the batch normalization layer defined in (2) that

takes the output of the linear layer as input also represents a linear constraint that for the kth block
and ith element, can be expressed as:

Oki% = Ok i¥i — Ok ifbli + OkiVhyir = 1yooo Npg1. (6)

The Binarisation layer as defined in (3), that implements the sign function represents implication
constraints, given as:

zi20=>v,=1,2<0=v, = —1, izl,...7nk+17 (7
where 21 = (v1,...,Vn, ) is the output of the kth block.

The MILP encodings for the inner block of the BNN represented by Equations (5),(6), and (7)
include both real and integer values. The real part in the equation (7) after substituting (5) and (6) in
it is rounded off to get ILP encodings as:

(ai,2p) > Cy = vy = 1, {aj, o) < Cy = vy =—1, i=1,...,np41 ®)
where all the variables have integer values.

In the output block of the BNN the linear layer is encoded into MILP as above followed by an
encoding for argmax as defined in (4), using the ordering relation between the logits I; for i =
1,..., ¢, from the previous layer by introducing a set of Boolean variables b;;’s such that

lileﬁbijzl, ,7j=1,...,¢ ©)]
where c is the number of the classes in the classification task. The encodings for the argmax in the

output block of the BNN as defined in (9) can be represented in terms of the input variables and
encoded into ILP constraints by rounding off the difference of the real bias values as:

<CL¢*CLj,£Cn>Z[bj*bi]ﬁbij:L i,jil,...,c. (10)
The sum of the boolean variables b;; for a giveniand j = 1,...,c will be equal to c if and only

if all of the above implication constraints are true, hence the output variable o represented in ILP
constraints as:

Zbij:c:>0:i7 hj=1,....c an
=1

will provide the output label for the given input.

The ILP encodings of each of the blocks can either be directly translated into SAT to get the CNF
encodings or further refined using Sequential Counters. Finally the encoding for the entire BNN
will be the conjunction of the encodings of the individual blocks of the BNN including all the inner
and the output blocks. For Example, a BNN with a single inner block and an output block can be
represented as

BNN(X,H,Y) = B; A Bo, (12)
where X, H and Y are the sets of the input, hidden & output variables respectively while By and
Bo are the encodings for the only inner & the output block respectively.

The inversion process can now be performed on the encoded CNF formula by appropriately con-
straining the output variables. The clauses implementing constraints on the output label are con-
joined to the encoded CNF formula as

B, /\Bo/\O(Y:y) (13)
where O is the constraint on the output variables in which the desired output label is set to true and
the resulting CNF formula is sampled for satisfying assignments using CMSGen. Eventually if the

resulting CNF formula is satisfiable, the inputs for the set output label can be reconstructed from the
satisfying assignments to the input variables.
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