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ABSTRACT

In this work, we investigate a particular implicit bias in gradient descent training,
which we term “Feature Averaging,” and argue that it is one of the principal factors
contributing to the non-robustness of deep neural networks. We show that, even
when multiple discriminative features are present in the input data, neural networks
trained by gradient descent tend to rely on an average (or a certain combination)
of these features for classification, rather than distinguishing and leveraging each
feature individually. Specifically, we provide a detailed theoretical analysis of
the training dynamics of two-layer ReLU networks on a binary classification task,
where the data distribution consists of multiple clusters with mutually orthogonal
centers. We rigorously prove that gradient descent biases the network towards
feature averaging, where the weights of each hidden neuron represent an average
of the cluster centers (each corresponding to a distinct feature), thereby making the
network vulnerable to input perturbations aligned with the negative direction of
the averaged features. On the positive side, we demonstrate that this vulnerability
can be mitigated through more granular supervision. In particular, we prove that a
two-layer ReLLU network can achieve optimal robustness when trained to classify
individual features rather than merely the original binary classes. Finally, we
validate our theoretical findings with experiments on synthetic datasets, MNIST,
and CIFAR-10, and confirm the prevalence of feature averaging and its impact on
adversarial robustness. We hope these theoretical and empirical insights deepen
the understanding of how gradient descent shapes feature learning and adversarial
robustness, and how more detailed supervision can enhance robustness.

1 INTRODUCTION

Deep learning has achieved unprecedented success across a wide range of application domains, includ-
ing many safety-critical systems such as autonomous driving and diagnostic assistance technologies.
Despite these successes, a landmark study by Szegedy et al. (2013) exposed that deep neural networks
are extremely vulnerable to adversarial attacks. These attacks involve adding nearly imperceptible
and carefully chosen perturbations to input data to confound deep learning models into making
incorrect predictions. The perturbed inputs are termed adversarial examples, and their existence has
attracted significant attention from the research community. Since then, various attacks (Biggio et al.,
2013; Szegedy et al., 2013; Goodfellow et al., 2014; Madry et al., 2018) and defenses (Goodfellow
et al., 2014; Madry et al., 2018; Shafahi et al., 2019; Pang et al., 2022) were developed, but the issue
of adversarial robustness is still far from being resolved.

Previous attempts to explain the adversarial robustness of neural networks have been made from
various theoretical perspectives. Daniely & Shacham (2020); Bubeck et al. (2021a); Bartlett et al.
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(2021); Montanari & Wu (2023) proved the existence of adversarial examples for neural networks
with random weights across various architectures. Tsipras et al. (2019); Zhang et al. (2019) analyzed
the fundamental trade-off between robustness and accuracy. Bubeck et al. (2021b); Bubeck & Sellke
(2021); Li et al. (2022a); Li & Li (2023) proved that having a large model size is necessary for
achieving robustness in many settings. Ilyas et al. (2019); Tsilivis & Kempe (2022); Kumano et al.
(2024); Li & Li (2024) studied the relationship between adversarial examples and the presence of
non-robust but predictive features in the data distribution.

A related line of work in deep learning theory studies the implicit bias of gradient descent to explain
why neural networks generalize so well. Training deep neural networks is a highly non-convex and
over-parametrized optimization problem, in which there are many solutions that fit the training data
correctly. Recent studies suggest that, without explicit regularization, gradient descent seems to
implicitly bias towards solutions that enjoy favorable properties, particularly good generalization.
Hence, characterizing various implicit biases in favor of better generalization has been extensively
studied in recent years (Gunasekar et al., 2017; Soudry et al., 2018; Arora et al., 2019b; Lyu &
Li, 2020; Blanc et al., 2020). However, good generalization properties do not necessarily imply
good robustness with respect to inputs. Indeed, even well-trained neural networks are vulnerable
to adversarial examples. In fact, recent studies by Vardi et al. (2022) and Frei et al. (2024) proved
that the implicit bias of gradient descent can be a “double-edged sword”, in the sense that it leads
to generalizable solutions with perfect clean accuracy, but being non-robust (susceptible to small
adversarial /5-perturbations), even though there exist robust networks with perfect robust accuracy.
Under a similar data setup, Min & Vidal (2024) further conjectured that the weight vectors of a
two-layer ReLU network trained by gradient flow converge to an average of the cluster centers.

In this paper, we perform a detailed analysis of the training dynamics of gradient descent on two-layer
ReLU networks (under data distributions similar to Vardi et al. (2022), Frei et al. (2024) and Min &
Vidal (2024), and the detailed discussion about the connection between their works and our paper is
deferred to Section 2), and rigorously prove that the learned weights exhibit a particular implicit bias,
which we term feature averaging. In our setting, feature averaging refers to a particularly simple
form: the network trained by gradient descent tends to learn the average of useful features, in the
sense that the weight vector associated with each hidden-layer neuron is a weighted average of feature
vectors. This also resolves the conjecture made by Min & Vidal (2024). Further, one can easily show
that such an average is more susceptible to small adversarial perturbations than individual features,
rendering the learned solution non-robust.

In our experiments, we empirically observe similar phenomena in several other settings. We argue
that feature averaging is a key factor contributing to the non-robustness of deep neural networks,
and demonstrate its close relationship with several known phenomena and theoretical models in
adversarial robustness research. These include the observation that neural networks tend to leverage
both robust and non-robust features for classification (Tsipras et al., 2019; Ilyas et al., 2019; Allen-Zhu
& Li, 2022; Tsilivis & Kempe, 2022; Li & Li, 2024), the connection between model Lipschitzness
(smoothness) and over-parameterization (Bubeck et al., 2021b; Bubeck & Sellke, 2021; Li et al.,
2022a; Li & Li, 2023), the simplicity bias of gradient descent that leads to non-robustness (Shah
et al., 2020; Lyu et al., 2021), and the dimpled manifold hypothesis (Shamir et al., 2021). Beyond
the linear average behavior studied in this work, we conjecture that feature averaging may appear in
more complex forms in real-world settings. For example, the neural network may tend to combine
many localized, semantically meaningful (hence more robust (Ilyas et al., 2019; Tsilivis & Kempe,
2022)) features into one discriminative but non-robust feature.

In light of the feature averaging phenomena, we propose to enhance the robustness by learning
individual features. In particular, we explore a natural and simple, yet less explored method in the
study of adversarial robustness, which is to provide more granular supervised information related to
individual features and force the model to learn the individual features. Theoretically, we prove that
training a two-layer ReLU network with feature-level labels leads to a binary classifier with optimal
robustness. Empirically, we design several experiments, using synthetic and real datasets, and the
experimental results demonstrate that feature-level supervised information can be very effective in
enhancing the robustness of the model (even with standard training). These results are consistent with
the empirical findings by Sitawarin et al. (2022); Li et al. (2024), which showed that incorporating
fine-grained annotations, such as part-level segmentation, can substantially enhance the adversarial
robustness of object recognition systems. See Appendix A for a more detailed discussion of these
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connections, including the relationship of feature averaging to existing robustness phenomena, and
how more granular supervision may improve adversarial robustness.

Our technical contributions can be summarized as follows:

1. (Section 4.1) Under certain multi-cluster data distributions (similar to that in Frei et al.
(2024)), we prove that two-layer ReLU networks trained by gradient descent converge to
feature-averaging solutions (Theorem 4.5). In particular, we show that the weight vector
associated with each hidden-layer neuron converges to the average of cluster-center features

and the feature-averaging solution is non-robust w.r.t. the radius Q(y/d/k), while there

exist solutions with optimal robust radius O(\/&) (where d is the data dimension, k is
the number of clusters, and the existence of such optimal robust solutions is shown in
Theorem G.3). This result also solves the conjecture of Min & Vidal (2024) under our
settings (Theorem 4.6).

2. (Section 4.2) We show that if the model is provided with the feature level labels (in fact a
multi-class classification problem in our multi-cluster data distribution setting), a two-layer
network can learn the individual features, which furthermore can induce a robust model with
optimal robust radius O(v/d) (Theorem 4.7).

3. (Section 5) We validate our theoretical results on synthetic data and real-world datasets
such as MNIST and CIFAR-10. We empirically show that gradient descent learns averaged
features. Our experiments also demonstrate enhanced robustness through the incorporation
of fine-grained supervisory information.

2 RELATED WORK

Implicit Bias of Gradient Descent. The implicit bias of gradient descent has been studied from
various perspectives. The most prominent line of works establishes an equivalence between neural
networks in certain training regimes to kernel regression with Neural Tangent Kernel (NTK) (Du
et al., 2019b;a; Allen-Zhu et al., 2019a; Zou et al., 2020; Chizat et al., 2019; Arora et al., 2019b; Ji &
Telgarsky, 2020b; Cao & Gu, 2019), but the generalization of kernel regression is usually worse than
that of real-world neural networks. Other works prove other types of implicit biases beyond this NTK
regime, including margin maximization (Soudry et al., 2018; Nacson et al., 2019; Lyu & Li, 2020;
Ji & Telgarsky, 2020a), parameter norm minimization (Gunasekar et al., 2017; 2018; Arora et al.,
2019a) and sharpness reduction (Blanc et al., 2020; Damian et al., 2021; HaoChen et al., 2021; Li
et al., 2022b; Lyu et al., 2022; Gu et al., 2023). All these works focus on implicit biases that may
lead to good generalization except that Vardi et al. (2022) and Frei et al. (2024) connected the line of
works on margin to the non-robustness of neural networks, which we discuss shortly.

Feature Learning Theory for Two-Layer Networks. The feature learning theory of two-layer
neural networks as proposed in various recent studies (Wen & Li, 2021; Allen-Zhu & Li, 2022;
Chen et al., 2022; Cao et al., 2022; Zhou et al., 2022; Chidambaram et al., 2023; Allen-Zhu &
Li, 2023; Kou et al., 2023a; Simsek et al., 2023) aims to explore how features are learned in deep
learning. This theory extends the theoretical optimization analysis beyond the scope of the neural
tangent kernel (NTK) theory (Jacot et al., 2018; Du et al., 2019b;a; Allen-Zhu et al., 2019b; Arora
et al., 2019b). Among these feature learning works, there exist various data assumptions about
feature-noise structure. Based on the data assumption of sparse coding model, Wen & Li (2021) study
feature learning process of self-supervised contrastive learning, and Allen-Zhu & Li (2022) propose
a principle called feature purification to explain the workings of adversarial training. Allen-Zhu
& Li (2023) utilize multi-view-based patch-structured data assumption to understand the benefits
of ensembles in deep learning. Following the multi-view data proposed in Allen-Zhu & Li (2023),
Chidambaram et al. (2023) show that data mix-up algorithm can provably learn diverse features
to improve generalization. Cao et al. (2022); Kou et al. (2023a) explore the benign overfitting
phenomenon of two-layer convolutional neural networks by leveraging a technique of signal-noise
decomposition. Zhou et al. (2022) study feature condensation and prove that, for two-layer network
with small initialization, input weights of hidden neurons condense onto isolated orientations at the
initial training stage. Simsek et al. (2023) focus on the regression setting and study the compression
of the teacher network, and they find that weight vectors, whether copying an individual teacher
vector or averaging a set of teacher vectors, are critical points of the loss function.
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Comparisons with Vardi et al. (2022), Frei et al. (2024) and Min & Vidal (2024). Recently,
Vardi et al. (2022) and Frei et al. (2024) demonstrated that for two-layer ReLU networks, any
KKT solution to the maximum margin program (it is known that gradient flow converges to such
KKT solution (Lyu & Li, 2020; Ji & Telgarsky, 2020a)) leads to non-robust solutions under the
assumption of synthetic cluster data, and Min & Vidal (2024) further conjectured that the weight
vectors of two-layer ReLU network converge to an average of cluster-center vectors. Their finding
highlights the significance of the optimization process in the (non)robustness of neural networks. Our
theoretical results are inspired by theirs, but differ from theirs in the following important aspects: (1)
Conceptually, feature averaging is arguably more intuitive and concrete (in the feature level) than the
set of KKT properties. Moreover, feature averaging (or its nonlinear extensions) may appear in more
complex and general setting even when the solution is far from a KKT point. (2) Technically, we
perform a detailed and finite-time analysis of the gradient descent dynamics, in contrast to their result
about limiting behavior of gradient descent. In particular, our analysis of gradient descent dynamics
reveals the feature learning process. Furthermore, we comment that the time complexity converging
from an initialization point to a KKT solution can be slow (i.e., 2(1/log(t)) proven in Soudry et al.
(2018); Lyu & Li (2020); Kou et al. (2023b)). (3) Our analysis of the GD dynamics requires small
initialization, whereas their results depend on starting from a solution that already correctly classifies
the training set (an assumption made in (Lyu & Li, 2020) for achieving KKT points). (4) Our result
(Theorem 4.5) solves the conjecture proposed by Min & Vidal (2024), where we show that the weight
vector associated with each neuron aligns with a weighted average of cluster features, and the ratio
between weights of distinct clusters is close to 1.

3 PROBLEM SETUP

In this section, we introduce some useful notations and concepts, including the multi-cluster data
distribution, the two-layer neural network learner and the gradient descent algorithm.

Notations. We use bold-face letters to denote vectors, e.g., * = (x1,...,x4). Forx € RY, we
denote by ||| the Euclidean (¢3) norm. We denote by 1(-) the standard indicator function.We
denote sgn(z) = 1if z > 0 and —1 otherwise. For integer n > 1, we denote [n] = {1,...,n}. We
denote by N (11, o?) the normal distribution with mean z € R and variance o2, and by N (p, X) the
multivariate normal distribution with mean vector p and covariance matrix 3. The identity matrix
of size d is denoted by I;. We use Unif(A) to denote the uniform distribution on the support set A.

We use standard asymptotic notation O(-) and Q(-) to hide constant factors, and O(-), €(-) to hide
logarithmic factors.

3.1 DATA DISTRIBUTION

Following Vardi et al. (2022); Frei et al. (2024), we consider binary classification on the following
data distribution with multiple clusters.

Definition 3.1 (Multi-Cluster Data Distribution). Given k vectors g1, ..., g € RY, called the cluster
features, and a partition of [k] into two disjoint sets J1 = (J4, J_), we define D({p;}5_,, J+) asa

data distribution on R? x {—1, 1}, where each data point (x, y) is generated as follows:
1. Draw a cluster index as j ~ Unif([£]);
2. Sety =+1if j € Jy; otherwise j € J_ and sety = —1;
3. Draw @ := p; + &, where & ~ N(0, I,5).

For convenience, we write D instead of D({p; }?zl, Ji) if {p; ?:1 and J4 are clear from the

context. For s € {1}, we write J, to denote J,. if s = +1 and J_ if s = —1.

To ease the analysis, we make the following simplifying assumptions on the distribution.
Assumption 3.2 (Orthogonal Equinorm Cluster Features). The cluster features {f; }le satisfy the
properties that (1) ||| = V/d for all j € [k]; and (2) p; L g forall 1 <i < j <k,

Assumption 3.3 (Nearly Balanced Classification). The partition .J1 satisfies ¢ ™! < % < ¢ for

some absolute constant ¢ > 1.
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Our data distribution is similar to that in Vardi et al. (2022) and Frei et al. (2024). In particular, Vardi
et al. (2022) consider a setting where data are comprised of k nearly orthogonal data points in RY,

This assumption is further relaxed in Frei et al. (2024), where they assume & clusters with nearly

orthogonal cluster means {g;}¥_; (i.e., they have that % =0 (%) holds for all ¢ # j). For
i J

simplicity, our work focuses on the setting with clusters exactly orthogonal to each other.

3.2 NEURAL NETWORK LEARNER

A training dataset S := {(z;, ;) };—, € R? x {—1,1} of size n is randomly sampled from the data
distribution D({; }?:1, J1) and is used to train a two-layer neural network.

Network Architecture. We focus on learning two-layer ReLU networks. Such networks are usually
defined as fo(x) := Z;Vil a; ReLU((w;, @) + b;), where 6 := ({a; }j L {w; L {b; }J 1) are
the parameters of the network, and ReLLU( - ) is the ReLU activation function defined as ReLU(z) =
max(0, z).

For the sake of simplicity, we cons1der the case where M = 2m is even and fix the second layer as
aj = — L for1 < j < mand aj = _H form + 1 < j < 2m, which is a widely adopted setting in
the literature of feature learning theory (Allen-Zhu & Li, 2022; Cao et al., 2022 Kou et al., 2023a).
With this simplification, we focus on training only the first layer ({w; }}Z,, {b;}}Z,) and rewrite the
network as

1
fo(x) Z ReLU((w 1, @) +by1) = — 3 ReLU((w_1, ) +b1,0),
TE[m] re[m]
where 6 = ({w1,, 7y, {b41,0 iy, {wo1, 7y, {b_1,-}/'_;) are the trainable parameters, and
w41, and by, correspond to the neurons with a, = %, while w_1 , and b_; ,. correspond to the

neurons with a, = —%.

Training Objective and Gradient Descent. The neural network fg( ) is trained to minimize the
following empirical loss on the training dataset S: £(8) := = > | £ (y; fo (x;)), where {(q) :=
log(1 + e~?) is the logistic loss. We apply gradient descent to minimize this loss:

00+ =9 _ pvL(eW), (1)
where 8®) denotes the parameters at t-th iteration for all £ > 0, and n > 0 is the learning rate.
We specify the derivative of ReLU activation as ReLU’(z) = 1(z > 0) in backpropagation. At
initialization, we set w ") ~ N(0, 02 1,) and bg?2 ~ N (0, 02) for some oy, o1, > 0.

Clean Accuracy and Robust Accuracy. For a given data distribution D over R? x {—1,1}, the
clean accuracy of a neural network fg : R? — IR on D is defined as

Accgcan(fe) = ]P)(w,y)N'D [sgn(fg(ac)) = y} .
In this work, we focus on the /5-robustness. The /5 d-robust accuracy of fg on D is defined as
ACCE)bust(fGQ 5) = P(m,y)ND [vp €Bs: sgn(fg(zc + p)) = y] ’

where B; := {p € R? : ||p|| < &} is the ¢5-ball centered at the origin with radius §. We say that a

neural network fg is d-robust if Acc?, . (fo;8) > 1 — e(d) for some function €(d) that vanishes to
zero, i.e., €(d) — 0 as d — oo.

Robust Networks Exist. In a very similar setting to ours, Frei et al. (2024) show that there exists a
two-layer ReLU network that can achieve nearly 100% clean accuracy and Q(\/E) -robust accuracy
on their data distribution. In our setting, we can also construct a similar network that achieves nearly
100% clean accuracy and Q(\/a)—robust accuracy. In particular, such network utilizes one hidden
neuron to capture one feature/cluster (i.e., the neural is activated only if the input point is from
the corresponding cluster). See Theorem G.3 in Appendix G.2 for the details and Figure 1 for an
illustration. However, we will soon show that, despite such Q(\/E)-robust network exists, gradient
descent is incapable of learning such a robust network, but instead converges to a very different
solution with a robust radius that is © (/%) times smaller.
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Uy = (:ul + Uz + M3)/3 ]+ — {1'2’3},]_ — {4’5},]( =5,

Uy = (g + Uy + u3)/3,
B = (pa + pi5) /2

(= fra == 3ReLU({us, x)) — 2ReLU ({u_, x))

e feor=fit ot fs—fa—fs
f;(x):= ReLU({u;, x) + b;),j € [5]

p- = (Ug + pis)/2

Figure 1: Schematic illustration of feature-averaging and feature-decoupling: We consider a
dataset with 5 clusters. The first three clusters belong to J, and the other two to J_. Denote pty :=
(1 + o+ p3)/3, p— = (pg + ps)/2. For ease of illustration, we assume that Z?:1 p; = 0.
The feature-averaging classifier fra leverages two neurons with averaged features to classify all
data, which corresponds to a linear classifier (the gray line). The feature-decoupling classifier frp
leverages individual features and has more complex polyhedral decision boundary (green lines). Note
that the instance is high dimensional and this is only a schematic illustration. The distance between
data points and the decision boundary of frp (green lines) is much larger than that of fra (gray line),
which implies that the feature-decoupling classifier is more robust than the feature-averaging one.

4 MAIN RESULTS

In this section, we present our main technical results. In Section 4.1, we first present the main
result (Theorem 4.5) regarding feature averaging, that is standard gradient descent training finds
feature averaging solutions for the data distribution D and such feature averaging solution is non-
robust. In Section 4.2, we demonstrate that if more supervisory information can be obtained (specific
cluster categories rather than just binary classification labels), we can achieve feature decoupling via
gradient descent on a similar two layer multi-class network. Consequently, we can obtain a binary
classification network with optimal robust perturbation radius (Theorem 4.7).

4.1 NETWORK LEARNER PROVABLY LEARNS FEATURE-AVERAGING SOLUTION

The prior work by Frei et al. (2024) has showed that, under certain conditions, training a two-layer
ReLU network for infinite time converges to a network that can achieve nearly 100% clean accuracy

on D but is only o(+/d/k)-robust. A subsequent work by Min & Vidal (2024) conjectured that the
network converges to a specific form of solution, which we refer to as the feature-averaging network.

Definition 4.1 (Feature-Averaging Network). We define fra () as the following function:

fea(@) i= 14| - ReLU (1, @)) — |J_| - ReLU ({1, @))
where py = ﬁ > jea, M is the average of cluster centers in the positive class, and similarly
B = IJ%I > jes_ Mj is that for the negative class. We say that a two-layer ReLU network fg () is
a feature-averaging network if fg(x) = C - fra () for some C' > 0.

Remark 4.2. The feature-averaging network uses the first neuron to process all data within positive
clusters, and the second neuron negative clusters. Thus, it can correctly classify clean data. However,

it fails to robustly classify perturbed data for a radius larger than Q(+/d/k): in particular, consider
the attack vector p that aligns with the negative direction of the averaged features, i.e., p <

=2 jes, Mj + X je; Mj. One can easily check that with ||p|| = 6 = Q(\/d/k), the attack is
successful, i.e., sgn(fra(x + p)) # sgn(fra(x)) due to the linearity of fra(x + p) over p. See
Appendix G.1 for the details, and see Figure 1 for an illustration.

Our first main result is a non-asymptotic analysis of the training dynamics that explicitly characterizes
the solution learned by gradient descent on distribution D after a finite number of iterations. For
theoretical analysis, we make the following assumptions about the hyper-parameters.

Assumption 4.3 (Choices of Hyper-Parameters). We assume that:
d=Q(k'") c=0(1) n € [QKT), exp(O(log?(d)))]
m = e(k) n=0(d"?) of = 0% = O(nk™).
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Remark 4.4 (Discussion of Hyper-Parameter Choices). We make specific choices of hyper-parameters
for the sake of calculations, and we emphasize that these may not be the tightest possible choices. In
particular, we need the data dimension d to be significantly larger than the number of clusters k to
ensure all k cluster features are orthogonal within R%. We further require that the number of samples
n is a large polynomial of k to ensure that the network can learn all k cluster features. We assume
the learning rate 1 and the initialization magnitude o.,, oy, are sufficiently small, which helps the
network to be trained in the feature learning regime (Lyu et al., 2021; Cao et al., 2022; Allen-Zhu &
Li, 2023; Kou et al., 2023a).

Now, everything is ready to state the first main theorem of our paper, which characterizes the weights
of the learned network and shows that after a certain number of iterations, the network can be closely
approximated by the feature-averaging network (defined in Definition 4.1).

Theorem 4.5. In the setting of training a two-layer ReLU network on the binary classification
problem D({; }5?:1, J1) as described in Section 3, under Assumptions 3.2, 3.3 and 4.3, for some
v = o(1), after U(n~1) < T < exp(O(k'/?)) iterations, with probability at least 1 — =, the neural
network satisfies the following properties:

1. The clean accuracy is nearly perfect: Acch., (forr)) > 1 — exp(—Q(log® d)).

2. Gradient descent leads the network to the feature-averaging regime: there exists a time-
variant coefficient \T) € [Q(1), +00) such that for all s € {1}, r € [m], the weight

vector wg?;) can be approximated as
0l XD S a2 < ot
J€Js
and the bias terms are sufficiently small, i.e., bg) < o(1).

3. Consequently, the network is non-robust: for perturbation radius 6 = Q(\/d/k), the
S-robust accuracy is nearly zero, i.e., Acc®,  (focr;8) < exp(—Q(log® d)).

We provide a proof sketch for Theorem 4.5 in Appendix C (see the full proof in Appendix E.2).
Theorem 4.5 suggests that the weight vector aligns with the average of cluster features: the direction
of the weight vector associated with a positive neuron converges to the average of positive cluster
features w1, and that associated with a negative neuron to the average of negative cluster features
. Moreover, the above feature-averaging property of learned network implies non-robustness, i.e.,
the learned network is only o(+/d/k)-robust although an Q(+/d)-robust solution exists as we proved
in Section 3.

As a corollary of Theorem 4.5, we resolve the conjecture proposed in Min & Vidal (2024) in our
setting.

Theorem 4.6 (Conjecture 1 from Min & Vidal (2024)). In the setting of Theorem 4.5, we have that
Infes0 SUP, cga, o)), va |CfrA () — for ()| = o(1), where fya(x) is the feature-averaging
network (Definition 4.1).

Under a similar orthogonal cluster data assumption, Min & Vidal (2024) conjecture that two-layer
neural network converges to the feature-averaging solution via gradient flow training with small
initialization. They empirically validate the conjecture via experiments on synthetic datasets. The-
orem 4.6 provides a rigorous proof for the conjecture, although the original conjecture is stated
under a slightly different setting from ours. In their setting, the second layer of the network is also
trainable, but we fix the second layer for simplicity. We also require certain assumptions on the
hyperparameters, which has been discussed in details in Assumption 4.3 and Remark 4.4.

4.2 FINE-GRAINED SUPERVISION IMPROVES ROBUSTNESS

We have shown that gradient descent is unable to differentiate individual cluster features, which
causes non-robustness. Hence, a natural question is: if we provided more fine-grained feature-level
supervision, can gradient descent learn a robust solution? We show that this is indeed possible in the
case where each data point is labeled with the cluster it belongs to, rather than just a binary label.
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Fine-Grained Supervision. Following the setting in Section 3, we consider the binary classification
task with data distribution D({;}%_,, J.). But instead of training the model directly to predict the
binary labels, we assume that we are able to label each data point with the cluster § € [k] it belongs
to, and then we train a k-class classifier to predict the cluster labels. More specifically, we first sample
a training set S := {(x;, ;) }7.; € R% x {£1} from D, along with the cluster labels {g; }?* ; for all

data points. Then a k-class neural network classifier is trained on S := {(a;, 7;)}~, € R? x [k].

Multi-Class Network Classifier. We train the following two-layer neural network for the
k-class classification mentioned above: Fp(x) = (fi(x), fa(x),..., fe(x)) € RF, where
fi(®) == LS ReLU((w; ., ®)), 0 := (w1, w1,...,wp,) € R¥ are trainable weights,
and h = ©(1). One can think {ReLU((w;,,, ®))} c[x],re[n) a8 kh = O (k) neurons partitioned into
k groups, where the corresponding second layer weights are set in a way that the j-th group only
contributes to the j-th output f;(z) of the network. The output Fy(x) is converted to probabilities
using the softmax function, namely p;(z) := %
i=1 ®XPUJ4
label for the original binary classification task on D, we take the difference of the probabilities of the
positive and negative classes, i.e., Fiy " (z) := > jer, Pi(®) =32 c; pj(@). The clean accuracy

Acch.. (F5™ ) and §-robust accuracy Acch, . (Fy™ ™Y, §) are then defined similarly as before.

for j € [k]. For predicting the binary

Training Objective and Gradient Descent with Fine-Grained Supervision. We train the multi-
class network F(x) to minimize the cross-entropy loss Lcg(0) := —2 >7" | log py, (2;). Similar
to Section 3, we use gradient descent to minimize the loss function Lcg(6) with learning rate 7, i.e.,

0+ = 1) — Vo Lep(Fpw ). At initialization, we set w§?2 ~ N(0,02 1) for some oy > 0.

GD Finds Robust Networks. In contrast to the feature-averaging implicit bias in our previous setting
(Theorem 4.5), the following theorem shows that with fine-grained supervision, gradient descent
converges to a neural network that learns decoupled features, i.e., the weight of each neuron is aligned
with one cluster feature.

Theorem 4.7. In the seiting of training a multi-class network on the multiple classification problem
S = {(zi, ;) }; € R? x [k] as described in the above, under Assumptions 3.2, 3.3 and 4.3, for
some v = o(1), after Q(n~'k®) < T < exp(O(k'/?)) iterations, with probability at least 1 — ~, the
neural network satisfies the following properties:

1. The clean accuracy is nearly perfect: Acch,, (F22Y) > 1 — exp(—Q(log? d)).

clean\* g(T)

2. The network converges to the feature-decoupling regime: there exists a time-variant coeffi-
cient \'T) € [Q(log k), +00) such that for all j € [k], r € [h], the weight vector 'wj(-?;) can
be approximated as

() _

ij,r 2D 1,120, | < o(a172).

3. Consequently, the corresponding binary classifier achieves optimal robustness: for
perturbation radius § = O(\/g) the d-robust accuracy is also nearly perfect, i.e.,
bi

Acciopust (Fpery™:0) 2 1 — exp(—Q(log” d)).
The detailed proof can be found in Appendix F.3. Theorem 4.7 manifests that the multi-class network
learns the decoupled features, and the induced binary classifier achieves optimal robustness. See
Figure 1 for an illustration. Instead of leveraging the bias term to filter out cluster noise as the
feature-decoupling classifier fpp that we illustrated in Figure 1 and Theorem G.3, the soft-max

operator of F; inary plays a similar role here.

It can be easily verified that F;(i;’f"y achieves optimal robustness radius (up to constant factor) since

the distance between distinct cluster centers is at most O(v/d) (i.e. ||; — pj|| = O(Vd), Vi # 7).

Convergence to Robust Networks Requires Implicit Bias. In fact, adding more fine-grained
supervision signals does not trivially lead to decoupled features and robustness, since the above
network found by gradient descent is not the only solution that can achieve 100% clean accuracy.
As a counterexample, we show that there exists a multi-class network that achieves perfect clean

accuracy but is not 2(1/d/k)-robust, which is formally given in the following proposition.
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Figure 2: Illustration of feature averaging and feature decoupling on synthetic dataset (a,b) and
CIFAR-10 dataset (c,d). Figure (a) and Figure (c) correspond to models trained using 2-class labels,
and Figure (b) and Figure (d) correspond to models trained using 10-class labels, respectively. Each
element in the matrix, located at position (, j), represents the average cosine value of the angle
between the feature vector p; of the i-th feature and the equivalent weight vector w; of the f;(-).

Proposition 4.8. Consider the following multi-class network Fy: for all j € [k], the sub-network
f;j has only single neuron (h = 1) and is defined as f;(x) = ReLU (</J/j + ZlEJS ni, w)), where
cluster j has binary label s € {+1}. With probability at least 1 — exp(—Q(log® d)) over S,
we have that Lcg(0) < exp(—Q(d)) = o(1), where 0 denotes the weights of F;. Moreover,

Acch (ngnary) > 1 — exp(—Q(log? d)), Accgbust(ngnary; Q(\/d/k)) < exp(—Q(log? d)).

clean

5 EXPERIMENTS

5.1 FEATURE AVERAGING AND FEATURE DECOUPLING

To validate our theoretical results, we conduct experiments on the synthetic dataset as we mentioned
in Section 3 and the CIFAR-10 dataset, described as follows:

* Synthetic Dataset. We generate the synthetic data following the data distribution in Section
3. Specifically, we choose the hyper-parameters as £k = 10,d = 3072,m = 5,n =
1000, = 0 = 1,n = 0.001, 0, = 0p = 0.00001,7 = 100. For simplicity, we denote
the weights of the two-layer network as wi, wo, ..., wio (Where the first five weights
correspond positive neurons and the other five weights correspond negative neurons). We
also set the first five clusters as positive and the others as negative. Additionally, we provide
an ablation study for other choices of hyper-parameters (see the details in Appendix B).

* Binary Classification on CIFAR-10. We create a binary classification task from the CIFAR-
10 dataset by merging the first five classes into one class and the other five classes into the
other class. We use the normal 10-classification on CIFAR-10 as the 10-class task.

* Pre-trained Feature Extractor. We utilize a ResNet18 model pre-trained on CIFAR-10 and
replaced the model’s final layer with a two-layer ReLU neural network as described in our
theory (fixed second layer as diagonal form, i.e., f;(z) := + Z:}:l ReLU((wj ,, 2)),Vj €
[10], where z denotes the hidden representation of the penultimate layer). We only train
the last two layers. We choose the width of the first layer to be 30 (b = 3) to ensure
that the accuracy of the pre-trained model was not compromised. Then, inspired by the
theoretical study about neuron collapse (Papyan et al., 2020), we calculate the average value
of the penultimate layer output of the neural network for each class as the corresponding
feature p; of that class ¢ € [10]. For 10-classification, we use w,; := %Ele W, as
the equivalent weight of f;. For the 15 positive weights and 15 negative weights in the
binary classification network, we equally divide them into 5 positive classes and 5 negative
classes to ensure a fair comparison , which ensures that two models both have the same form
F :=(f1, f2,.--, fi0) € R1? and each sub-network f; corresponds to a weight vectors w;.

Experiment Results. The results are shown in Figure 2, which demonstrates our theoretical findings:
2-classification model learns feature-averaging solution while 10-classification model learns the
feature-decoupling solution. Concretely, Figure 2a and Figure 2¢ correspond to our feature-averaging

-]
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Figure 3: Verifying robustness improvement: We compare adversarial robustness between model
trained by 2-class labels (red line) and model trained by 10-class labels (blue line) on synthetic data
(the left), MNIST (the middle) and CIFAR-10 (the right).

regime in Theorem 4.5, where the correlations between each weight vector of positive (negative)
neuron and all positive (negative) cluster features are nearly-equally larger than those between each
weight vector of positive (negative) neuron and all negative (positive) cluster features; Figure 2b and
Figure 2d correspond to our feature-decoupling regime in Theorem 4.7, where the correlation matrix
is nearly diagonal. Additionally, we also provide a transfer learning experiment based on the CLIP
model (Radford et al., 2021) to further verify our theory (see the details in the Appendix H).

5.2 ROBUSTNESS IMPROVEMENT FROM FINE-GRAINED SUPERVISION INFORMATION

Moreover, we aim to verify whether the model trained with fine-grained supervision information (i.e.,
10-class labels) is more robust compared to the model trained with only binary (2-class) labels.

Experiment Settings. To ensure fairness in the comparison, we sum the logits corresponding to the
5 positive classes and subtracted the sum of the logits corresponding to the 5 negative classes from
the 10-class model’s output. This result is used as the binary classification output for the 10-class
model. The robust accuracy is measured by using the standard PGD attacks (Madry et al., 2018) with
different /5 -pertubation radius. We run experiments in the following datasets:

» Synthetic Dataset. We generate synthetic data as the same as that in Section 5.1.

* Binary Classification on MNIST and CIFAR-10. To further verify our theory in deep
neural networks, on both MNIST and CIFAR-10 datasets, we train ResNet18 models from
scratch with normal 10-classification labels and 2-classification labels (MNIST: parity-
classification; CIFAR-10: binary-classification as that we mentioned in Section 5.1).

Experiment Results. The results are presented in Figure 3. With the perturbation radius increasing,
we can see that the models trained with 10-class labels have higher robust test accuracy than those
trained with 2-class labels in all datasets. This collaborates with our theoretical results (Theorem 4.5
and Theorem 4.7) that the models can achieve better robustness with more supervised information.

6 CONCLUSION

This paper exposes “Feature Averaging” as an implicit bias in gradient descent that may compromise
the robustness of deep neural networks. Theoretical insights from a two-layer ReLU network reveal a
tendency for gradient descent to average/combine individually meaningful features, which can lead
to a loss of distinct discriminative information. We demonstrate that with more detailed feature-level
supervision, the networks can learn to differentiate these features, enhancing model robustness. This
is supported by empirical evidence from both synthetic and real-world data, including MNIST and
CIFAR-10. Our findings not only deepen our understanding of adversarial examples in deep learning
but also suggest that fine-grained supervision can enhance the robustness of deep neural networks
against adversarial attacks.
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A CONNECTIONS OF OUR RESULTS WITH OTHER EXPLANATIONS OF
ADVERSARIAL EXAMPLES

(1) Approximate Linearity of the Model: Earlier hypothesis about the origin of adversarial examples
(e.g., Goodfellow et al. (2014)) had proposed the idea that the existence of adversarial examples is
related to the fact the model fg(x) is approximately linear. Subsequently, there is a sequence of
theoretical studies showing that adversarial examples exist abundantly in the input space for neural
networks with random weights (without training), and a main insight is that such random networks
are approximately linear and with high probability an input point is close to the decision boundary
(by isoperimetry argument) (see e.g., (Gilmer et al., 2018; Bubeck et al., 2021a; Bartlett et al., 2021;
Montanari & Wu, 2023)). Our Theorem 4.5 proves similar approximate linearity. See details in the
proof intuition of Theorem G.2. Think of the special case that the weight vector corresponding to each
neuron is exactly the average of the cluster means (p := ﬁ Zj€J+ My or p_ = ﬁ djes M)

and Z?:l p; = 0. In this case, the two-layer network reduces to a simple linear model w.r.t. the
perturbation. Theorem 4.5 also shows it leads to adversarial examples for trained neural network
(albeit with different data distribution from the aforementioned work). Our result is also related to
the dimpled manifold hypothesis (Shamir et al., 2021), which proposed that during training neural
network first finds a simple decision boundary that is close to most training points.

(2) Non-Robust Features: Another appealing point of view was developed in Ilyas et al. (2019),
which proposed that adversarial examples are related to the presence of non-robust features. Here, a
feature refers to an individual measurable property or characteristic of the data used by the model to
make predictions. Robust features refer to those that are not easily disturbed or affected by variations
or noise in the data, allowing the model to maintain stable performance. Non-robust features, on
the other hand, are features derived from patterns in the data distribution that are highly predictive
but fragile, making them often incomprehensible to humans. They showed empirically that neural
networks learn both robust and non-robust features that are useful to classify clean images. In image
classification tasks, Ilyas et al. (2019), Engstrom et al. (2019), Tsilivis & Kempe (2022) and Li & Li
(2024) visualized both robust and non-robust features. While robust features are more perceptually
meaningful for human, non-robust features resemble noise and artifacts. Interestingly, they showed
that non-robust feature can be leveraged to construct adverserial examples for DNN. Our paper
presents a theoretical setting in which neural networks provably learn non-robust features (due to
feature averaging), despite the existence of more robust features. Moreover, we prove that the learned
non-robust feature (o4 or p_) can be utilized to attack the feature-averaging network.

(3) Relation to the Lower Bound Examples in Li et al. (2022a): From the perspective of expressivity,
Li et al. (2022a) constructed a lower bound example (see an illustration in Figure 4), for which there
is non-robust linear classifier, but the set of robust solutions requires a hypothesis class of a much
larger (in fact exponentially large) VC-dimension. This partially explains why neural networks are
non-robust (unless they are exponentially large). The construction of our data distribution (as well as
that in (Vardi et al., 2022; Frei et al., 2024)) echoes the essence of this lower bound example in spirit,
and our results can be seen as an explanation from the perspective of optimization.

(4) Relation to Frequency Bias in Xu et al. (2019) and Xu et al. (2024): These works refer to the
phenomena that deep neural networks generally learn lower-frequency features first, and then the
higher-frequency ones. This can be seen as a particular form of simplicity bias. The feature averaging
bias studied is also a form of simplicity bias: under our theoretical setup, the simplicity refers to the
linear combination of cluster features, and it is closely related to the approximate linearity of the
decision boundary, as discussed in (1). Hence, both studies assert that neural networks tend to favor
simplicity during the initial stages of training, sharing a similar underlying spirit.

(5) Relation to Superposition in Gandelsman et al. (2024): Similar “averaging” or “superposition”
effects are also observed in the work of Gandelsman et al. (2024). In particular, they proposed an
automated interpretation of individual neurons in CLIP models (Radford et al., 2021) by generating
textual descriptions of their functions. They observed that in CLIP models, each neuron may
encode several distinct and unrelated concepts, and they leveraged this effect to construct ”semantic”
adversarial examples. Specifically, they decomposed a second-order effect of each neuron into a
sparse set of word directions in the joint text-image space, and co-occurring words in these sets can
be used for the mass generation of semantic adversarial images. For example, the text prompt “A cat
lounging in the sun, with a group of elephants in the background and a value sign in the foreground”
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Q-0

—OT OO0

Figure 4: A schematic illustration of the construction in Li et al. (2022a): The positive class
consists of blue points and the negative class the red points. In their lower bound, there are in fact
exponentially blue points slightly above the hyperplane and exponentially many red ones slightly
below it. The hyperplane has perfect clean accuracy but is non-robust, while a more robust classifier

exists (by classifying the blue balls from the red balls). One can observe the conceptual similarity
with Figure 1.

generates an image where CLIP’s prediction assigns a 65% probability to the label “dog” and a 35%
probability to the label “cat.” Similarly, in our setting, neurons also encode multiple features, and our
adversarial example is constructed by combining multiple features together.

(6) Relation to Fine-Grained Annotation in Sitawarin et al. (2022) and Li et al. (2024): These
works have demonstrated that combining human prior knowledge with end-to-end learning can
enhance the robustness of deep neural networks for object classification through a part-based model
that makes predictions by recognizing the parts of the object in a bottom-up manner. By utilizing richer
annotations, this approach helps networks learn more robust features without requiring additional
samples or larger models. Specifically, part-based models, which provide detailed segmentations
of objects, allow the network to focus on discriminative object parts, thereby improving its ability
to resist adversarial attacks. Consistent with these findings, our theory and experiments show that
fine-grained supervisory information can similarly improve the performance of robust classification.
We believe that incorporating additional supervision signals to further enhance robustness could be
an important direction for future research.
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B ADDITIONAL SYNTHETIC EXPERIMENTS

B.1 ABLATION STUDY ON SYNTHETIC DATASETS

We conducted several additional experiments on synthetic datasets, as an ablation study for choices
of hyper-parameters. The goal is to show that feature averaging happens in different settings.

Baseline Setting. We choose the hyper-parameters as k£ = 10,d = 3072, m = 5,n = 1000, =
o=1,1n7=0.001,0, = o, = 0.00001, T = 100. We denote the weights of the two-layer network
as wi, we, ..., wio (Where the first five weights correspond positive neurons and the other five
weights correspond negative neurons). We also set that the first five clusters are positive and the
others are negative. Each element in the matrix, located at position (¢, j), represents the average
cosine value of the angle between the feature vector p; and the weight vector w;. The experiment
result under baseline setting is presented as Figure 5 (a), Figure 6 (b), Figure 7 (c) and Figure 8 (b).

Effect of the number of samples. We vary the number of samples as n = 1000, 10000, 50000. See
results in Figure 5. It shows that feature-averaging can not be mitigated via more training data.

Effect of the learning rate. We vary the learning rate as 7 = 0.01,0.001, 0.0001. See results in
Figure 6. It shows that the assumption about small learning rate is necessary for feature averaging.

Effect of the initialization magnitude. We vary the initialization magnitude as o, = o0 =
0.001,0.0001, 0.00001. See results in Figure 7. It shows that the assumption about small initialization
is necessary for feature averaging.

Effect of the signal-to-noise ratio. We vary the signal-to-noise ratio as SNR := «/o = 0.5, 1, 2.
See results in Figure 8. It shows that our results can also apply to SNR = ©(1) case.

Effect of the orthogonal condition. We vary the cosine value of the angle between different cluster
center features as cos(p,, pt;) = 0.00001,0.001, 0.09, Vi # j. See results in Figure 9. It shows that
the exact orthogonal condition can be relaxed to a nearly orthogonal setting, under which feature
averaging still happens.

Effect of the equinorm condition. We vary the minimal and maximal norms of cluster centers
as min; ||p; ||/ max; |p|| = 1.0/1.0,0.8/1.2,0.6/1.4 (from the smallest norm to the largest norm,
an arithmetic progression is formed). See results in Figure 10. It shows that the exact equinorm
condition can be relaxed to general non-equinorm setting, where feature averaging still occurs.

B.2 ADVERSARIAL TRAINING ON SYNTHETIC DATASETS

To investigate the relationship between our theoretical results and adversarial training, we conducted
the following experiments on synthetic data.

Experiment Settings. We employ hyper-parameters that are largely consistent with the baseline
settings: k = 10, d = 3072, m = 50, n = 1000, « = ¢ = 1, n = 0.001, o, = 0, = 0.00001,
and T' = 100. The only modification is increasing the network width m, as adversarial training
requires a wider network for optimal performance. We utilize PGD-based adversarial training. During
adversarial training, we need to select the /5 radius for adversarial attacks. Through experiment, we
find that training with an attack radius of 40 achieved the best robustness. We visualize the weights
and feature correlations of the network trained with this radius using the same methods.

Additionally, we compare the robustness of the network obtained via adversarial training with that of
networks trained using binary and 10-class labels. To illustrate the effect of different attack radii on
the robustness of networks trained with adversarial Training, we include results for a network trained
with an attack radius of 20 in the robustness experiments.

Experiment Results. See experiment results in Figure 11. The results indicate that networks trained
with adversarial training do exhibit a tendency to learn feature decoupling solutions. However, the
degree of decoupling is less pronounced compared to networks trained with fine-grained supervision.
In terms of robustness, adversarial training does provide significant improvements, but it remains
slightly inferior to the robustness achieved through fine-grained supervision.
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Figure 5: Illustration of feature averaging on synthetic dataset, when varying the number of samples
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Figure 6: Illustration of feature averaging on synthetic dataset, when varying learning rate 7.
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Figure 9: Illustration of feature averaging on synthetic dataset, when varying the orthogonal condition.
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Figure 10: Ilustration of feature averaging on synthetic dataset, when varying the equinorm condition.
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Figure 11: Adversarial Training on Synthetic Datasets. The left: we compare adversarial robust-
ness among model trained by 2-class labels (red line), models trained by adversarial training with
perturbation radius = 20 (purple) and = 40 (green) and model trained by 10-class labels (blue line)
on synthetic data. The right: each element in the matrix, located at position (i, j), represents the
average cosine value of the angle between the feature vector p; of the ¢-th feature and the equivalent
weight vector w; of the f;(-).

C ANALYSIS OF TRAINING DYNAMICS FOR FEATURE-AVERAGING REGIME

In this section, we present a proof sketch of Theorem 4.5, where we provide a detailed analysis of
training dynamics in feature-averaging regime.

C.1 DERIVING DYNAMICS OF COEFFICIENTS FROM GRADIENT DESCENT

By rigorously analyzing the gradient descent iterations, we know that each neuron is situated within a
span that encompasses the collective cluster features and the intrinsic noise of the training data points.
This span is explicitly characterized by the weight-feature correlations, which is shown as:

Lemma C.1 (Weight Decomposition). During the training dynamics, there exists the following

normalized coefficient sequences AD - and o) foreach pair s € {—1,+1},r € [m],j € [k],i €

ERY 8,71
[n] such that
t _ ¢ _
wlf) = w® + 3 A 2+ Y ol 62
FE[K] i€[n]

Then, we give the restatement of Theorem 4.5 as follows.

Theorem C.2 (Restatement of Theorem 4.5). In the setting of training a two-layer ReLU network on

the binary classification problem D({; }?:1, J+) as described in Section 3, under Assumptions 3.2,

3.3 and 4.3, for some v = o(1), after Q(n~') < T < exp(O(k'/?)) iterations, with probability at
least 1 — ~, the neural network satisfies the following properties:

1. The clean accuracy is nearly perfect: Acch.. (forr)) > 1 — exp(—Q(log? d)).
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2. Gradient descent leads the network to the feature-averaging regime: there exists a time-
variant coefficient XT) € [Q(1), +00) such that for all s € {£1}, r € [m], the weight

T .
vector wg,r) can be approximated as

RS S

JEJs
and the bias terms are sufficiently small, i.e.,

< 0(d71/2)

b<%

(1).

3. Consequently, the network is non-robust: for perturbation radius 6 = Q(\/d/k), the
S-robust accuracy is nearly zero, i.e., Acc2,  (focr;d) < exp(—Q(log? d)).

In light of Lemma C.1 and the second item of the above theorem indicates that wgtz is approximately
proportional to the average of features in J; (the coefficients from the same class are large and
approximately the same, and those from the opposite class are small).
In order to deal with the behavior of ReLU activation, we define Sgtz ={j e [m]: <'w§t;, x;) +
bgtz > 0}, fors € {—1,+1} and i € [n], denoting the set of indices of neurons in positive or negative
class (determined by s) which is activated by training data point x; at time step ¢. Then, we apply
Lemma C.1 to the gradient descent iteration (1), deriving the following result.

Lemma C.3 (Updates of Coefficients )\(t) o\ ). For each pair s € {-1,+1},r € [m],j €

7 5 T,
[k],i € [N] and time t > 0, we have the followmg update equations:
1 Sl
)\gtjg) = Aiti] o Z é;(t)HMjHQ]1 (7‘ € Ss(tz)) ) 2
i€l
1 sn ¢
G =ol, = 2L A0 (re s, 3

where K;(t) =l (yifow (2;)) denotes the point-wise loss derivative at point x;, and I; := {i € [n] :
x; in cluster j} denotes the set of the training points in the j-th cluster.

According to equations (2) and (3) from Lemma C.3, we know

N B Lo E D BEe @

i€l HNJ i€l

where we also use A . = ¢(*) . = 0 and the fact that, w.h.p., we have ||&|| ~ Vd = ||u;]|. Tt

s Tj s,r,
(t)

suggests that we only need to focus on the dynamics of the noise coefficients o ;. ;

).

(i.e., equation

C.2 Two KEY TECHNIQUES ABOUT LOSS DERIVATIVE AND ACTIVATION REGION

It seems that the main difficulty in analyzing the iteration (3) is addressing the time-variant loss
derivative K ) and ReLU activation region S . To overcome these two challenges, we provide two
correspondmg key techniques (Lemma C.4 and Lemma C.6) as follows, which can usefully simplify
the analysis of noise coefficients’ dynamics.

Key Technique 1: Bounding Loss Derivative Ratio. We will establish the connection between loss
derivative ratio y;¢; ) / y;l; W ) (i,7) == @ — qu where qft)

@) .

and the training data margin gap A,

denotes the margin of the ¢-th training data at iteration ¢ defined as g;
have:

= y; fowy (x;). Then, we

Lemma C.4 (Training data margins are balanced during training dynamics). There exists a time
threshold Ty such that, for any time 1 < t < Ty and distinct data points (x;, x;), it holds that

AN (i, 5) < e(k), )

where we use €(k) to denote a time-independent error term satisfying (k) — 0 as k — oo.
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According to Lemma C.4, for any distinct training data points ; and x; with the same label, the loss
derivative ratio can be bounded as:

wil st~ exp(AP () = 1+ AP (1) 2 1 o(1), ©)
where the first approximation holds due to ¢'(z) = 1/(1 4 exp(z)) and we use the facte* ~ 1 + 2

for small z in the second approximation.

Remark C.5. This method was initially proposed by Chatterji & Long (2021) in the context of
benign overfitting for linear classification and was subsequently extended to networks with non-linear
activation (Frei et al., 2022; Kou et al., 2023a). In this paper, we extend the auto-balance technique
of Kou et al. (2023a) from the single-feature case to our multi-cluster scenario to prove Lemma C.4.

Key Technique 2: Analyzing ReLU Activation Regions. Then, we turn to the analysis of the

activation regions S . In fact, after the first gradient descent update, the set of activated neurons can
be described in the followmg lemma.

Lemma C.6 (Each training data can activate all its corresponding neurons). For the same time
threshold Ty as that in Lemma C.4 and all time 1 < t < Ty, it holds that Sftz) = [m|forallie I,

andsg,i =[m]foralli e I_,where I, :={i:ie€l,y;=1}andI_ :={i:i€l,y; = —1}.

We rewrite our model as fg) = ft) + fitl), where fs(t) =25 ReLU((ws L)+ bgt)r), s €
{—1,1}. Then, Lemma C.6 manifests that £ is linear in the tralmng data point (x;,y;) with
label y; = s. If we show fg; keeps small, we will have the linearization fg¢) =~ f;t) =
g Zre[m]((wg),r, x;) + bé?r), which allows us to approximate the data margin by noise coef-
ficients (applying Lemma C.1 and (4)).

Remark C.7. Indeed, we use induction to prove Lemma C.4 and Lemma C.6 together (see Lemma
E.7 in the appendix), where we show the case when t = 1 by our small initialization assumption and
use the auto-balance technique to complete the inductive step (see the full proof in Appendix E.1).

C.3 PROOF SKETCH OF THEOREM C.2

Now, based on the two key techniques above, we provide a proof sketch of Theorem C.2, which
consists of five steps.

Step 1: Proving that feature coefficient ratio AT / A (J1 € Jsy, 72 € Js,) is close to 1.

$1,71,J1 52,72,]2
By Lemma C.6, forall s € {—1,1},¢ € I, we know
ol =0l - =LV )
nm

Combined with the loss derivative ratio bound (6), it furthermore implies that the noise coefficient
ratio is close to 1, i.e., for any r1, 79 € [m],41,i2 € I, we have

t
o) o0 ¢ ’(t) (') (9)
Z/117T1,21 i 72 iz Z 4 /Z b, =1+ o(1). (8)

Thus, for any s, 82 € {—1,1}, 51 € Js,,J2 € Js, and time ¢ < T, we can derive

t t 4)
A A Y e ST oW R ] = 1 £ o(1).

i1€lj, i2€lj,

Step 2: Proving that )\ ; attains Q(1) for j € J, and keeps o(1) for j € J_.

By induction, we can show that both bias terms bg)r and )\(t) (4 € J_s) keep o(1)-order dur-
ing the learning process (Lemma E.10 and Corollary E.16), Wthh thereby implies the following
approximation, i.e., for any s € {—1,1},r € [m],i € I;, we have

(wh, ;) + 00 ~ A 4ol ©)
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where we also need time ¢ satisfying ¢ = exp(O(k??)) (see details in Lemma E.13).

Then, forany s € {—1,1},4 € I; and data point (z;, y;) satisfying y; = —s, we know

ReLU((w), 2;) + b)) 2 ReLUMY), + 01 + 0(1)) < o(1), (10)
where the last inequality holds due to )\S rj) i Z ; <0 (Lemma E.5).

Next, we approximate the model output for training data point (x;, y;) belonging to the j-th cluster as

foo@) = 3 3 SReLU(w @) + ) % LS ((wfd, @) + b))

m
se{-1 l}re[m] re[m]
9) yi t “) v t t Q) t
S SPCHRSCMEL'S S ok IREe ) L-PARSIE
re[m] re(m] “i'€El;

(11)

() for any iteration

Therefore, we derive the following approximate update w.r.t. o,°, ;. ie.,

. (11
t € [0,exp(O(k'/2))], we have o'} LY 40 + o eXp( ng® ) (Lemma E.21). By

Yi, 1,3 ~ yl,l,z Yi 1,0
leveraging log(z + 1) — log(z) &~ %, we inductively prove 05 )1 i~ % Jog(nt) (Lemma E.7) and
)\gtij log(nt),7 € Js (Lemma E.23). When the assumption 7 = Q(n~!) holds, we have
(T )
)‘sm =Q(1),j € Js.
Step 3: Gradient descent leads the network to the feature-averaging regime.
We can choose A7) = /\§7T1), jo for some jo € J4 as the representative of AT = {)\gj;) j IS E

{-1,41},r € [m],j € Js}.
Combining the result in Step 1 and Step 2, we know that for any /\S i € AD),
T) T
)\( ) ~ As,nj ~ IOg(WT)

We can also prove that the wg?;) is minimally affected by the coefficient afl in weight decomposition.

Thus, we have (Lemma E.25)

Hwé? D S 2

J€Js

< 0(d71/2)

Step 4: Proving that the clean accuracy is perfect.

For a randomly-sampled test data point (x = p; + &,y) ~ D within cluster j € J,, we can

prove that, with probability at least 1 — exp(©(log® d)), it holds that \(wg?;), )| = o(1) for all
s € {£1},r € [m] (Lemma E.26). Then, for data satisfying the above condition, we can calculate the

data margin as y focr) (z) ~ L > orelml )\g . = Q(1) > 0, which implies that Acch . (forr)) >
1 — exp(—Q(log? d)).
Step 5: Proving that the robust accuracy is poor.

2(1
We consider the perturbation p = — ( I:_C) (Zjebr Hi—ier. [l,j). By applying Lemma E.26

again, we can derive that sgn( focr) (€ + p)) # sgn( focr) (), which means AccZy . (foer;2(1 +
¢)v/d/k) < exp(—Q(log? d)) and finishes the proof of Theorem C.2.
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D PRELIMINARY PROPERTIES

In this section, we provide some useful properties of our training dataset and neural network learner at
the initialization. These properties hold with high probability under our assumptions. Our subsequent
proofs will be based on the validity of these properties. The proofs of the inlined claims are concluded
with the B symbol, while the proofs of the overarching results are concluded with the [J symbol.

D.1 DETAILED DATA MODEL AND ASSUMPTIONS

First, we recall the definition of multi-class feature data distribution that we defined in Section 3.

Definition D.1 (Multi-Cluster Data Distribution). Given k vectors p11, . .., py € R%, called the clus-
ter features, and a partition of [k] into two disjoint sets J+ = (J, J_), we define D({p; };?:1, Ji)

as a data distribution on R? x {—1, 1}, where each data point (z, ) is generated as follows:

1. Draw a cluster index as j ~ Unif([k]);
2. Sety =+1if j € Jy; otherwise j € J_ and sety = —1;
3. Draw @ := p; + &, where £ ~ N(0, I;).

For convenience, we write D instead of D({p; }2‘9:1, Jx) if {p; ;?:1 and J4 are clear from the

context. For s € {1}, we write J, to denote J, if s = +1 and J_ if s = —1.

To ease the analysis, we make the following simplifying assumptions on the distribution.
Assumption D.2 (Orthogonal Equinorm Cluster Features). The cluster features { s, }le satisfy the
properties that (1) ||| = V/d for all j € [k]; and (2) p; L pj forall 1 <i < j <k,

Assumption D.3 (Nearly Balanced Classification). The partition J. satisfies ¢~ < % < c for

some absolute constant ¢ > 1.

Next, we summarize the assumptions of these hyper-parameters that we mentioned in the main text,
as listed below.

Assumption D.4 (Choices of Hyper-Parameters). We state the range of parameters for our proofs in
the appendix to hold.

o d=Q(k'0) (recall d is the data dimension)
s c=0(1) (recall ¢ is the balance ratio)
e n € [Q(k7), exp(O(log*(d)))] (recall n is the number of samples)
*m=0(k) (recall 2m is the width of network learner)
e <0(d?) (recall 7 is the learning rate)

c o2 =02 <nk=®  (recall w’) ~ N(0,021,),b") ~ N(0,02) give the initialization)
Remark D.5 (Discussion of Hyper-Parameter Choices). In this paper, we make specific choices of
hyper-parameters for the sake of calculations (and we emphasize that these may not be the tightest
possible choices), which is a widely-applied simplicity in the literature of feature learning works (Wen
& Li, 2021; Chen et al., 2022; Allen-Zhu & Li, 2022; 2023; Chidambaram et al., 2023). Namely, we
need the data dimension d to be a significantly larger polynomial in the number of clusters k to ensure
all k cluster features fuy, iz, . . . , pi, can be orthogonal within the space R. The balance ratio c is
an absolute constant that is independent with d and k. Our results can be extended to x := apj + 0§
for some parameters oo = O(1) and o = O(1), but here we set o« = o = 1 for simplicity. And
we further require that n is a large polynomial in k due to our choice of large signal-noise-ratio
(recall that we have o/o = O(1), which implies that ||| = V/d ~ ||&|| with high probability). We
need m € [max{|J4|, |J_|}, k] for the existence of robust solution (Theorem G.3). We assume the
learning rate 1 and the initialization magnitude o,, oy, are sufficiently small, which helps the network
to be trained in the feature learning regime (Lyu et al., 2021; Cao et al., 2022; Allen-Zhu & Li, 2023;
Kou et al., 2023a).

27



Published as a conference paper at ICLR 2025

D.2 USEFUL PROPERTIES OF THE TRAINING DATASET

Now, we introduce some useful notations, for simplifying our proof.

e Denote I = {i:4=1,2,--- ,n} as the set of indices of all training data points.

* Define ¢(-) as the map I — J where ¢(#) represents the index of the cluster to which point
x; belongs.

e I; ={i:ie I, c(i) = j} denotes the set of the training points in the j-th cluster.

eIy ={i:ielc(i)eJrtand I ={i:i€ I,e(i) € J_} denote the index sets of all
positive class data points and negative class data points respectively.

Then, under Assumption D.2,D.3,D.4, we show that Proposition D.6 of the training dataset hold
with high probability. It is worth noting that most of the proofs of Proposition D.6 follow standard
methodologies and closely resemble those presented in Frei et al. (2024), as our data distribution is
similar to theirs.

Recall the cumulative distribution function (CDF) of the standard normal distribution, usually denoted
as ®(x), which is defined as the integral

q)(l‘) = E/ €_t2/2dt = E/ 6_t2/2dt.
— 0o —x

Additionally, we have the following commonly used bounds on the tail probabilities of the standard
normal distribution.

2?2 —1 9 1

— e —z°/2) <1 —-®(z) <

( %3) xp(—/2) < 1 - B(a) < —
In(d)

Proposition D.6. Let A = 4/dIn(d) and § = 8n2d= "5~ + 2k (n/k)” ™" With probability at

least 1 — 0 over sampled training dataset S ~ D", we have the following properties:

exp(—22/2) (12)

1. Foreveryi € I we have /d — 21In(d) < ||&]| < vd + 21n(d).
2. Foreveryi € I we have ||x;|| < 3v/d.

3. Foreveryi,j € 1,i# jwehave|(§, &) < A.

4. Foreveryi € I and j € J we have |{p;,&;)| < A.

5. Foreveryi,j € I with c(i) # c(j) we have |(xz;, z;)| < A.

1
6. Foreveryi,j € I with c(i) = c(j) we have id <Aax;,x;) < 2d.

n 2n n n 2n n
7. Fc ] h — —y/—In(=) < || < = — In(=).
orevery j € J we avek “k n(k)_“‘_k_'—wk n(k)

Remark D.7. Property 1 and Property 2 show that the data-wise noise and training data point are

bounded, i.e., ||&;| ~ V/d and ||z;|| = O(V/d). Property 3 and Property 4 show that the correlation
between different noises (or between cluster center feature and random noise) is very small. Property
5 and Property 6 suggest that the correlation between training data points of different clusters is
very small, but the correlation between training data points within the same cluster is very large.
Property 7 manifests that the training dataset S approximately includes . (= Q (k%)) examples from
each cluster.

Proof of Proposition D.6. Now, we prove Property 1-7 one by one.

Property 1: We notice that ||£]|* follows the Chi-squared distribution.

The concentration bound in Lemma 1 by Laurent & Massart (2000) implies that for all ¢ > 0, we
have

Pr[lg)” - d > 2vt +2t] < e,

Pr[lgl” —d < —2vat] < e
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Plugging in ¢ = In?(d), we can see that
Pr (€2 = (Vd+2In(d))?] < Pr[|lg]* — d = 2VdIn(d) + 21n*(d)] < a= @,
Pr [€]? < (Vd - 2In(d))?] < Pr[|l¢]* - d < ~2v/dIn(d)] < a= .

Thus, we have
Pr [\/E —2In(d) < ||&| < Vd + 2ln(d)} < 2d= (@), (13)

Then by union bound, we have Property 1 holds for every i € I with probability at least 1 —2nd~ (@),

Property 2: When Property 1 holds, by triangle inequality, we know Property 2 holds:
2:]| < lleteqiy || + 1€l < Vd + Vi +1n(d) < 3Vd.

The proofs for other properties require calculations pertaining to Gaussian distribution. We first
introduce a useful lemma below.

Lemma D.8. Let & ~ N (0, I;). For any © € R? we have

In(d)

Pr[[(z, &) > [|z|In(d)] <2d" 2.
Proof of Lemma D.8. Note that <”$”7 ¢ > has the distribution A/ (0, 1).
x
2
By standard Gaussian tail bound, we have for every ¢t > 0 that Pr H <ﬁ, £> ‘ > t] < 2exp (—2) .

Plugging in ¢ = In(d), we can see that

Pr H<”z”§>‘ > ln(d)] < 2exp (—1n22(d)> Y

Property 3: Next, we prove Property 3 using the result in Lemma D.8.

Noting that if |(£;, &;)| > v2d In(d), we have that at least one of the following holds:

L 1€l > v2d;
2. Kﬁg»‘ > In(d).

Now we bound the probabilities of these two events separately. By Property 1, we have

Pr[||&; ]| > V2d] < 2d~ (@),

Next, by Lemma D.8, we have
Pr [ <”§|5J>‘ > ln(d)} < 24~ "7,

Then, by union bound, we know that,

In(d) In(d)

Pr [|<gi,5j>\ > \/ﬁln(d)} < 2d= 5" 4 od~ (@D < 4q- "

Then, applying the union bound for all pairs i, € I,i # j, we have |(&;, &;)| < v2dIn(d)? holds
In(d)

with probability at least 1 — 4n?d~ "= .
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Property 4: Applying Lemma D.8, we have
Pr[[(45,€)| = VdIn(d)| < 2~

ln(d)

Then for all pairs ¢ € I, j € J, applying union bound we have that |[{p;,&;)| < \/&ln( d) for all
i € I,j € J holds with probability at least 1 — 2n%d~ nga)

Property 5: By using the results above, we have
‘<$wwj>|§ ’<Nc(z7/~1'c ’+| He(i)s 5] ’+‘ )a£z>‘+|<£za§7>‘
= [{reqy, €50 + | {beisy» €6)| + | €¢,€j>|
< 4VdIn(d) =

Property 6: By using the results above and noting that (i.(;), te(jy) = d for i, j with ¢(i) = c(j),
we have

(@i, 25) —d| < [(Be(iy, &5)| + [(Be)» &) | + (€0, &)
< 4VdIn(d) = A
Thus, we have
1
§d S <Xi,Xj> S 2d.
Property 7: We define X for 7 € I as the indicator random variable that the i-th point is in the j-th
cluster. It takes value 1 with probability % and 0 with probability 1 — %

Then we know that |I;| = > X;. Applying Chernoff bound, we have that
i€l

n 2n . n [2n . . n 2 In(n/k)
Sy ()<L <=4+ =In(=)| >1- — — )
Pr [k 3 ln(k) |Z;]| B 2 ln(k)l 1—2exp(—In“(n/k)) =1—-2(n/k)”

Then for all j € .J, applying union bound, we have Property 7 holds with probability at least
1 — 2k(n/k)= /),

Combining all of the above together, we have Proposition D.6 holds with probability at least 1 —
8n2d="5" — 2k(n/k)~ (/R O

D.3 USEFUL PROPERTIES OF THE NETWORK INITIALIZATION

The proofs for properties of the network initialization require the range of the maximum value
obtained from multiple independent samples drawn from a Gaussian distribution. We first present the
following useful lemma.

Lemma D.9 (Concentration of Maximum of Gaussians). Let X; ~ N(0,1),1 < i < [ be i.i.d.
random variables. Denote X nqx = maxi<;<i{X;}, Xpmin = mini<,<;{X;}. For anyt > 0, we have

* Pr [ min < —y/2log(l) — t} < Lexp (—1%/2),

et/2
. Pr [Xmax < V/2log(l) ft] < exp (m)

Proof of Lemma D.9. The proof is standard and similar to Proposition A.1 and A.2 from Chi-
dambaram et al. (2023). We include it for convenience of the readers.

For any a > 0, we have

Pr [Xumin > —a] = (2(a))’ = (1 - Q(a))’,
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where Q(z) =1 — ®(z). By using (1 — z)™ > 1 — nx for any = € [0,1] and n € N, we then get
Pr [ Xmin > —a] > 1 —1Q(a).

Now we use the elementary inequality for the tail of the normal distribution:

a2

Q(a) < 56777

—_

so that

2

1
Pr[Xmin > —a] > 1— 5[677.

Plugging a = /2log(l) + t, we get
21og(l) +t)?
Pr [Xuin > — /2108 (1) — 1] > 1~ Lexp <_<\/T2()+)>

1 2log(21) + t2
1 Liew (_0‘5(2)+)
1 t2
=1- 56_7
Similar to the previous proof, we know that
Pr [Xomax < d] (cp())l<<1 a ( “2)>l
T Xnax < a|l = a)) < — ——e€X —— .
¢ V2m(a? +1) P 2

Plugging a = \/W,
1
Pr [Xmaxg\/m} < <1 2log(l)*t )exp (;))

 V2rl(2log(l) — t + 1

e
- V27l(y/2log(20) 4 1)
“ o ( exp (t/2) )

V21 (y/210g(20) + 1)
O

By applying Proposition D.6, we can derive the following result, which gives the range of network
parameters at the initialization.

Proposition D.10. With probability at least 1 —4md "4 —2m=3  we have the following properties
for our network initialization:

e For any s € {—1,+1},r € [m], we have oy (\/E—an(d)) < \|w§02
Tw (\/ﬁ+ 21n(d)) :

| <

» Forany s € {—1,+1},r € [m], we have |b§°2| < 20p4/21n(m).

Proof of Proposition D.10. For wg?r), reusing the same argument as the proof of Property (1) in

Proposition D.6, we know that

T (\/& - 21n(d)) < [[w©

77-

| < 0w (\/& +2 ln(d)>

holds for all s € {—1,+1},7 € [m] with probability at least 1 — 4md~ (),
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For bg?ﬂ, by standard Gaussian tail bound, we know that

Pr {|bg?2| > 20y 21n(m)} < exp (—4In(m)) =m™*
Then using union bound, we know that |b§02| > 20p4/21n(m) holds for all s € {—1,+1},r € [m]
with probability at least 1 — 2m =3
In conclusion, we know that these properties hold with probability at least 1 —2md~ (4 —2m =3, O
We then show that each neuron is activated by at least one training data point in each cluster upon
initialization with high probability. We first formally define the notion of activation region as follows.

Definition D.11 (Activation Region over Data Input). Let T ,. ; := {i € I : <w§°2, x;) + bg(,),), >0}
be the set of indices of training data points in the j-th cluster which can activate the r-th neuron with
weight w ;- at time step 0.

Then, we give the following result about the activation region T ,. ;.

Proposition D.12. Assuming Proposition D.6 and Proposition D.10 holds. Then with probability at

least 1 — m™0% — 2mkexp (— ;%3 ). forall s € {—1,+1},r € [m], j € J, we have
n
Ty > —
l s 7]| = 3km2

Proof of Proposition D.12. Given p; for j € J, we have <w£f’2, wi) ~ N(0,0,Vd).

0.01

Using the conclusion in Lemma D.9, with probability at least 1 — m” """, we have

Mingef 1,11}, res (W E,,),u]> —1.10,Vd\/2In(2m).

In the following proof, we assume that the above conclusion holds.
Given w'%), we have (w%), &) ~ N(0, |[w ).
Then by Gaussian tail bound (12), we have

Pr <w(0 J€) > 1. QUwWM] -1— (1-2%\7\/W>

s,T 0
wl

>1— &(y/3In(2m))

> e ()

> m~2.

We denote X, ,.; = 1 (<w§0,2, ) > 1.20,Vdy/2In(2m) ) T Db

1€l

Yori=1 ((wgoﬁ,wl) + bﬁoﬁ > O) and we know that |7 ,. ;| = > Y ..
iel;

If (w'%), &) > 1.20,v/d\/2In(2m), then
(W, ) + b0 > minge_1 41y, e (WO, pp) + (W), &) — 203,1/21n(m)
> 0.10,Vd+/21In(2m) — 2051/21n(m) > 0.
Thatis tosay Y ., = 1if X, ,; = 1. Thus

Pr [|TS | > L}

n
, i 2 5o
”J‘*2m2k [ S”*szk
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For any given s € {—1,+1},r € [m] and i € I;, we know that X ,.; are i.i.d. and E[X ,. ;] > m~2.
Then by Chernoff bound, we have

;] |1 n
o [Tiw—zmz 21-ewp(gh ) 21-ew (gs)

n
SRS

Then

n
} 2P [Ts’w : rkmz]

Then by union bound, we know that | T} ,. ;| > 57— holds for all s € {-1,+1},r € [m],pe J

o
with probability at least 1 — 2mk exp (o ).
9km?

Combing the above together, with probability at least 1 — m =" — 2mk exp (%) , we have
m

n
Tsril > —. O
| s 7.7| = Ska
Next, we show that the pre-activation output of the network is very small, at the initialization.
d
Lemma D.13. Foranyi € I,r € [m],s € {—1,+1}, we have |<w§02, i)+ b(o)\ < ﬂ
nm
Proof of Lemma D.13. By Property (2) in Proposition D.6 and Lemma D.8, we have
il <3V, [wQl] < o (VA +21n(d)) , 60 < 20,1/2Tn(2m).
Therefore, by triangle inequality, we know that
(0) (0) nvd
[(wi%), @) + 60| < aill[wl)] + 160 < 3Vd - 20, Vd + 204y/21n(2m) < o
d
Finally, we present the following two lemmas about the range of the loss derivative.
Denote 0 = V7 o 0y fow (2)) = — 2 exp (—yifow (x:)) Yi .
' Socn e foo (7)) = =17 exp (=yifow (x:)) 1+ exp (yifow (i)
2
Lemma D.14. For eachi € I, we have— 3 < yzf/(o) < —
Proof of Lemma D.14. By applying Lemma D.13, we know
1 2nvd
N < — (0) 0)
|f9(0)($1)|— m Z Z | wsr7w1 +b | = om =
s€{—1,41} re[m]
Then, we have 1/2 < exp (y; fgo (;)) < 2, and we can derive that
1 1
e A —— -
g = Uit 1+ exp (yifo (@) ~ 3
O

Lemma D.15. For eachi € I and any time step t, we have —1 < y;{; () <0.
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Proof of Lemma D.15. 1t can be easily checked as follows.

1
= Yity 1+ exp (yifow (i) ~
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E PROOF FOR SECTION 4: FEATURE-AVERAGING REGIME

In this section, we provide the proof of Theorem 4.5. We analyze the training dynamics of gradient
descent, which constitutes the main part of our proof.

E.1 ANALYSIS OF TRAINING DYNAMICS

We first assume that all the properties and lemmas mentioned in Appendix D hold with high probability
over the sampled training dataset and the network initialization.

Now, we introduce some useful notations. Denote S ; as the set of indices of neurons in positive or
negative class (determined by s) which has been actlvated by training data point x; at time step ¢.

Formally, we define it as 523 ={rem: (wgt;,az) + bgt)r >0} fors € {—1,4+1}andi € I. The
following lemma describes the set of activated neurons after the first gradient descent update.

LemmaE.l. S\") = [m] foralli € I, and S"); = [m] foralli € I_.

Proof of Lemma E. 1. Without loss of generality, we consider the case when «; belongs to the positive

class. We show that <w§17) , i) + bng) > 0 for all » € [m]. By applying the gradient descent update

and Lemma D.13, we have
(wil) @) + b =(w!%), @) + b0 = 1 (T, LOO),:) + Vi, £(6))

> (—a'2 = (T,  £09), 1) + Vi, £(0)))

nm

First, we examine the update of linear terms as follows:
—mn(Va,  L(6©), z;)
== (32 40 (Wi mp) + 00 = 0)) @, = D 401 (i, @) + 57 = 0)) @, @)

pel pel_
> 3 40 ()@, + 00 = 0)) (@pwa) + > 401 ((wl), @) + ) > 0)) (@)
PEl (i) PELci)
1 0 0 2 0 0
> 2 3 () + 60 > 0) @) -5 D 1 (@) +6) > 0) (@, @)
Pl P&y
d 2A
>c > ( (W, @)+ b > o>) -5 1 (<w§°2,mp> +00 > o>) (Recall A= 4\/&111(@1))
pEl.(s) p%lc(i)
1 2A
= 6d|T1,7‘,c(i)| - ? Z lTl,nll
ler/{c(i)}
d 2nA
> 18:2? - nT (By Proposition D.12)
> nA (14)

Next, we examine the update of the bias term as follows:

—mn¥y, , £00) = = 37 401 (i @) + 010 = 0)) + - 401 (w0, @)+ ) = 0))
pely pel_
2 (0) (0
> =21 (e + 5 > 0)
pel
2n
>_ 2 15
2= (15)
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Combining (14) and (15) together, we know

(wil) @) + 05 2 (<d? = mn ((Van , £09), @) + Vo, £(0)) )

n 1/2 2n
>—(—d A— —
m( n 3)

>0

Since this inequality holds for all » € [m], we have that S’&) = [m]. For the case when x; belongs to

the negative class, we have S(}l) ; = [m] using the same argument. O

Now, we analyze the dynamics of the coefficients in the training process, where we first give the
following weight-decomposition lemma.

Lemma E.2 (Weight Decomposition). During the training dynamics, there exists the following
coefficient sequences 2O and oY foreach s € {—1,+1},r € [m|,j € J,i € I such that

ER] 5,1,
t _ t _
w® + 3 A gl 72+ > 0l e

JjeJ el

Proof of Lemma E.2. First, we construct a set of {>\ ;} and {a
recursive formulas:

s.r.i} according to the following

AT =20, = 2L ST O 21 (wl, i) + 68 2 0)

nm -
i€l

G0 =60 2L gl ((wl ) + 0 > 0).

8,71 5 % nm
30 _ 2000 _
)\ST’J— —O,JSM- =0.

Now, we prove by induction on ¢ that {)\(t) -} and {U i} constructed as above satisfy that

w) = w0+ 3" A il 72+ 60 €€
JjeJ i€l

The base case when ¢ = 0 the conclusion holds trivially. Assuming the inductive hypothesis holds at

time step ¢, we now consider the case at time step ¢ 4+ 1. By the update equation in gradient descent,

we know that

(t+1) _ g0 _ 51 gw>l( ) yw>®
ws,r ws,r nm Z 7 L <ws7r7wz> + s,r =

s ,
=w) - % Zd’m (Bey + &) 1 (< O ;) + b > 0)
iel

—w® 5N . gmﬂ( () M”>0) .ywl( (t) O
ws,r nm ZIJ‘J Z [ sr’w’b> + 8,1 — + ZSZ ) <ws,r7wl> + S,r —

jed el iel

o [+ sn
= w0+ 3wl (AL = 2537 g 21 (@) + 5 > 0)
jeJ i€l

2l = (o0 — kel () + () > 0))

i€l

t+1 — t+1
= w() +Z/\sm)ﬂj\\ﬂj|| 243 6 eig) 2
jed €1

This concludes the inductive step and the proof of the lemma. (]
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Naturally, we have the following corollaries.

Corollary E.3. The coefficients A\ o\ fors € {—1,+1},r € [m],j € J,i € I defined in

s,7,77 571

Corollary (E.2) satisfy the following update equations:

NG =00, = 2L S O g 21wl @) + b > 0)),

nm -
i€l
ot =0l = 2L a1 (wlm) + 5 > 0),
nm
)\g(;)‘,] - 0 gogz =0.

Indeed, we can only focus on the dynamics of noise coefﬁcients due to the following lemma.

) and o' for each pair s € {—1,4+1},r € [m],j €

s,1,] srz

p‘]” 222 srz

i€l

Corollary E.4. The coefficient sequences \
J,i € I defined in Lemma F.6 satisfy:

(t) |

s,1,]

172

Proof of Corollary E.4. Using the result in Corollary E.3, we know that

t'+1 sn t' ! /
(A\(s,r,j ) s r,j) ||IJ‘JH 2=— % ' Zgi( )]1 (<wgf7‘)7xl> + bgfr) 2 0)
i€l

=3 (ol =) el
i€l

Then summing up the above equations from ¢’ = 0 to ¢’ =t — 1, we have

t t

Xl = =3 ol =

i€l
]

We show that the sign of each feature/noise coefficient remains unchanged during the full training
process as in the following lemma.

Corollary E.5. The coefficient sequences )\( ) ; and 0 for each pair s € {—1,+1},r € [m],j €
J,i € I,t > 0 defined in Lemma E.2 sansfy

(t) { >0ifi e Js,

s < 0ifi ¢ Js.
o >0ifi e I,
sl < 0ifi ¢ L.

Proof of Corollary E.5. Using the results in Corollary E.3 and Lemma D.15, we know that
sen (ol = ol0)) =sen (=L 0)1g )1 ((w) @) +) > 0) )
SN nm ' ’
=sgn (—Sé;(t))

=sgn (sy;)
(0)

i = = 0, we know that

sgn (U§t32> = sgn (sy;)

Noting that o
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That is to say

() { >0ifs € I,
o

8,758 <0ifi ¢ I,.
Then using the result in Corollary E.4, we know
8iTsJ <0ifj ¢ Js.
O

In the following proof, we need the concept of margin. We denote the margin of training data point
(t)
i
time step ¢ as Aff) (2,7) = yifowry (®:) — yj for ().

First, we analyze the relationship between the margin gap and the loss derivatives’ ratio for the two
training data points in the following lemma.

x; attime step t as ¢; © = y; fo» (2;) and the margin gap between training data points x; and x; at

Lemma E.6. For any time step t and two training data points x;, x;, if ¢; > q;, we have

®
AP/ < % < AP )
/(t) —

y e " 1
Proof of Lemma E.6. Recall ¢'(z) = — — = —. Then
1+e® 1+e”
/(t) )
G JEUNCICR) D
o AV (d) 4 eai T
Since the exponential function is convex, we know that
t
4‘( ) Ce— AW 2G5 — 1+ et >1
/® el4i—a;)/2 4 elaita;)/2 = 7
O
Next, we establish the relationship between the coefficient )\gt)r ;s and 0227 ;’s in Corollary E.2 and

margin ¢ we defined before. We denote

RO (t) (t)
Qi - E Z Ay,;,’r‘,c(’i) + Z invrai ’
]

re[m] relm

N 1 1
W A\ —p o & 2 : (t) _\® = } : ¢ _ @
Ay (6,7) = 4 —dj = m (Ayiﬂ”,C(i) AZUJ‘W&U)) + m (Uyw'vi ijﬂ'vj) ’

re[m] r€[m]

Later, we will show that (jgt) is a good approximation for margin g; and Aé” (4,7) is a good approxi-

mation for margin gap A((;) (i,7) in Lemma E.14 and Corollary E.15.

Next, we arrive at the main part of the proof. Inspired by Kou et al. (2023a), we can prove that the
training data’s margin tends to balance automatically.

2In(2 kK2A K2
Denote ¢ = max (&) , , — ¢. We know that € = o(k~2-) according to our hyper-
Vi-In(g) d

parameter Assumption D.4.

Lemma E.7. Fort < Ty = exp(O(k%%)),i,j € I,s € {—=1,1}, the following statements hold:
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k (t) 2k
1. %ln(tn) <o, i < —1n(t—|— 1),

2. APV, 5) < be when c(i) = c(j),

3. AP (i, ) < 63,

4. AP (i, ) < 65e,

5. yifg(t)/yjf;(t) < 1+ 14e when (i) = c(j),
6. yil!" Jy; " < 14130,

7. Sitg = [m] fori € I,

)

8. |A A® | < 2¢forie I

5'rc()‘—€7‘ 757"7,

Remark E.8. Property 1 of Lemma E.7 shows that the growth rate of noise coefficient is the logarithm
of time, i.e., o D~ logt. Property 2 and Property 3 show that the approximate margin gap is small,

S,T,%
and the gap between two training data points with the same cluster index is smaller. Property 4

suggests that the exact margin gap is also small. Property 5 and Property 6 provide upper bounds for
the loss derivative ratio. Property 7 manifests that the positive training data points can activate all
positive neurons and the negative training data points can activate all negative neurons, respectively.

Proof of Lemma E.7. Without loss of generality, we assume that¢ € I .
We use induction to prove this lemma.

Step 1: We first consider the base case when ¢ = 1 for the induction.
Property 7: Property 7 is exactly the conclusion of Lemma E. 1.

Indeed, other properties can be easily verified because we adopted a small initialization.
(0)

8,71

Property 1 and 8: By Lemma E.3, n < d=2 and noting that o = 0, we have

2nd

2k
< —1In2 < 2e.
nm n

1 0 n 0
ol = 1o = =L €l (w0, @) + 50 > 0) | <

and by Corollary E.5, for ¢ € I; we have

Property 2, 3 and 8: By applying Lemma E.3, < d~2 and noting that )\q r; =0, we have

Sn 0 277d €
A= A0, = 2L S a0 21 (w0, @)+ > 0) | < 25 < =

P
. - 2m( roperty 8)
i€l

Then, by the definition of A((It) (4, 5), we know that

N .. 1 1 1 1
Aé”(w) = Z ()‘g,i,c(i) - Ai,ﬁ,cm) + Z (Ug 2L - 0§,2,j>

re[m] r€[m]
2
< 2mi + Qde
2m nm
< be (Property 2)
< 63¢ (Property 3)
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Property 4: By applying Lemma D.15, we know that
HwOW’_ m n }:z“ml(téﬂgm>+b§220)m

(0
< [wi]|+ L anzn

(O)H L 3Vdy \/317

IN

IN

4x/&

= [ = LSO (it ) + 06 > 0)
iel

n

m

IN

IA
|

(16)

Then, we have

147 = foon (a1)]

1
S=2 DD DRV ERER

s€{—1,+1} re[m]

<z (n(5+5))

By triangle inequality, we have
D(; 4 &) (€]
A, 5) < lgi |+ 1g5 7| < 2

Property 5 and 6: By using the inequality above, Lemma E.6 and noting that e* < 1 + 2z for small

x, we have
g’(l)

é’(l)

?

< A0 <14 2AM (i, ) < 14 14e < 1 + 130e.

Property 5 Property 6

Now we complete the proof of the base case when ¢ = 1 for induction.

Step 2: Assuming that the inductive hypothesis at time step ¢ holds, we consider time step ¢ + 1. We
first give some useful lemmas based on the inductive hypotheses, and then go on to inductive proofs
based on these lemmas.

Lemma E.9. Assuming the inductive hypotheses hold before time step t and i € I, the update
equations in Corollary E.3 can be simplified as follows:

(t+1) () SN t 2
)\s,r,c(i) - )\s,r,c(i) - % ) Z 47( )”IJ‘C(Z)H :
PEI (i)

(1) _ o0 I o2

s,rt U 8,T,
5T 5T nm

Proof of Lemma E.9. By Property 7 in Lemma E.7 (inductive hypothesis) and Corollary E.3, the
conclusion is straightforward. |

40



Published as a conference paper at ICLR 2025

Then, we demonstrate that the bias term remains consistently small as the following lemma.
Lemma E.10. For every s € {—1,+1},r € [m],i € I, we have

b)) < <.

‘ S,’l‘l — 6
Proof of Lemma E.10. Without loss of generality, we assume that s = 1. Then, for any ¢’ < ¢, by
using Lemma E.9, we know that

ol = ot = o 06

1,74 1 T,
b = b = LS 001 ((wl), @) + b0 2 0)
pel
<o) - a Z o)
p€I+

Thus, we derive
/(t) 2
t'+1 t') i ||€z|| t'+1 t’ d t'+1 t’
O'g T4 ) irz 2 /(t) (bg,r ) - bg,r)) 2 27 (bg,r ) - bg,r)> .
> b n
pelt
Summing up the above inequality from ¢’ = 1tot’ = ¢ — 1, we have

2
b b < n( ) _ )

d 01 RaX) 1,m%
Then by inequality (16) and Property (1) in the inductive hypotheses, we know that
‘ 2n 2n 1 4dkIn(t 4+ 1) € €
40 < 2ol 2o < BN 0

. . . €
Reusing the same argument as in the previous proof, we know that bgt)r > ——. |
' 6

Next, we prove that the true value of the margin qg ) is close to its estimated value q( ) To estimate

the margin, we first estimate the value of each neuron in the following Lemma E.11, Lemma E.12
and Lemma E.13.

Lemma E.11. Assuming the inductive hypotheses hold before time step t, for all s € {—1,+1},r €
[m],j € J, we have

t €
‘<’wgt7)n,uj> )\iy)hj < 6

Proof of Lemma E.11. We bound the gap between the inner product (w Etl, ;) and feature coefficient
ALY as follows:

ER N
< gt27 I‘l‘]> A(etlj

= <w§?2+ A, plliep |72+ D" o) €l I3, »>—Aifl,j
peJ

qel

< )|+ | sl =2 p3) = A+ SN bl 2 s )] + 3 0 172 146, 11)
p#Jj qel
2A 2A

< <wg0)vu’J> +Z)‘gf1)ﬂ,p7+z gtz’q d

p#J qel

2 &2
_ 0 t q t
= <'w§ )7:u’]> Z Z £7),q I ”2 Ug%q

p#j q€l,p g€l

12AIn(t 4+ 1)k

Vw0 + % =
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The first equation employs the weight decomposition in Lemma E.2; the second inequality expands
the inner product and applies the triangle inequality; the third inequality utilizes the properties from
Proposition D.6; the fourth equation utilizes Corollary E.4; the fifth inequality utilizes Property 1 and
Property 8 in the inductive hypotheses.

Lemma E.12. Assuming the inductive hypotheses hold before time step t, for all s € {—1,+1},r €
[m],i € I, we have

(t) <<
< ST’€> STZ 6

Proof of Lemma E.12. We bound the gap between the inner product ('wg 2, ;) and noise coefficient

Q)

ST’L

< .gt’z”§> ST’Z

= <w£?72 + ev,pul)”H‘pH 2+Zgarq€q”€q” ? €> fqtz'z
peJ

qel

as follows:

< (). &) +\< LGl &) = o]+ DDA a7 [, €)1+ D 0l 16l 72 1€ €)1
peJ q7#i
2A a2

S sr,p? Z g;,q d

peJ q7#i

2 o el :
= <wg727u’] ’ Z Z gz’q” ||2 0-3(372',(]

p#J q€l, qel

12AIn(t + 1)k

sﬁ||w§?2||+—“g+ L

The first equation employs the weight decomposition in Lemma E.2; the second inequality expands
the inner product and applies the triangle inequality; the third inequality utilizes the properties from
Proposition D.6; the fourth equation utilizes Corollary E.4; the fifth inequality utilizes Property 1 and
Property 8 in the inductive hypotheses. ]

Lemma E.13. Assuming the inductive hypotheses hold before time step t, for all s € {—1,+1},r €
[m],i € I, we have

‘ <,w(t) > )\(t) (t) <

s,r> & s,re(i) éT‘L

€
3 .

Proof of Lemma E.13. Using the conclusion in Lemma E.11 and Lemma E.12 and triangle inequality,
we can directly obtain the conclusion in this lemma.

z> - )\(t) By T O‘SZ’Z- < ‘<wg2a Nc(2)> - )‘gt)r c(7) ‘<wgf2a 5 > < E

(t)
<w ERNI()

s,m)

w

Lemma E.14. Assuming the inductive hypotheses hold before time step t , for all i € I, we have

|q(t) ‘ji(t) | <e

Proof of Lemma E.14. Without loss of generality, we assume thatz € I .
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Using Property 7 in the inductive hypotheses, we know that

. 1
|qi _Qil = m Yifow (ml) - Z lrc( ) + Z 01”
re[m]
1
s - ) ‘<w§t2«7wi> + b8 = A0 ) — gtzz T Z ReLU (<w(t% r @) + b(—t)lv")
re[m] re[m]
1 1
c 1S [fulhm) -yl 4 3 re (wlhm) 42 S (W1 )
re[m)] re[m] re[m]
£1 LZ »CS

. . €
For £, term, using the conclusion in Lemma E.13, we know that £; < 3
For L4 term, we consider each term in the summation by distinguishing between two scenarios..
Case(I): (w 1) <0.

Then we know that ReLU ((w(t} . a:z>) =0<

Wl m

Case(D): (w'") , 2;) > 0.

Using the conclusion in Lemma E.13 and Corollary E.5, we know that

RelU <<w(t)1 " .’131>) <w(t)1 )T :IJ‘Z> < <w(t)1 o .’1)1> >\(_t)1 re(i) U(t) - <

Combining Case (I) and (I) together, we know that Lo < §
For L3 term, using the conclusion in Lemma E.10, we know that L3 < %
Combining the above together, we know that

‘q(t) — (j(t)| <e.

Then, we can estimate the margin gap between two training data points using a simple triangle
inequality.

Corollary E.15. Assuming the inductive hypotheses hold before time step t, for all i, j € I, we have
t .. A (t ..
‘A((] )(17.7) - A((I )(Za.]) < 2e.

Proof of Corollary E.15. By Lemma E.14 and triangle inequality, we have
£ - A (; s t) _ A1) ) _ A
Ag)(27]>_A<(1)(%])‘§|qz' -4 |+‘qj —4; | < 2e.

Then we will analyze update equations for A((f) (4,7).

By Lemma E.9, we know that

(t+1) (t+1) _ (t) (t) n t 2 t 2
> (Ayi,r,cu)*%ync(j)) = (Ayi,r,c(n*%,m(j)) o | 2o Bl = Y G kel

re[m] re[m] PElc(s) p€lo(y)
t+1 t+1 t t n t t

S (o5 —ati) = 30 (00— o) - o (4NN - V1))

re[m] r€[m]
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Combining the above two equations together, we get the update equation for A,(j) (4,7).

A .o A .o n t t
AP = AP — 5 | D Gl = Y0 60l P+ 60161 - 67161
PEIL(4) pEl(j)

a7

Lemma E.16 (Property 8). For s € {—1,+1},i € I, we have |)\ \ <€, |o_sril <2

s,r,¢(%)

Proof of Lemma E.16. We prove that for j € JT |)\
other part is similar.

1.r;| < eforallr € [m] and the proof of the

We distinguish between two scenarios.

Case(I): For all i € I, <'w(t) xz;) + p") <.

-1, —1,r

Then by Corollary E.3 and inductive hypothesis, we know that
t+1 t

| ) |=| A

. <
-1, —-1,rj €

Case(II): There exists ¢ € I; such that ('w(t)l - x;) + b(f)u > 0.
By Lemma E.13, we know that

<w(—t)1,r7 wl> - /\(j)l,r,j (t% ; < g

Then by Lemma E.10 and noting that (w(f)w, x;) + b )’ >0and o), <0, we have

1,7
t t t € t € 26
)‘(_)Lr,j > <w()lr7wl> (—irz 3 = b()lr_gz_g
Then using the conclusion in Lemma E.3, we know that
t41 t nd t €
e I AU

16]

Thus we have )\(H_l)J > —e. Noting that /\(t+1) < 0, we have |)\(t+1) | < e. Then by Corollary E 4,

we know that |aq M| < 2|)\(t+1)| < 2e. "

The lemmas we used for the inductive proof have all been proved, and now we can begin the main
part of our proof.

Property 2: We first prove that Property 2 as the following lemma.

Lemma E.17 (Property 2 of Lemma E.7). Assuming the inductive hypotheses hold before time step t
and (i) = ¢(j), we have

Al t“)(z j)‘ < Be.

Proof of Lemma E.17. Without loss of generality, we assume that (jZ(tH) > qj(f“). We distinguish

between two scenarios., one is when ’ASP (4,7 )‘ is relatively small and the other is when ’Agt) (, j)‘
is relatively large.

Case(D): Aét)(i,j) < de.
By equation (17), Lemma D.15 and < d—2, we know that
A+ ;s O

n
(V€N - Vg1 < o= (|6

lesl?| + ¢,

(e 1?)) < 24 < e
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So we have .
Al (G, ) < 5e.
Case(Il) : A (4, §) > 4e.
By Corollary E.15, we know that
t . . A (t S
A((I )(i,7) > A((I )(i,7) — 2€ > 2e.

By Lemma E.6, we know that

K/.(t) s
o 2 O 2 1 ADG )22 e (18)

(3

By Equation (17) and c(7) = ¢(j), we know that
AGHD (2 _ AW (5
A((] )(Za])_Az(z)(Zaj)

U . .
== | 2 6Vlneol’ = D2 60luen P + 6V NEN - 6711
pElLe(s) pEI(j)

__ " Ay®yeq2 _ p® 2
=— L (g1l - Vg1

[’_(t)

e 2@ Y () N2 (e 2
= 2n||€]|| G (I+e) /0 b (L +o)l&11* = ll&:l?)

%

<0, by inequality (18)

<0 (19)
Furthermore, due to the inductive hypothesis,

A(t+1) /- - AT
A, 5) < AP, 5) < be.

Property 5: Using the result in this lemma and Corollary E.15, we know that
t+1) ;-
Aé )(i,5) < Te.
Using the above inequality and Lemma E.6 and noting that e* < 1 + 2 for small x we know that

g/‘(tJrl) (t+1)
J Al 1,7 t+1) /. -
i et P S 1420006 5) <1+ e,

?
At this point, we have completed the inductive proofs for Property 2 and 5 in Lemma E.7.
Property 3, 4 and 6: Next, we consider the general case where the two training data points x;,

are not necessarily in the same cluster to prove Property 3 and 6 in Lemma E.7. This part of the proof
overlaps significantly with the previous one, with the main difference being the addition of an extra

term in the update equation of AEP (1, 7).

Lemma E.18 (Property 3). Assuming the inductive hypotheses hold before time step t, we have

A1) ;o
A((Z )(Z,j)‘§636.

Proof of Lemma E.18. We distinguish between two scenarios, one is when ’Aff) (4,7 )‘ is relative

small and the other is when ’AEP (4,7 )‘ is relative large.

Case(): AL (i, j) < 62e.

45



Published as a conference paper at ICLR 2025

By equation (17), Lemma D.15 and n < d—2, we know that
N t+1 .. A (t ..
’Ag )(17;7)7A¢(1)(Z7‘7)‘

n
ot I DA 1P e S Al 1o R A T R A 131

PEIL(y) pEle(y)

n
ST Z E;o(t)HNc(i)Hz—F Z g;(t)|‘uc(j)||2+ gi(t

PEL (4) pEle(y)

n (2nd 2nd 5nd
<—|—+—+2d+2d | < — <
=< < A + 3 + 2d + SO S

Nl +

£0llE 1

So we have .
t+ . .
AFT(i,5) < 63e.

Case(Il): AL (i, §) > 62
By Lemma E. 14, we know that

By Lemma E.6, we know that

g’(t)

;(t) = eAgt)(iyj)/Q > 1+ At(zt) (%.7)/2 > 1+ 30e. (20)

%

Furthermore, due to the inductive hypothesis, for any p € I.(;), q € I.(;), we know that

A _ (14 14¢)e/? _ (9?1
oo = f”/(14*146)__ 1+30e ~— 1+e€

2

By Equation 17 and ¢(7) = ¢(j), we know that

APV, 5) = AP, 5)

n
== | 2 G0l = Y2 60lnp P+ 60161 - 6181

pEIl.(4) pEle())
n t t n
=~ 50 (6716 = 6718 17) = 5o | X 60 lreol” = 2 40 Iy |
PELe() PEle()

We analyze each of these two terms separately.

Similar to the proof of inequality (19),

N (g2 Oy 2
o (Gl - ¢l )1)

E/(t)

+ L0 (14 300)1g 12 — 1€:12)

— g zp®
= 2n”£j|| ¢ (1+30€) — K/(t) o i

<0, by inequality (20)
<0 (22)
By inequality (21) and Property 7 in Proposition D.6, we have

Y 6 Npepl2 X 47

PE€l.(s) _ pEl < |Z;]
S Openl2 X 40 T Aol T
9€le) 9€1e()
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Thus we know that

n
— | Y 6PN 1P = D 6P e l? ) <0 (23)

2n
pe]c(i) ;DGIC(J-)
By combining (22) and (23) with the inductive hypothesis, we know that
A+l s NOYI
AE; (i, 7) < Ag )(i,7) < 63e.

Using the result in this lemma and Corollary E.15, we know that
t+1) ;-
A((Z )(i,7) < 65e.

Using the above inequality and Lemma E.6 and noting that e” < 1 4 2z for small = we know that

ngl'(Hl) (t+1)
J Al 0,7 t+1) 7
Wgeq ) <14 240 (i, §) < 1+ 130e.

Now, we have completed the inductive proofs for Property 2, 3, 4, 5 and 6 in Lemma E.7.

()

Property 1: To prove Property 1, we need to analyze the update equation for o/ .. We first prove

that a‘gﬂ)o, , s are balanced as follows.

Lemma E.19. Foralliy,iy € 1,171,795 € [m], we have

1
7’222—’—@

1
(1 - 200¢) 0" ol i < (14200¢) 0

572,12 Tld - yz ,T1,%1

Proof of Lemma E.19. We first prove the right-hand side of the inequality and the proof for the
left-hand side is similar. By Lemma E.9, for any ¢ < t, we know that

(t'+1) (t) t

vrris ~ Oy _ Yl €l
(t'+1) (f ) /(t’) 2
ing#f’zalz y127r2,t2 ym i2 Hgl?”

Vd +In(d)

2
_— Applying Property 1 in Proposition D.6
J&—ln(d)) (Applying Property P )

< (14 130¢) (
<1+ 200€

That is to say
o g < (1 + 200€) (U;H)- —o )

Yiq 71,01 Yig 71,01 — 272,12 Yig T2,12

Summing the above inequality from ¢’ = 1tot’ =t — 1, we have

¢ 1 ¢ 1
O i = 0oty < (142000 (o) = ol Y.
Then, we can derive that
o® (¢ ) (1)
.7!11 1,81 — (1 + 2006) 2T2,12 + inl T1,%1
= (1+200) o (” s — e G061 (), @)+ 81) > 0)
®) 2dn
S (1 + 2006) o—yi,Z,Tz,iz %

1
< (1420060 4 —

Yig 72,12 nd :

Reusing the logic of the above proof, we know that

1
(1-200¢)0 .~ — <ol

<o
972,02 nd — YT i1”
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Then, we estimate the margin qf )

()

S’I"l’

only using o which is presented as the following lemma.

Lemma E.20. Foreveryi € I,ry € [m], we have ﬁogf)m — 2 < q( ) < k afﬁro,i + 2e.

Proof of Lemma E.20. Without loss of generality, we assume that ¢ € 1.
We first prove the right-hand side of the inequality.

m‘fl(t) Z )‘(1t3~cz) + Z §t2~,i

re[m] re[m]
-3 ¥ et Tl
T‘G[m] pGIC( ) C(Z)
<> ¥ &I o000 0 4 L) 4 S (14200000, + —
N lpteoll = bt nd bt nd
re[m] p€l.(y) r€[m]
2mn () 2m
=% Tinat g
2
< Zmagtz,o’ + me.

Then, by Lemma E.14, we know that
W <q e o) ae

Reusing the argument of the above proof, we prove the left-hand side of the inequality.

quz(t) Z TCl)+ Z 17’2

re[m] re m]
&l ¢
:Z Z e 172 =2 ga)ﬂerZUglﬂi
re[m] p€l () c(d)
>3 3 S5 P O R T > (- 2006) o) ~ L
= ||Nc(z ” ) 1,70, nd 1,70, nd
re[m] p€lc) re[m]
mn () m
> — —
= 2k “Lrod T kg
> ma(t) . — ME.
= 9k 1,70,

Then by Lemma E. 14, we know that

20—z Lo 2

Furthermore, we also need to estimate 6/1@ using agt,)o ; as the following lemma.

Lemma E.21. Foreveryi € I, € [m], we have

1 o® /() no ()
3P < & Cviri < —yily < 2exp (_ﬂayi”) '
Proof of Lemma E.21. Without loss of generality, we assume that ¢ € I .
By Lemma E.20, we know that

1 1 1 2 1 2
fy,é/(t) > > —exp f—noit) —2¢) > -exp| — noit) .
1+ exp (q;t)) 2 exp (ql(t)) 2 L L )T
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1 1 2
—y%;(t) = ; < ; < exp (——Uitzl + 26) < 2exp <—nagtlz> .
1+ exp (qz( )) exp (ql( )) 2k k

Then, we can prove Property 1 based on the inductive hypothesis.
Without loss of generality, we assume thati € I .

We first prove the left-hand side of the inequality.

t+1 t n t
0‘§T’L) - 52‘1 - T f;( )||€1||2
t  2nd ( n () ) ,
<o® L2 LSO .
<oyt e ol Gy R (Applying Lemma E.21)
2k 2nd 1
<= - In(t+1)+ Lm (Monotone with respect to UYB,Z)
2k
< — ln(t +2),

2k
ot << ln(t + 2)(Corollary E.5).

—1rz

Then we prove the right- hand side of the inequality.
1 n
O_(t-‘r ) (t) - .gg(t)Hé-iHQ

1,re o1, R
nd 2n .
> gtzl + 3o XD (—kagl) (Applying Lemma E.21)
> * (In(¢) + In(n)) + 41 (Monotonic with respect to o) )
T 2n g 3nm t P Liry
k
2 o (In((t+1)) +1In(n))

% In((t+ 1)n).

Finally, we prove Property 7. The proof is very similar to the proof of Lemma E.1. We show that
<w§t:1) i)+ b H_l > 0 for all ¢ € I;. By the inductive hypothesis, we know that ('wg l, x;) +

b > 0.
(wi @) + 007 =) @) + 010 0 (T, £000). ) + Vi, £(0))

\T

> (<vwlyrc(9<f>), a:> + vblw,ﬁ(e@))) .

Denote ¢'(*) := Ell(t). By Property (6) in inductive hypotheses, we know that for all © € 1

1
—— W < r® < (1413000
1+ 130c (1+130¢)
We examine the update of linear term first.
(Vo LOW), @) == (Y 6wy, @)
pEL4
>— > G mpm)+ Y 40 ey, @)
pElc(s) PELc(i)
d /(t) /(t) (24)
SR o
pEl (s PELc(i)
t
>_ dnt'®) 4 onAr®
> — pALW,
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Then we examine the update of bias term.

Vi, L) = =5 e ( w) z;) + b > 0) > nt'®. (25)
peL

Combining (24) and (25) together, we know that
(Wi @) + b1 >0

Thus we know that S&H) = [m].

For the case when x; belongs to the negative class, we can obtain S (tH) = [m] using the same

argument. Now, we have completed the proof of Lemma E.7. (|

E.2 PROOF OF THEOREM 4.5

Now, we start to prove the main result Theorem 4.5.

Theorem E.22 (Restatement of Theorem 4.5). In the setting of training a two-layer ReLU network on
the binary classification problem D({; }?Zl, J1) as described in Section 3, under Assumptions 3.2,

3.3 and 4.3, for some v = o(1), after Q') < T < exp(O(k'/?)) iterations, with probability at
least 1 — =, the neural network satisfies the following properties:

1. The clean accuracy is nearly perfect: Acch., (forr)) > 1 — exp(—Q(log® d)).

2. Gradient descent leads the network to the feature-averaging regime: there exists a time-
variant coefficient \T) € [Q(1), +00) such that for all s € {1}, r € [m], the weight

vector wg?;) can be approximated as
1 = XD S a2 < o),
JEJs
and the bias term keeps sufficiently small, i.e., bg«) < o(1).

3. Consequently, the network is non-robust: for perturbation radius 6 = Q(\/d/k), the
S-robust accuracy is nearly zero, i.e., Acc,  (for;8) < exp(—Q(log® d)).

Proof of Theorem E.22. We first prove that gradient descent leads the network to the feature-
averaging regime (Property 2).

Lemma E.23. Forall s € {—1,+1},j € Js,r € [m], we have <A\ )j <4In(T +1).

Proof of Lemma E.23. Without loss of generality, we assume that s = 1.
Using Property 1 in Lemma E.7 and Corollary E.4, we know that

NG) 1€,1% S0 < (Tn)
17"] peleu ”2 1r7p— k} 1r1— 4
2
-3 &I 1) < 200D < giugr 4 1)
9= 2 E
[ |
Lemma E.24. Forry,ro € [m], 1,82 € {—1,+1}, 41 € Js,, j2 € Js,, we have
(T)
$1,71,J1
@ < 1+ 204e.
82,T2,72
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Proof. By Lemma E.19, we know that for any 21,15 € I

o <2000 Lk (nd) "t < (142010008
) > llEl2o
)\517T1,j1 _ pelj;
T
N Dl T D=
pEI;,
d+In(d)||? |I;
1Vd — In(d)||? |1z
< (1+201e)(1+€)(1+e¢)
< 1+ 204e.

|
We denote A7) = AiTl)? i
[m],j € Js}.
By Lemma E.23 and Lemma E.24 forall s € {—1,+1},7 € [m],j € Js, we have
AT AT | < 204exT)
AT < 4In(T +1),

for some jj € J, as the representative of {\s,; : s € {—1,+1},7 €

AT > @ =Q(1).

Lemma E.25. Forall s € {—1,+1},r € [m], We have

Vi | w{l) = AT gl 72| = o(1).

JjeJs

Proof of Lemma E.25. Recall the weight decomposition in Lemma E.2.

Vi [0l =X 3wyl 72 | = V) v 37 (N =D |

JjEJs 51 JjEJs
Lo
T T _
+vVa ST AT w2+ Va Y ol 6]
JEJ 5 el
L3 Ly

For £, term, using the conclusion in Lemma D.10, we know that

[Vdw)|| < 2do,, < e = o(1)

For L, term, using the conclusion in Lemma E.23, Lemma E.24 and noting that ; are pairwise
orthogonal, we know that

VA (A8, D 2| = 32 (A6, - am)’

jeJ je€Js

D (204¢)?
Jj€Js

< 204evVENT)

< 816eVkIn(T 4 1)
< 900ke = o(1).

IA
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For L3 term, by Lemma E.16 and triangle inequality, we know that

Vd Y /\gmuyllujH‘2 < ke=o(1).

jeJ_s

For L4 term, by Property (1) in Lemma E.7, we have

|¢&Zo§?2ia||si||—2 =Y (o) el d Y o o e €l

iel el i1 F02
2 2A (1) (1)
< 2 Z ( s,T 11> d Us7r,ilgs,r7i2
iel 11719
_ 8K’ In*(T + 1) N 8k2In*(T +1)A
- n d
k3 KA
<SR UBRA ke — o(1).
n

Combining the above together, we know that

Va|[wD =AY gl 72| = o(1).

Jjeds

By Lemma E. 10, we know that [b{}] < e.

Then, we prove that the clean accuracy is nearly perfect (Property 1). We first need to prove the
following lemma, which shows that the correlation between network weight and random noise is
small.

Lemma E.26. Ler £ ~ N(0,1,). Then, with probability at least 1 — 2nd="(D/2 for all s €
{=1,41},r € [m] we have

(w($), )] <

o:\m

Proof of Lemma E.26. Reusing the argument of proof of Property (3) and (4) in Proposition D.6. We
know that with probability at least 1 — 2nd—"™(D/2 foralli e I,j € J,

(13, 6) < A 1€ €)] < A

The remaining part of the proof is similar to the proof of Lemma E.11 and Lemma E.12.

’<w£€2"£>‘ = < 0) + Z )‘s rpll’PHIJ’P”_2 + Zo—g?“,ng”£q|_27£>

peJ =

< [(w, py) ‘ + 2 Al 72 e i)+ o) 1€ 7% (g, 1)
pEJ qel
2A €
(0) o= (t) (t) -
S < 57"7”] ‘J’_ d Z)\SJ"JJJFZJ S 6
peJ qel

Assume (z,y) is randomly sampled from the data distribution D. Without loss of generality, we
assume that * = p; + &,y = 1. Using the conclusion in Lemma E.11, Lemma E.26 and Lemma
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E.10, we know that
T T T T T
<w§,r)7w> + bgﬁ') = <w§,r)5 [JJ> + <'LU§,T), > + bg,r)

(T) € € €
2N TG 763
> A\ e

T T T T T
(WD) + 0" = (")) + (w6 + 07

-1, —1,r

<A+ etets
()

SAlirgte

€.

VAN

Then, we have

1 T T 1 T T
for (@) = = 3 ReLU ((wil), @) +6{)) = — >~ ReLU (@), @) +%), )
re(m] re[m]
1 (T) 1
PG EED R DL
re[m] re[m]
1 (7)
:E Z Al,r,j_2€20'
re[m]

Thus fg(r) has perfect standard accuracy.
Finally, we prove that the network is non-robust (Property 3).

We consider the following perturbation

p=—w PN T B

jEJ+ JEJ—

where c is a constant such that c=! < |J|/|J_| < e. This s to say |J4 |, |J_| > Tto
¢
Then, we have

(wi"), z + p) + b}

T T 2(1+c T 2(1+c¢ T €
<t i) + (i), € 2D S ol )+ 2EED S ol 4

JjeEJ+ jeJ_
(T) € € 2(1 + C) (T) € 2(1 + C) (T) € €
S A DD (A7, - g) DD (AT + g) t3
jeJt jeJ -
(T) 2(1 + C) (1) (3 + C)E
="Lrjo Z >‘1m T 3
JjeJy
(T) 2(1+¢) 3.1 (3+ c)e
—Al’r,jo - k Z 47 1o 3
JeJy
() 31+ )|\ | B+c)e
=Moo (1 S 2% T3
1 3+
<+ BEI

The first equation expands x and p and uses the conclusion in Lemma E.10; the second inequality
uses the conclusion in Lemma E.11 and Lemma E.26; the third inequality rearranges the terms and
uses the conclusion in Corollary E.5; the fourth inequality uses conclusion in Theorem 4.5.
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Reusing the logic of the above inequality, we have

(w4 p)+ b7,

T T 2(1+¢) T 2(1+¢) T €
2w, )+ w ), &) = == ST )+ = Y w ) - o

jeJ VIS

(T) € € 2(1 + C) (T) € 2(1 + C) (T) ¢ €

22D et T Y (D) + 2 Y (-5 -5
jeJy JjeEJ-

() 2(1+c¢) (T) (8+c)e

B D DR b
jeT
2(1+¢) T (6 +c)e
ZT Z A(fl),r,j T3
jeg-

22(1 —i—kc)|J,| B (6—;0)6 > 0.

By combining the two inequalities above, we can obtain that

_ 1 (T) (m)_ 1 (T) (T)
for (x+p) = oo Z ReLU ((wlﬂ, ,x+p)+ b“)_E Z ReLU ((wfu, x+p)+ b71,r) < 0.

re[m] re[m]

This is to say sgn( focr) (4 p)) # sgn(focr (x)), which means AccZ, . (for; 2(14¢)\/d/k) =
o(1). O

E.3 PROOF OF THEOREM 4.6

Theorem E.27 (Restatement of Theorem 4.6). In the setting of Theorem 4.5,

inf sup |C fra(x) — foer (x)] = o(1),
>0 gert o), =vd

where fra () is the feature-averaging network (Definition 4.1).

Proof of Theorem E.27. By Lemma E.25, we have

ReLU (<w£?;% w>) — ReLU <A<T> > ujluj||‘2,w>

JjeJs

IA

(@) — AT Y7 pyllugll =2, )
j€ds

<l |l = AT wjlls 72| = o(1).
je.

54



Published as a conference paper at ICLR 2025

Thus we have

1
= ReLU( (w!"), >+b§?) — ReLU <A(T) > NjHNjH_Qv
m jeJ 4
_|x @) )L (1) Mg |12,
Z ReLU ((wi’) @) = — 3~ ReLU [ (AT 3 pyllal Z by
re[m] re[m] JjEJ ¢
1 T —
<— 3 it @) = AT YTyl e
re[m] JjeJ+
1 T -
< 3 Nl ewdl) = AT S il 72+ e = o0(1).
re[m] jeJ 4

Similarly, we have

ZReLU(w”R, 2) +57),) ~ ReLU <A(T)Zujujll2,w> = o(1)

re[m] jeJ_
Combining these two inequalities together, we have
AT
d

sup
zeR:||z||o=Vd

(x) = forr) (z)| = o(1).
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F PROOF FOR SECTION 4: FEATURE-DECOUPLING REGIME
First, we recall the fine-Grained supervision, multi-Class network classifier and training algorithm.

Fine-Grained Supervision. Following the setting in Section 3, we consider the binary classification
task with data distribution D({p; } ;?:1, J41 ). But instead of training the model directly to predict the
binary labels, we assume that we are able to label each data point with the cluster § € [k] it belongs
to, and then we train a k-class classifier to predict the cluster labels. More specifically, we first sample
a training set S := {(x;,y;)}7-; € R% x {£1} from D, along with the cluster labels {g;}7_, for all
data points. Then a k-class neural network classifier is trained on S := { (x4, %)}, € R% x [k].

Multi-Class Network Classifier. We train the following two-layer neural network for the k-class
classification mentioned above: Fy(z) := (fi(x), fo(x),..., fr(z)) € RF, where f;(x) =

1 Ele ReLU((w;,,x)), and 0 := (w1 1,w19,...,wkp) € RF" are trainable weights, and
h = ©(1) is the width of each sub-network. The outputs Fy () are then converted to probabilities
exp(f; ()

using the softmax function, namely p; () := SE (@)
i=1 ®XPUJ4

label for the original binary classification task on D, we take the difference of the probabilities of the
positive and negative classes, i.e., Fiy "™ (z) := > jer, Pi(®) =32 c; pj(@). The clean accuracy

Acch o (F™™) and d-robust accuracy Accly i (Fg™™Y; §) are then defined similarly as before.

for j € [k]. For predicting the binary

Training Objective and Gradient Descent. We train the multi-class network Fg(x) to minimize the
cross-entropy loss Lcg(0) := f% i, log pg, (x;). Similar to Section 3, we use gradient descent

to minimize the loss function £cg(6) with learning rate 7, i.e., 8¢+ = 01) — Vo Lep(Fpw)). At
initialization, we set wj(-?T) ~ N(0, UVQVId) for some oy, > 0.

exp(f;” (2)
> exp(f (2))

peJ

Denote ZZS) = ij(wi);CCE(F(t)) =—1(x; € Ij) +

Since many of the proofs in this section are very similar to those in Appendix E, we reuse the logic of
the proofs and present the key steps.

We also assume that the properties of the training dataset(Proposition D.6) in Appendix D hold.

F.1 PROPOSITIONS OF NETWORK INITIALIZATION

Proposition F.1. With probability at least 1 — 4hmd~—"(4) — 2h=3m=3 | we have the following
properties for our network initialization:

* Forany r € [m], we have oy, (\/& - 2111(d)) < ngor)H < ow (\/&4’ 21n(d)) .

The proof of Proposition F.1 is the same as the proof of D.10.

Definition F.2 (Activation Region over Data Input). Let T, ,.; := {i € I; : (w %), x;) + b} > 0}
be the set of indices of training data points in the j-th cluster which can activate the neuron with
weight w ;- at time step 0.

Then, we give the following result about the activation region T ;. ;.

Proposition F.3. Assuming Proposition D.6 and Proposition D.10 holds. Then with probability at
least 1 — (hk) ™09 — 2hk? exp (—gz85z ), for all v € [h], s, j € J, we have

n
Toril = Sape

The proof of this lemma is the same as the proof of Proposition D.12.
Lemma F.4. Assuming Proposition F.1 holds, for all v € I,s € J, we have

1 1(0) 2
—1(x; €1 — <0 < —1(x; €1 —.
(z; € Is) + T by < (z; € Is) + -
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Proof of Lemma F4. By Proposition F.1 and Property 2in D.6, for every s € J, we have

<= Z ’ w), ;)| < - Z [wl%| |z;| < 40,d < In(2).
re[h] re[h]

£ i)

Thus 1 < exp(fs(x;)) < 2. Then we have

1 _ep(fV@) 2
2k 7 % exp(f) (@)~ K

peJ
I o0 exp(f£ (a))
—]].(miéls)—F* Séls :—]].(miéls)—F ©) _—]].(:EiEIs)‘F
2k " 2. exp(fp (i)
peJ
O
F.2  ANALYSIS OF TRAINING DYNAMICS
Denote Sl(ts) ={reln]: <w£t27wl> >0} foriel,seJ.
Lemma E.5. For everyi € I, we have SZ( C)(Z = [h].
Proof of Lemma F.5. This proof is similar to the proof of Lemma E.1.
For every i € I, r € [h], we have
(1) ‘
<wc(i),r’ wl>
=) @) = (V) , LO©), @)
We examine the update term (Vwc(i)mﬁ(é’(o)), ;).
- hn<vwc(') r£(0(0)) :II>
(0 (©
——nn( Y 01 (@) >0)) @; + Z 201 (W) ows) = 0)) (w5, @)
J€ILc(i) Ele(s)
0) 0) 0
>m2&@hwanww o1 (@) ) = 0) @),
JE€L(i) T 1)
By Lemma F.4 and Lemma F.3, we know that
/(0 2.d dn
B Z EJ, . 1 ( c i) wj> = O>) <wj7w’i> 2 (1 - %)§‘T6(i),r,c(i)‘ > 127k3h2.
]Glc(l)
0 0 2nA
= 3 0L (@) ) = 0) (@) = -2,
N2
Combining the two inequalities above, we have
. © oy n(_d 24
(We(i) v i) 2 (Wegiy o @i) + 5 (12k3h2 K
A
> *QO'wd + % 2 O
Therefore, we have Si(lc)(i) = [h] forevery i € I.
O
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Recall the definition of weight decomposition we will use in multi-classification tasks.
Lemma F.6 (Weight Decomposition). During the training dynamics, there exists the following
) and o") . for each neuron s,j € J,r € [h] such that

s,7,] ER

t
wl) = w® + > A illl 72+ Y 0l g
jeJ el

coefficient sequences A

Corollary E.7. The coefficient sequences)\g- and 01(2 foreach pairi € I,r,j € J defined in Lemma

F.6 satisfy:
IJ’J” ? = Z srz

iel;

(t) |

2
8,7, ||

Corollary F.8. Foralli € I,r,j € J, we have the following update equation for s, ; and o r ;.

1
NG =0 - hZf’P 11 ((w), 2,) > 0),

pel J
ol = ol = e e1 ((wl @) > 0),
0 0
Ai,)’,j = 0 221 =

Corollary F.9. The coefficient sequences )\g )T] and 0 Zfor each pair s,j € J,i € I,r € [h]
defined in Lemma F.6 satisfy:

A.(gt2‘7— ﬁs_]7
ol >0 iff s = c(i).

Then we reuse the logic of the proof of Lemma E.7 to prove the main result in our multi-classification
setting.

w1
Denote ¢/ = f1() (). 4" = ¢ E( Dt + T0m )
E

AP () =t — ¢,

K3

(®) (®)

A o A0 A0 ® G
A (67) =4 — 45 = " (Acm,nc() Ae(iyre() T Te(i)mi Ucmm)'

Denote ¢ = max

, , — ¢. We know that € = o(k~2-%) according to our hyper-
E—In(%) d "n

parameter Assumption D.4.
Lemma F.10. Fort < Ty = exp(O(k°®),i,5 € I,r € [h], we have

1. %m(tn) < Oc(iyri < % In(t+1)

2. AV (i, j) < 5ke when c(i) = ¢(j),

3. AP (i, 5) < 32k%,

4 Aff) (i,5) < 33k%,

5.0 C( )/Mt) < 1+ 14ke when (i) = c(j),

6. 00, 00 <1+ 6Tk,
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A

s,r,c(i)

8.

<€

o) )‘ < 2efors e J, s #c(i).

s,rc(t

Proof of Lemma F.10. Since the proof of this lemma follows exactly the same logic as Lemma E.7,
we omit some details and only outlined the necessary lemmas and the key steps of the proof.

First, the base case of the induction is simple, so we only consider the inductive step.

Lemma F.11. Assuming the inductive hypotheses hold before time step t, for all v € [h],s,j € J,

we have
€
‘(wgfi,uﬁ - )‘it)rg < 5
Lemma F.12. Assuming the inductive hypotheses hold before time step t, for all v € [h],s,j € J,
we have
€
) &) —o)| < .
Lemma F.13. Assuming the inductive hypotheses hold before time step t, for all v € [h],s,j € J,
we have
t t €
‘<w§tla x;) — )‘272«,0(2') - Ué,l,i < 3

Lemma F.14. Assuming the inductive hypotheses hold before time step t, for all i € I, we have

0" a1 <

The proofs of these three lemmas are identical to the proofs of Lemma E.11, Lemma E.12,
Lemma E.13 and Lemma E.14 in Appendix Appendix E, except that in the previous proof, there was
an additional subscript s used to indicate 2-classification label, whereas here it is used to represent a
fine-grained k-classification label.

Corollary F.15. Assuming the inductive hypotheses hold before time step t, for all i, j € I, we have

)/ - A(t)7: -
AEJ)(%J)_AEI)(%J) §26

Next, we present the key steps of the auto-balance process for Aq (4,7).
Lemma F.16 (Property 8). Assuming the inductive hypotheses hold before time step t, forv € I, s €
J,s # c(i),r € [m], we have \/\(t) | <e, |0'(t) | < 2e.

s,7,¢(1) 8,78

Proof of Lemma F.16. We distinguish between two scenarios.

Case(I): For all ¢ € I, <w§t,2, x;) <0.

Then by Corollary F.8 and inductive hypothesis, we know that
AED = A0 <o

5,1,9 8,159

Case(II): There exists ¢ € I; such that <w§t2,, x;) > 0.

By Lemma F.13, we know that

(w®, 2y = A0 _ o <

€
s,r 8,1, 8,myi — §

(t)

Then noting that (ws. 7, ;) > 0 and ol

t)
s.ri < 0, we have

(t) ) oy _ L
)‘s,r,j 2 <’UJ z > a

€
s,r7 ER X g
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Then using the conclusion in Corollary F.8, we know that

(t+1) _\® nd Z 1(t) ¢
|>\s,r,j s r,]| < — nm o Zz s = g
el

Thus we have Af,f;rl) > —e. Noting that AU < 0, we have |/\(t+1)| < €. Then by Corollary F.7,

ERN) ER N

we know that |a£tlz| < 2|/\§th1 | < 2e. ]

Lemma F.17. Assuming the inductive hypotheses hold before time step t, forall s € J,i € I, s # ¢(i),
we have

fs (:121) S €.

Proof. By Lemma F.13 and Corollary F.9, we know that

re[h]
1
< Z ‘<w£27$z>|
relh]
1 t t
= E Z (g + )\i,')r,c(z) + 0:2,7)"1)
re(h]
1 €
< = -
~h 3
re[h]
<e

Lemma F.18. Assuming the inductive hypotheses hold before time step t, for any two training data
points x;, T;, if ¢; > q;, we have
AWM (i /(t)
1 260 4 - EJC(]) -, AD(i.5)
14 2¢ k A

,c(1)

(14 2e).

Proof of Lemma F.18. By Lemma F.17 and noting that exp(€) < 1 + 2¢, we know that

> exp(fy (@)

k—1 O 0 (k —1)exp(e) (k—1)(1+2¢)
@y < i) = @ < DN 0
k—1+exp(q;”) ZJ exp(fp (zi))  (k—1)exp(e) +exp(q;’) k—1+exp(g )
pe

Thus we know that

/(t)
1 k-1+ exp(qgt)) Ej,c(j) < (1426 k—1+ eXP(qgt))
(1420 k—14exp(q) ~ €0, ~ k—1+exp(q)”)

k—1+exp(g’) - exp(q,”) — exp(q|")

k—1+exp(q”) k—1+exp(q}")
(t)
eXp(q] ) (t) ..
+ exp (AY(i,7)) — 1
o) (o (s16) 1)

=1
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For the second term,

€xp (Az(zt) (LJ)) -1 < exp(qj(t))
k Ck—1+ exp(q§t))

(exp (Aét)(i,j)> - 1) < exp (A,(f)(i,j)) —1.

Thus we know
() (5 4 '®)
1 AN h-1 G NG
1+ 2 k RO

(1 +2e).
]

We first consider the case when c(i) = ¢(j). We distinguish between two scenarios, one is when
‘A,(f) (i, j)‘ is relatively small and the other is when ‘Agt) (i, ])’ is relatively large.
Case(D): A (i, 5) < dke.
In this case, we have Aﬁf“) (i,7) < bke due to small learning rate 7.
Case(I): AV (4, §) > 4ke.
By Lemma F.14, we know that
/. - A(t) /. -
Ag )(i,7) > Ag )(i,7) — 2€ > 3ke.

By Lemma F.18, we know that

i 1 AV _
de(d) e +k-1 1 W)/

> > 1 A > 1 2.
Goy 1T k Z 1o ARk 21+ ¢/

Noting that ¢(¢) = ¢(j), we know that
A+ At/ -
AE] )(27.7)_A¢(1)(Za])
n t t
= — o (0 el® — €10 1651
<0
Then due to the inductive hypothesis,

A 1) /- - A .o
Ag“r )(i,7) < Aflt)(z,j) < 5ke.

By Corollary F.15, we can get Property 4

t)(: )/ -
AW (i, 5) < AD (i, 5) + 2¢ < Gke.

By Lemma F.18 and noting that e” < 1 4 2z for small £ we know that

/(t+1)

ol (41 s .
1) < (14 220D < (1426 (14280 (1,7)) < 1+ ke,

i,c(7)

Next, we consider the case when ¢(i) # ¢(j). We also distinguish between the two scenarios.
Case(I): A((Zt) (i,7) < 31k>e. In this case, we have Affﬂ)(i, §) < 32k due to small learning rate 7.
Case(Il): AP (4, ) > 31k2e.

By Lemma F.14, we know that

i A - 2
AW (i, 5) > AW (i, j) — 2¢ > 30k
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By Lemma F.18, we know that

Aoy 1 AP
7.¢(d) e q k 1 1 )

> > 1+A k) > 1+ 29ke.
(0" T % Z T2 T AT G)/k) 2 €

Furthermore, due to the inductive hypothesis, for any p € I.(;), q € I.(;), we know that

/(t) /()
bpet) . AT _ (1+14k0? _ 1

E;(fc)(q) S(Z(J)/(l + 14ke) = 1429%e T 1+4+¢€

We know that
A+ - At/ -
A((] )(27.7)_A¢(1)(Z7])

_ n 2 /(t) 2 /() 2 /() 2
=T oh Z p7p(z)||lic oll* = Z pc(])”Hc * +¢; C(Z)H&H _Ej C(J)”Sj”
pElc(s) PEle(y)

Ui
= — L (eolel? = g lal?) = = | X2 6% el = X2 4% e I

PEILc(i) pEle(j)
<0.

By inductive hypothesis, we know that
A+ ;s A (. 2
A((I )(i,7) < A((Z )(i,7) < 32kZe.

Now, we have completed the main part of the proof, the inductive proofs of Properties 2 and 3.
Subsequently, Properties 4, 5, and 6 can be directly derived from Lemma F.18.

By Corollary F.15, we can get Property 4

. . ,
AP0, §) < AP(i, ) + 2¢ < 33k2e

By Lemma F.18 and noting that e* < 1 4 2z for small z we know that

/(t+1)
c 1) (4,5 ) 9
O < (1420 0D < (14 26)(1 4 280D (G, ) < 1+ 67k,

3,¢()

Lemma F.19. Foralliy,is € I,71,79 € [h], we have

2,) (t) 1 _ @ 2,) (8 1
(1 — 200k%€) Oclin)raiia ~ g S Olin)rin (1 + 200k%¢) O (i) rasia T et
2n
Lemma F.20. Foreveryi € I,rg € [h], we have %0(2) o — 26 S q(t) < ?022) ro,i T 26

The proof of these lemmas are the same as the proof of Lemma E.19 and Lemma E.20.

Lemma F.21. Foreveryi € I,r € [h], we have
1 n @ /() ®)
5 exp (_kglmi> < ¢, (i) < 2kexp ( 2k01,m) :
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Proof of Lemma F.21. By Lemma F.20, we know that

_4(?(1') z ol
"~ k—14exp <q£t))
S k—1
- k—1-+exp (O'(t) +2€>
k 1,r
S k—1

2n
k—1+2exp <k0§t31)

1 2
> 5 &P <_lja§fzﬁi) .

By Lemma F.17 and Lemma F.20, we have

(O, < (k — 1) exp(e)
T e =1 exple) + exp ()
k—1
< (1+ 2¢) 5
k— 1+exp(2k01” —26)
2(k—1)
k—1+exp <2k0£ )”)
< 2k:exp( % YZ,Z)
Next, we prove Property 1.
1 n
O = Teihri ~ el ||a|\2
(t) 2knd o™
— c(z)rz+ nh Xp( 2/€ cz),r,i)
2k 2k 1
< —In(t+1 ——
< n(t+1)+ 5
2k
< —In(t+2)
n
t+1) () n 7/® 2
Uc(i),r,i - Jc(i),r1 - ni z Le(i )HS’LH
(*) nd k@
2 O—c(i),r,i + o nh p(igo—c(i)m’i)
k k 2
> —In(¢ —
Z gl + 505
k
> —In((t+1
> In(t+ 1)

Finally, we prove Property 7.
By Property 6 in the inductive hypotheses, we know that for all 7 € I,
L0

~ e e S i) < —(1+ 67RO

i,c(%) 1,c(1)"

63



Published as a conference paper at ICLR 2025

Then we know that

~(Vao, LOW), ) > = >~ 00w, mi) = Y 00 (@)

PELe() PEL(i)
t t
D DA I RN R S AU
PELe(i P&l
d
— S 1+ 67k26)A
v | 22 2(1 + 67k2e) > (L+67k)
PEILc(i) PEILciy
dn
> (T (1 167k2)mA ) >0
= "Le@ \ 4k(1 + 67k2€) (14 67k )nA | =

By Property 7 in the inductive hypotheses, we know that <w£€$1), ;) > (w 22), x;) > 0.

We complete the proof of Lemma F.10.

F.3 PROOF OF THEOREM 4.7

Theorem F.22 (Restatement of Theorem 4.7). In the setting of training a multi-class network on
the multiple classification problem S = {(x;,7:)}"~, € R% x [k] as described in the above,
under Assumptions 3.2, 3.3 and 4.3, for some v = o(1), after Qn~'k8) < T < exp(O(k'/?))
iterations, with probability at least 1 — ~, the neural network satisfies the following properties:

1. The clean accuracy is nearly perfect: Accclcan(Fgfﬁﬁw) > 1 — exp(—Q(log? d)).

2. The network converges to the feature-decoupling regime: there exists a time-variant coeffi-
cient \T) € [Q(log k), +00) such that for all j € [k], r € [h], the weight vector 'wj(f[;) can

be approximated as
o = XDy 25| < o)
3. Consequently, the corresponding binary classifier achieves optimal robustness: for

perturbation radius § = O(\/&), the 6-robust accuracy is also nearly perfect, i.e.,
AccB, (F(];(l;‘f‘ry ) > 1 — exp(—Q(log® d)).

Proof of Theorem Theorem F.22. We first prove that the network converges to the feature-decoupling
regime(Property 2).

IMT)<A@)<MMT+D

Lemma F.23. Forall j € J,r € [h], we have 1 S

Proof of Lemma F.23. Using Property 1 in Lemma F.10 and Corollary F.7, we know that
AT €p]1* vy - W(Tn)
=2

2 J; 717—
pg\uH 4
(1) €112 (1)
Ajirs = Z e er§41 n(T +1)
pel;

Lemma F.24. Forry,ry € [h], 1,72 € J, we have

(1)
TJ1,r1,J1 2
)\(T) <14 204k“e

J2,72,J2
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Proof. By Lemma F.19, we know that for any iy € I;,,12 € I},

ol < (14200k2%) 0 4 (nd)Tt < (14 201k2¢)0 Y

J1,71,%1 J2,72,02 J1,r2,02"

(t)
(T) Z ||€p||20j1,7‘17p
J1,71,J1 pelj
T - t
Novais 2 &IP3,
pElj,

IVd + In(d)||* |1,
|vVd — In(d)||? [L5,]
(1+201k%€) (1 +€)(1 +¢)

1+ 204k%e.

IN

(1 +201k%€)

<
<

We denote A\(T) = /\fpl),1 as the representative of {\; . ; : r € [m],j € J}.

By Lemma F.23 and Lemma F.24 for all r € [h],j € J, we have

AT - AT | < 204k2e ™),

AT < 4In(T +1),

> @ > 21n(k) = Q(log(k)).

Lemma F.25. Forall s € J,r € [h], We have

Vil [ = A g 1] 72 = o1).

Proof of Lemma E.25. Recall weight decomposition in Lemma E.2.

VA () = XD s 7*) = Va0V (X, =X ) gl
N—_——

Ly Lo
T — T _
VA A s |24V o) 6] 2
Jj#s i€l
ES £4

For £; term, using the conclusion in Lemma D.10, we know that

[Vdw®)| < 2do, < e=o(1).
For L, term, using the conclusion in Lemma F.23, Lemma F.24, we know that

ER ] S,7,8

H\/& (A, = A HSIIMSII*QH — D) AD)| < 204k2eAT) < 81652 In(T + 1) < 900k>% = o(1).

For L3 term, by Lemma F.16 and triangle inequality, we know that

VaY AT il 72| < ke = o(1).

877‘7

i#s
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For £, term, by Property (1) in Lemma E.7, we have

‘ Shel —dEZ(ém)nan2+d§2 i Oy (i 6 |64

el el i17#£19
2. 2A (T) (1)

< 2 Z ( s,T 11> d ‘ . Us,r,ilas,r,ig

iel 11742
_ 8k In?(T + 1) N 8k2In*(T + 1)A
- n d

8k3  8K3A

< T-‘r < 16ke = o(1).

Combining the above together, we know that

Va||w = ATl 72| = o(1).

Then we prove that the the clean accuracy is nearly perfect(Property 1).

Assume (z,y) is randomly sampled from the data distribution D. Without loss of generality, we
assume that x = p; + &,y = j.

LemmaF.26. Let & ~ N (0, I). Then, with probability at least 1 —2nd~"™4/2, forall s € J,r € [h]
we have

(w6 <

Cmm

The proof of this lemma is the same as the proof of Lemma E.26.

Using the conclusion in Lemma F.13 and Lemma F.26, we know that for s € J,r € [h], s # j

€

(Wil @) = (W) ) + W) <AL+ L+ 2 <5,
T T T € € T € _ €
<w§,r)?w> < §T)’H]> < gr)7£> _77"]_6_62 ;77334—52*.
Thus we know that f;(x) = max,c {fs(x)}. So Fgr) has standard perfect accuracy.

w

Finally, we prove that the corresponding binary classifier achieves optimal robustness(Property 3).

By Lemma F.25, we know that v/d||w %) || < A@ + o(1) < 2AD).

d
Then for any perturbation p with p < £

10
‘We know that
T T T T
(W &+ p) = (") ps) + (' &)+ (w), p)
(T) € (T)
&”—g—gwm el
(T)
> 3A .
- 4

For s € J, s # j, we know that

(W) @+ p) = (W) i) + (W) &) + (i), p)
N B ol
e \ND
Setgt
< 3D —In(k).
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(T) 3A(T)

Thus we know that f;(x + p) > 3 and fs(x + p) <

—In(k).
let G(z) denote the numerator of F/ Sé';fl)'y(a:), where denominator is > ; ef+(®). We know

sgn(ng’;‘z’y) = sgn(G).

Thus we have

Glz+p)= > exp(filz+p)— Y, exp(fi(x+p)

je J+ JjeJ~
> exp (SA(T)/4> - Z exp (SA(T)/4 - ln(k'))
JjEJ-
> 0.
That is to say sgn(G(x + p)) = sgn(G(x)), which means F gé';f’)ry is robust under any perturbation
with radius smaller than \1/—5 g
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G TwoO FEATURE LEARNING REGIMES: FEATURE AVERAGING AND FEATURE
DECOUPLING

In this section, we present two distinct parameter regimes for our two-layer network learner: feature
averaging and feature decoupling. The former means the weights associated with each neuron is a
linear average of features, while the latter indicates that distinct features will be learned by separate
neurons. Our construction is similar to that in Frei et al. (2024) and Min & Vidal (2024). We illustrate
how a feature averaging solution leads to non-robustness, while a feature decoupling solution exists
and is more robust (w.r.t. to a much larger robust radius).

G.1 FEATURE-AVERAGING TWO-LAYER NEURAL NETWORK

Now, we begin by presenting the following example of a feature-averaging two-layer neural network,
which is a more general version (including a bias term) than the one we mentioned in Definition 4.1.

Feature-Averaging Two-Layer Neural Network. Consider the following two-layer neural network
with identical positive neurons and identical negative neurons, which can be simplified as (i.e., we
merge identical neurons as one neuron):

fo,, () := ReLU (< > uj,:c> + b+> —ReLU << > uj,m> + b),

jeg jeJ_

deals with all positive clusters deals with all negative clusters
where we choose weight w . = >, ; p; for s € {—1,4+1},7 € [m] and bias by, = b, for
se{-1,+1},r € [m].
Indeed, the feature-averaging network uses the first neuron to process all data within positive clusters,

and it uses the second neuron to process all data within negative clusters. Thus, it can correctly
classify clean data, which is shown as the following proposition.

Theorem G.1. There exist values of b and b_ such that the feature-averaging network fg,, achieves
1 — o(1) standard accuracy over D.

Proof of Theorem G.1. Let by = b_ = 0, and then we know, for data point (x = ap; + &,y) ~ D
within cluster ¢ (w.l.o.g. we assume cluster ¢ is a positive cluster), with high probability, it holds that

foug(®) = (iyops) + D (15,6 = > (1, €)
jeT\{i} jed-
> 0(d) — O(kA) = O(d) — O(kaVdIn(d)) > 0,

which implies that fg, correctly classifies data (x, y) with high probability. ]

g
However, it fails to robustly classify perturbed data no matter what the bias term is, shown in the

following theorem.

Theorem G.2. For any values of by and b_ such that fg,, has 1 — o(1) standard accuracy, it
holds that the feature-averaging network fg,,, has zero 6—robust accuracy for perturbation radius

5 = Q(/dTR).

Proof of Theorem G.2. Indeed, we can choose the adversarial attack as p o« — Zje g Mt
> 1es tu and [[e[| = 6. Then, for averaged features w;, = > .., Hj, this perturbation can
activate almost all of ReLU neurons, which w.h.p. leads a linearization over the perturbation p

Jou ( + p) = fo,,(x) + (Vafo,,(2),p).

Since f,, has 1 — o(1) standard accuracy, we know that the bias term satisfy that b, ,b_ = O(d),
which manifests that the classifier achieves a positive margin, i.e.

0 <yfo,,(x) <O(d),

w.h.p. over (x, y) sampled from D.
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Then, due to a large gradient norm over data input, i.e.

IV fou, @ =11 Y 1= D il =Q(Vkd),

JjE J+ leJ_
we derive that the feature-averaging network fg,,, has zero j —robust accuracy for perturbation radius

§ = Q(\/d/k). D

G.2 ROBUST TWO-LAYER NEURAL NETWORK EXISTS

In this section, we show a robust two-layer network exists for D, using a similar construction in Frei
et al. (2024).

that is Y2 -robust for D.

Theorem G.3. There exists a two-layer network fg o

dec

Proof of Theorem G.3. The construction is similar to that in Frei et al. (2024). We define fg,, :
R? — R is a network that represents a positive constant times the following function:

fou(x) o Y ReLU <<uj,m> - ‘;) — Y ReLU ((ul,w> - ;l) ,

jegy leJ_

In particular, we set a two-layer width-k ReLU network with ws; = 1(j € J) pj, bs; =
—1(j € J,) % forse {£l}andj € [k].

In this network, each neuron ReLU({(p;, z) — %) (or ReLU({p;, z) — )) deals with one certain
positive cluster j (or negative cluster [), and we also apply the bias term to filter out intra/inter cluster
noise. In this regime, for each data point (x,y) belonging to cluster i (we assume cluster 7 is a

positive cluster and y = 1) and any perturbation p (|| p|| < @), we have the following linearization,
w.h.p.

1
fo.(®+p) = —(pi,x+ p).

—
Then, we know the network fg,, has 1 — o(1) §—robust accuracy for § < @. O

Note that fg,,, leverages individual decoupled features, which is a natural and robust solution to the
binary classification on D. In fact, one can easily verify that the robustness of fg,,. is optimal up to a

constant factor, as the distance between distinct cluster centers is ©(V/d), i.e., | — p;|| = O(Vd),
for all i # j. However, as we show in our main result that gradient descent does not learn this
feature-decoupled network directly from D, and instead converges to a different solution that is

O(Vk) times less robust.

G.3 NON-ROBUST MULTI-CLASS NETWORK EXISTS

Similar to the feature-averaging binary-class network as that we mentioned in Definition 4.1, the
non-robust multi-class network also exists, which is shown as the following proposition.

Theorem G.4 (Restatement of Proposition 4.8). Consider the following multi-class network
Fjs: for all j € [k], the sub-network f; has only single neuron (h = 1) and is defined as
fi(x) = ReLU ((p; + D el i, @), where cluster j has binary label s € {£1}. With prob-
ability at least 1 — exp(—Q(log® d)) over S, we have that Lcg(0) < exp(—Q(d)) = o(1),
where @ denotes the weights of Fs. Moreover, Acch,,,( binaryy - > 1 — exp(—Q(log? d)),

) clean\" g
AccD st (F3 ™™ Q(\/d/)) < exp(—Q(log® ).

Proof of Theorem G.4. Consider data point (, y) that is randomly sampled from the data distribution
D. Without loss of generality, we assume that © = p;, + &, jo € J4. Reusing the argument of proof

of Property (3) and (4) in Proposition D.6. We know that, with probability at least 1 — 2kd~ "(#)/2,
for all j € J, we have
(15, €)| < A
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First, we prove the network has perfect clean accuracy when the above properties hold. Indeed, we
calculate the output value of each sub-network as follows.

fijo(x) = ReLU <p,j0 + Z ul,:c> > 2d — kKA.

leJy
For j € Js,j # Jjo.

fij(®) =ReLU <<u]~ + Z ul,w>> <d+ kA <2d— kA = fj(x).

leJs
Thus, we know that Fj(z) = jo with probability at least 1 — 2kd—m(4)/2,

Then, with probability at least 1 — exp(—Q(log® d)) over S sampled from D, for all i € I, we have
exp(fy, (2i))

e exp(fi(@i)

—log(1 — exp(—£(d)))

exp(—£(d)),

where the last inequality holds due to log(1 — z) > Q(z) for sufficiently small z. Therefore, we
derive that

—logpy, (x;) = —log 5

<
<

Lou(05) = - > logp (1) < exp(~0(d)) = o(1)

=1

Finally, we prove that the network has at most 2kd~(4)/2 robust test accuracy against perturbation

radius § = Q(+/d/k).

3(1
Consider perturbation p = (1+c) Souw— > .
k leJy leJ—

For any j € J,, we know that

<uj+ Zm,wp><w+ Z“l”‘fﬁ+5p>

ledy ledy

E 3(1+4c¢)d
<2 A - ————————
<2d+ (k+1) P

< 0.

For any j € J_, we know that

<Hj+ZMl7$—P>=<Hj+ZM,HjO+§—P>
leJ- =N
ko 3(1+e)d
>d+(k+1)A -
>d+(k+1) A

> 0.
This is to say forany j € J,

fi(® — p) = ReLU <l"j +> Hz,w—P> =0.

l€J+
Forany j € J_,

fi(® — p) = ReLU <;Lj + Z ul,w—p> > 0.

leJ_

Thus, we obtain that Acc2,  (Fp™;§) < exp(—Q(log? d))
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H ADDITIONAL REAL-WORLD EXPERIMENTS

H.1 EMPIRICAL VERIFICATION OF FEATURE LEARNING PROCESS

Beyond verifying the alignment between our theoretical findings and the results of numerical simu-
lation on the synthetic multi-cluster data setup, as described in Section 3, we also consider a more
realistic setting where the multi-cluster structure of data naturally occurs.

Transfer Learning Based on CLIP Model. Here, we focus on a transfer learning setting, under which
we utilize a pre-trained CLIP ViT-B-32 model (Radford et al., 2021) to obtain the image embedding
for the CIFAR-10 dataset. We found that the embeddings of CIFAR-10 images approximately satisfy
the multi-cluster structure, where the correlation between embeddings of images from the same
class is significantly higher than that between embeddings of images from different classes. See
experimental results in Figure 12, where we verify the orthogonality of the extracted features (i.e.,
image embeddings of CLIP model) by calculating the correlation between them.

Binary Classification on CIFAR. We create a 2-classification task from the CIFAR-10 dataset by
merging the first 5 classes into one class and the other 5 classes into the other class. We apply
two training strategies for training a two-layer neural network on this 2-classification task: one
is to train directly on the image embedding labeled for 2-classification, and the other is to first
train on the image embedding labeled for 10 classes and then convert it to 2-classification, where
the two-layer network is as described in our theory (we fixe second layer as diagonal form, i.e.,
fi(z) =+ Zf:l ReLU((wj -, z)),Vj € [2] or [10], and z denotes the image embedding). We set
the width of the first layer to be 1000 (h = 10) to ensure that the accuracy of the pre-trained model
was not compromised. For 10-classification, we use w; := + Z:f:l wj - as the equivalent weight of
f;. For the 500 positive weights and 500 negative weights in the binary classification network, we
equally divide them into 5 positive classes and 5 negative classes to ensure a fair comparison, between
the two figures which ensures that two models both have the same form F := (f1, fa, ..., fio) € R
and each sub-network f; corresponds to a weight vectors w;.

Experiment Results. See experiment results in Figure 13. Indeed, deep neural networks can be
viewed as consisting of two parts: a feature extractor that is a mapping from the input space to the
latent space, and a shallow classifier that predicts the classification results based on the extracted
features (in the latent space). Feature averaging means that the shallow classifier mixes extracted
features corresponding to different classes in the latent space. And our empirical results verify this.

H.2 INFINITY-NORM CASE

Here, we aim to verify whether the model trained with fine-grained supervision information (i.e.,
10-class labels) is more ¢.,-robust compared to the model trained with only binary (2-class) labels.

Experiment Settings. To ensure fairness in the comparison, we sum the logits corresponding to the
5 positive classes and subtracted the sum of the logits corresponding to the 5 negative classes from
the 10-class model’s output. This result is used as the binary classification output for the 10-class
model. The robust accuracy is measured by using the standard PGD attacks (Madry et al., 2018) with
different /., -pertubation radius. We run experiments in the following datasets:

Binary Classification on MNIST and CIFAR-10. To further verify our theory in deep neural
networks, on both MNIST and CIFAR-10 datasets, we train ResNet18 models from scratch with
normal 10-classification labels and 2-classification labels (MNIST: parity-classification; CIFAR-10:
binary-classification as that we mentioned in Section 5.1).

Experiment Results. The results are presented in Figure 14. With the perturbation radius increasing,
we can see that the models trained with 10-class labels have higher robust test accuracy than those
trained with 2-class labels in all datasets, which empirically shows that fine-grained supervision also
improves ¢, robustness.
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Figure 12: Verifying Orthogonal Condition: We plot the extracted feature correlation as a colormap,
where each pixel represents some cos(z;, z;) between two extracted features z;, z; of two data z;, «;
from CIFAR-10 training dataset (here, we sample 100 instances for each class).
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Figure 13: Illustration of feature averaging and feature decoupling on CIFAR-10 dataset. Figure
(a) corresponds to models trained using 2-class labels, and Figure (b) corresponds to models trained
using 10-class labels, respectively. Each element in the matrix, located at position (i, j), represents the
average cosine value of the angle between the feature vector p; of the ¢-th feature and the equivalent
weight vector w; of the f;(-).
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Figure 14: Verifying robustness improvement in /., case: We compare ¢, adversarial robustness
between model trained by 2-class labels (red line) and model trained by 10-class labels (blue line) on
MNIST (the left) and CIFAR-10 (the right).
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