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Abstract

According to the internationally recognized
PIRLS (Progress in International Reading Liter-
acy Study) assessment standards, reading com-
prehension questions should encompass all four
comprehension processes: retrieval, inferenc-
ing, integrating and evaluation. This paper
investigates whether Large Language Models
can produce high-quality questions for each of
these categories. Human assessment on a Chi-
nese dataset shows that GPT-40 can generate
usable and category-specific questions, ranging
from 74% to 90% accuracy depending on the
category.

1 Introduction

Given the importance of asking questions for ef-
fective learning (Dillon, 2006; Etemadzadeh et al.,
2013; Kurdi et al., 2020), there has been extensive
effort in developing automatic Question Generation
(QG) models to produce high-quality questions for
reading materials in educational systems (Heilman
and Smith, 2010; Lindberg et al., 2013). Through
automatic creation of pedagogical and assessment
material, QG benefits teachers by reducing their
workload. It also levels the playing field for stu-
dents, providing them with instant and free access
to questions for review and practice.

According to PIRLS (Progress in International
Reading Literacy Study), reading requires four
comprehension processes: retrieval, inferencing, in-
tegrating and evaluation (Mullis and Martin, 2019)
(Table 1). A balanced set of questions, involving all
four processes, is therefore needed to assess read-
ing comprehension. However, existing QG bench-
marks such as SQuAD (Rajpurkar et al., 2016)
mostly focus on factoid short-answer questions.

This paper investigates question generation of
the four PIRLS categories with Large Language
Models (LLMs) using zero-shot, few-shot and fine-
tuning approaches. Our contribution is two-fold. In

Process Description

Retrieval Focus on and Retrieve Explicitly
Stated Information

Inferencing | Make Straightforward Inferences

Integrating | Interpret and Integrate Ideas and
Information

Evaluation | Evaluate and Critique Content
and Textual Elements

Table 1: Comprehension processes in reading according
to PIRLS (Mullis and Martin, 2019)

this first attempt of QG based on PIRLS, an inter-
nationally recognized standard for reading compre-
hension assessment, we show that GPT-40 can gen-
erate high-quality questions with category-specific
prompts. Second, we contribute a dataset of Chi-
nese passages and questions, annotated with PIRLS
categories, that may serve as a benchmark for fu-
ture research.

2 Previous work

Early QG approaches mostly relied on heuris-
tics, linguistic templates and rules (Labutov et al.,
2015; Mostow et al., 2016). With the avail-
ability of large-scale datasets, QG began to be
formulated as a sequence-to-sequence generation
task. An encoder-decoder architecture with a
global attention mechanism was found to be ef-
fective (Du et al., 2017; Kim et al., 2019), but
can be further improved with transformer-based
approaches (Scialom et al., 2019), and fully fine-
tuned language models (LM) (Xiao et al., 2021).
Answer-agnostic QG can be performed via joint
Question and Answer Generation (QAG) (Lewis
et al., 2021). A QAG model based on fine-tuning
encoder-decoder LMs produces high-quality ques-
tions (Ushio et al., 2022), but has not been eval-
uated in terms of question type. The most recent
research has adopted LLMs. On a textbook dataset,



Excerpt of input passage (in Chinese):

RFAFAER ROMAHEELSIZ A B, EEASREEMIA . BRILLISL, Bl aaekiik
FAEABN R+ LW | HSERBHAFRE H 8 & A RRkE, ERIERAE R, B ERmAY) R
Pt 25, TERORPHNE - SRFARBEE S BN, MESHB NETLE, THA&RER, ..
Even though the Sun is 150 million kilometers away from Earth, it provides light and heat. Besides,
it also gives a surprising ‘gift’ to Earth! There are frequent explosions on the surface of the Sun ...
forming solar storms. When a solar storm passes by the Earth, it not only destroys satellites and

interfere with wireless communication, ...

Type Example Question

Retrieval: KNIHAIHER BRAME—{Z AT o B, HEHSREf 42

word-match | Even though the Sun is 150 million kilometers away from Earth, What does it provide?
Retrieval: VEREIKHMMERZ BREEEEZ D?

paraphrase | What is the distance between the sun and the Earth, as mentioned in the passage?
Inferenc- | ARIEILE, KIFREKEE R RRBH MR 2 0F o BRaE AR L Rom 2

ing How is the Earth affected by the solar storms caused by explosions on the Sun?
Integrat- WEPRIIHE L ERIESHRA 4 THL1] ?

ing According to the passage, what ‘gift’ is brought by the frequent explosions at the Sun?
Evaluat- TEE VT RBHR ARG MRS T 2 L E A B b

ion What does the author think are the Sun’s positive and negative impact on the Earth?

Table 2: Example input passage and output questions of each PIRLS question type (Section 4)

few-shot prompting with GPT-3 was able to gen-
erate human-like questions ready for classroom
use (Wang et al., 2022). A fine-tuned version of
ChatGPT was able to generate questions that are
competitive with human ones in terms of readabil-
ity, correctness, coherence and engagement (Xiao
et al., 2023).

The research most closely to ours was reported
by Elkins et al. (2024). GPT-3.5 was prompted to
generate six kinds of questions based on Bloom’s
taxonomy (Krathwohl, 2002). In an evaluation us-
ing Wikipedia passages on biology and machine
learning, the generated questions were shown to
be highly semantically relevant, fluent, and answer-
able. For questions generated with InstructGPT
reported by Elkins et al. (2023), the accuracy in
question category varies from only 36.1%-40.0%
for the ‘creating’ category, but higher for the more
objective categories such as 83.3% to 91.7% for the
‘remembering’ category. Our study uses PIRLS, a
framework that focuses more specifically on grade-
school reading comprehension than Bloom’s. Fur-
ther, we reported the effect of fine-tuning LLMs
and contribute a dataset in Chinese, which has more
limited resources for QG.

3 Dataset

Existing reading comprehension datasets in Chi-
nese, such as the Delta Reading Comprehension

Dataset! and DuReader?, are primarily drawn from
newspapers, Wikipedia and user logs. Further,
the questions are not annotated with their cate-
gories. We therefore constructed new datasets’
using Chinese-language pedagogical materials:

Training set The fine-tuning data consists of 804
manually composed questions about 72 pas-
sages taken from published Chinese story
books. There are 201 questions at each PIRLS
category.* The average passage length is
1,131 Chinese characters.

Test set The test set consists of 50 passages from
a public reading comprehension assessment”,
with 25 passages from Grade 3 and 25 from
Grade 6. The average passage length is 648
Chinese characters.

4 Annotation Scheme

According to the International Association for the
Evaluation of Educational Achievement, a reading

"https://github.com/DRCKnowledge Team/DRCD

Zhttps://github.com/baidu/DuReader

3The test set will be made available at http://anonymous.
Due to copyright issues, the training set will be made available
for research purposes upon contact with the last author.

#181 questions were used for training and 20 for validation.

SDownloaded from the website of the Territory-wide Sys-
tem Assessment (TSA) https://www.bca.hkeaa.edu.hk/
web/TSA/en/\PriPaperSchema.html.


https://www.bca.hkeaa.edu.hk/web/TSA/en/\PriPaperSchema.html
https://www.bca.hkeaa.edu.hk/web/TSA/en/\PriPaperSchema.html

comprehension question should address the follow-
ing comprehension processes, as defined in the
PIRLS standards (Table 1):

Retrieval The answer is explicitly given in a text
span in the passage.

Inferencing Answering the question requires in-
ferences about ideas or information that is not
explicitly stated.

Integrating Answering the question “requires
comprehension of the entire text, or at least
significant portions of it.” (Mullis and Martin,
2019)

Evaluation The answer “involves a judgement
about some aspect of the text”, and is not nec-
essarily found in the passage.

Example questions can be found in Table 2.

5 Approach

The input is a Chinese text, without any specified
answer span. We used two LLMs — GPT-40’ and
LLaMa-3 (Cui and Yao, 2024)® to generate ques-
tions” for the text, using the following prompts:

Zero-shot As shown in Table 6, for each of the
four PIRLS category, a different prompt de-
scribing the requirements of the category is
used.'?

Generic This is the same as the zero-shot ap-
proach, except that the prompt does not spec-
ify the question category:

FEIAFTRMAISCE - sERIE—(A
5 > WAL ERE S -
WE:<input>

[Translation: “Based on the given passage,
create a short-answer question and provide a
corresponding answer. Passage: <input>]

Few-shot The PIRLS category-specific prompt
used in zero-shot above is accompanied with

5The Chinese passage is taken from a Chinese-language
public examinations at https://www.hkeaa.edu.hk/en/sa_tsa/

"https://openai.com/index/hello-gpt-4o/

8Chinese 8B  Instruct-vl, downloaded
https://huggingface.co/hfl/llama-3-chinese-8b-instruct

max_tokens=200; temperature=0.6; top_p=0.9

1%In all experiments, if multiple questions were generated,
only the first one was kept. Regardless of whether the question
was without an answer or invalid, we kept the output, and none
of the questions were regenerated.

from

Model Unus- Usable
able | minor wo/
rev. rev.
Llama-3 (generic) 4% 24% 72%
Llama-3 (zero-shot) 4% 17.5% | 78.5%
Llama-3 (few-shot) 14% 15% 71%
Llama-3 (fine-tuned) | 15% | 26.5% | 58.5%
GPT-40 (generic) 2% 10% 88%
GPT-40 (zero-shot) 0% 4% 96 %

Table 3: Evaluation results on usability using the scale
defined in Section 6

an input passage and N sample questions,
according to the template in Table 8 (Ap-
pendix B). We set V = 5, with a sample pas-
sage and five questions taken from the training
set.

Fine-tuned We fine-tuned LLaMa-3, an open-
source LLM, with the PIRLS -category-
specific prompts Table 6 on the training set
(Section 3).!!

For each passage in the test set, a question was
generated from each prompt type described above.

6 Evaluation set-up

Four assessors, all native Chinese speakers with a
bachelor’s degree, annotated each generated ques-
tion on its usability and PIRLS category. The or-
der of the questions was randomized to avoid bias.
Each question was independently evaluated by two
of the assessors. In case of disagreement, a PIRLS
expert with a Master’s degree in Education, adjudi-
cated the decision.

First, the assessors rated the quality of the ques-
tion on the following three-point scale:

Usable without revision The question can be
used as is: it is grammatical, fluent, and rele-
vant for the input passage.

Usable with minor revision The question is rele-
vant for the input passage, but requires im-
provement in its linguistic quality, e.g., correc-
tion of grammatical errors, better vocabulary
choice or phrasing.

""The fine-tuning was performed for 1 epoch using the fol-
lowing hyperparameters: learning rate=1e-4; lora_rank=64;
lora_alpha=128; lora_dropout=0.05; batch_size = 1; gradi-
ent_accumulation_steps=8; max_seq_length=3303. On an
A100 GPU, the training took 4 minutes and 34 seconds.



Model PIRLS category Average
Retrieval | Inferencing | Integrating | Evaluation

Llama-3 (generic) 56% 32% 8% 0% 24%
Llama-3 (zero-shot) T8% 40% 22% 20% 40%
Llama-3 (few-shot) 82% 26% 10% 4% 30.5%
Llama-3 (fine-tuned) 68% 42% 10% 34% 38.5%
GPT-40 (generic) 54% 32% 12% 0% 24.5%
GPT-40 (zero-shot) 86% 74 % 78 % 90 % 82%

Table 4: Accuracy in question category

Category | Retrieval Infer. Integr. Eval.
Retrieval 43 6 1 0
Infer. 8 37 3 2
Integr. 0 3 39 8
Eval. 0 0 5 45

Table 5: Confusion matrix of the PIRLS category of the
questions generated by GPT-40 (zero-shot)

Unusable The question is irrelevant for the pas-
sage, or cannot be understood.

Second, the usable questions (either without re-
vision or with minor revision) were classified in
terms of PIRLS question type (Section

7 Results
7.1 Question Usability

The four assessors agreed on 90% of questions on
the usable vs. unusable classification, leading to
a 0.499 Kappa score, a “moderate” level of agree-
ment (Landis and Koch, 1977).

Among questions generated by Llama-3 with the
generic prompt, 72% were usable without revision.
The use of category-specific prompts, which supply
more detailed instructions, increased the proportion
of directly usable questions to 78.5%. Providing ex-
amples through few-shot and fine-tuning resulted in
more unusable questions. Anecdotal examination
suggests that the model was led to overly prefer the
wording in the given samples, even if it results in
unnatural questions.

On GPT-40, the category-specific prompts also
led to gains in usability over the generic one. Over-
all, GPT-4o attained substantially superior perfor-
mance, with a vast majority of the generated ques-
tions (96%) annotated as directly usable.

7.2 Question category

Excluding the unusable questions, the assessors
agreed on 55.17% of the generated questions on

the 4-way classification of PIRLS category. This
yielded a 0.494 weighted kappa score, a “moderate”
level of agreement (Landis and Koch, 1977).

The generic prompt produced mostly ‘retrieval’
questions on both Llama-3 (56%) and GPT-4o0
(54%). It would be highly inefficient, however,
for users looking for ‘Inferencing’ and ‘Integrat-
ing’ questions. The category-specific (zero-shot)
prompts improved the accuracy across all cate-
gories raising the average accuracy to 40% for
Llama-3 and 82% for GPT-40. This result sug-
gests that both models were able to understood the
instructions in the prompt.

On Llama-3, the few-shot approach improved
the generation of ‘retrieval’ questions to 82%. The
five samples, however, may not have been suffi-
cient for the higher-order categories, resulting in
lower accuracy. The larger quantity of training data
likely enabled the fine-tuned model to perform bet-
ter at two of the higher-order categories, namely
‘Inferencing’ and ‘Evaluation’. The overall accu-
racy, however, was still offset by the other two
categories.

The GPT-40 zero-shot approach offers the best
performance in all categories, with an average of
82% accuracy. As shown in the confusion matrix
(Table 5), most errors were within one category
above or below the target in the PIRLS scale.

8 Conclusion

In assessing reading comprehension, it is impor-
tant to use questions that target various comprehen-
sion processes.This paper has presented the first
study on automatic question generation for read-
ing comprehension based on the four categories in
the PIRLS framework. Experiments on Chinese
passages show that zero-shot GPT-40 can produce
questions belonging to the target category at 74%
to 90% accuracy, outperforming both the zero-shot
and fine-tuned LLaMA-3 model.



9 Limitations and Ethics Consideration

The evaluation has focused on the quality of the
questions, but cannot show their pedagogical im-
pact on the students. At the time of system de-
ployment, users should be clearly informed that
the automatically generated questions should be
viewed only as a first draft, to minimize the risk
that the teacher may fail to edit an unusable ques-
tion and pass it to students.

The experimental and evaluation protocol was
approved by the (Anonymous Grant) administered
by the Department of Education, (Anonymous
Country).
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A Appendix: Instruction to Human
Assessors

The human assessors gave consent to the data col-
lection and were informed that the results would
remain anonymous. They were shown the follow-
ing instructions:

<passage>

<question>

1. Is the question understandable and relevant
for the passage?

2. Does the language quality of the question need
to be improved?

3. If the answer to #1 is “Yes”, choose one of the
categories for the question:

* Retrieval (Focus on and Retrieve Explic-
itly Stated Information)

* Inferencing (Make Straightforward Infer-
ences)

* Integrating (Interpret and Integrate Ideas
and Information)

 Evaluation (Evaluate and Critique Con-
tent Textual Elements)

B Appendix: Few-shot prompt template

The few-shot template is shown in Table 8.



Type

Prompt (in Chinese)

System prompt

R — {8 BE S %) e R PR P L A ol » R AR TR AR RE A AR B A BESR K
BRI

Retrieval questions
(PIRLS level 1)

PR SR - SEANE— (B FYPIRLS % — XU & - i3k
B A E S oG8 (e B M R SUR R IR (E S, >
s B AT R B A T o U R R SR8 A G A RN [ SO o A e S 2
HEE - FEFRIER ~ AR REOET BT -

W E:{input passage}

Inferencing questions
(PIRLS level 2)

E P FTHR MR SCEE > FFAIE— (B FAPIRLSSE — 8 KO & - 52
DL ERYE 52 o 38 (I 8 B Sy =5 AR A SO Pl AT B R >
HEARE AR F BRI - Bl e T BB T MR ME - EHEMERE
TS BT B PR o (BT B AR R SR B R B TR R A AR (L T AT
SUASTRUE S H AOASR o

W E:{input passage}

Integrating questions
(PIRLS level 3)

E P FTHR MR SCE > FF AIME — (B FAPIRLS S = & RO & - 38
P IE R E 2 o 3 {1 0 R B 1 i 85 A AR R AR M B & SUR AN R A 15
B Mgl EEAT R LR A R o B E BE  a w E
M EEAAE SRR AR 45 6 E S WA BRI TR - I
B RRIEMER o

T E:{input passage}

Evaluation questions
(PIRLS level 4)

FPA IR R SCE o G AR — (B FYPIRLS 26 VU Jg v i il 2 7 - 3R
DT ERYE 5 o 38 {78 I8 =5 28 AR U A PR B SR 3l SOR A 2
ARSI TTE R AT EE R AR R o 3 SH I R R A JE R R
A o RS AP R A SORRI N ~ 5 AISUAR T » Wit
(BME ~ IR 52 VR A E - B I I An R i B A B R (i &
AT S o

W E:{input passage}

Table 6: LLM prompts for generating questions for each PIRLS category




Type

Prompt (in English)

System prompt

You are a capable reading comprehension question generator, always following
the given instructions and requirements to generate questions.

Retrieval questions
(PIRLS level 1)

Based on the article provided, please create a short answer question belonging
to PIRLS level 1 and provide the corresponding answer. This question should
focus on retrieving information explicitly stated in the text, i.e. an information
retrieval type question. This kind of question requires candidates to identify
and recall information explicitly mentioned in the text, such as the sequence
of events, character traits, or making comparisons.

article: {input passage}

Inferencing questions
(PIRLS level 2)

Based on the article provided, please create a short answer question belonging
to PIRLS level 2 and provide the corresponding answer. This question should
encourage candidates to make straightforward inferences from the article,
moving further beyond information retrieval, i.e. a question requiring simple
inferences. This type of question requires candidates to make straightforward
inferences, such as understanding cause and effect relationships or inferring
consequences that are not explicitly stated but can be logically deduced from
the text.

article: {input passage}

Integrating questions
(PIRLS level 3)

Based on the article provided, please create a short answer question belonging
to the PIRLS level 3 and provide the corresponding answer. This question
should prompt the candidate to interpret ideas and integrate information from
different parts of the text, i.e. a question that requires interpretation and
integration. This type of question requires candidates to have a comprehensive
understanding and be able to integrate information from different parts of the
text, such as explaining a character’s feelings and actions, and integrating
ideas and information across the text.

article: {input passage }

Evaluation questions
(PIRLS level 4)

Based on the article provided, please create a short answer question belonging
to PIRLS level 4 and provide the corresponding answer. This question should
require candidates to critically examine and evaluate the text content, language,
and textual elements, i.e. an evaluative question. This type of question is
the highest-level question that challenges candidates to critically evaluate a
text content, language, and textual elements, such as making judgments about
value, desirability, and acceptability or considering how they would react if
they were in a character’s position.

article: {input passage}

Table 7: LLM prompts for generating questions for each PIRLS category (translated)




{category-specific prompt}

51 S F RO B AN G 1) R G 275 #091 2R A1V E R ) { #4971 U : {example passage}
PIRLS % {required level } J& /X & 71 [ /@ 1: {example question-answer pair 1}

PIRLS®E {required level } & X #if7 {78 5: {example question-answer pair 5} }

L E: {input passage}

Table 8: Prompt template for few-shot question genera-

tion
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