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ABSTRACT

The recently proposed FixMatch and FlexMatch have achieved remarkable results
in the field of semi-supervised learning. But these two methods go to two ex-
tremes as FixMatch and FlexMatch use a pre-defined constant threshold for all
classes and an adaptive threshold for each category, respectively. By only inves-
tigating consistency regularization, they also suffer from unstable results and in-
discriminative feature representation, especially under the situation of few labeled
samples. In this paper, we propose a novel DualMatch method, which can learn
an adaptive threshold for all classes to perform instance-level prediction matching
as well as discriminative features by graph matching based contrastive learning.
We first present a memory-bank based near-global threshold learning strategy to
select highly-confident samples. In the meantime, we make full use of the struc-
tured information in the hierarchical labels to learn an accurate affinity graph for
contrastive learning. DualMatch achieves very stable and superior results on sev-
eral commonly-used benchmarks. For example, DualMatch achieves 8.44% and
9.02% error rate reduction over FlexMatch on CIFAR-100 under WRN-28-2 with
only 4 and 25 labeled samples per class, respectively.

1 INTRODUCTION

Deep learning achieves great success in the past decade based on the large-scale labeled datasets.
However, it is generally hard to collect and expensive to manually annotate such kind of large dataset
in practice, which limits its application. Semi-supervised learning (SSL) attracts much attention
recently, since it can make full use of a few labeled and massive unlabeled data to facilitate the
classification.

For the task of SSL |Chapelle et al. (2006); (Grandvalet & Bengio| (2004); [Rasmus et al.| (2015));
Sajjadi et al.| (2016), various methods have been proposed and promising results have been achieved.
Consistency regularization [Zhou et al|(2020) is one of the most influential techniques in this area.
For example, pseudo-ensemble Bachman et al.|(2014) and temporal ensembling|Laine & Aila/(2017)
investigate the instance-level robustness before and after perturbation. Mean teacher [Tarvainen &
Valpolal (2017) introduces the teacher-student framework and studies the model-level consistency.
SNTG Luo et al.|(2018]) further constructs the similarity graph over the teacher model to guide the
student learning. However, the supervised signal generated by only this strategy is insufficient for
more challenging tasks.

Recently, by combining pseudo-labeling and consistency between weak and strong data augmenta-
tions, FixMatch Sohn et al.| (2020) achieves significant improvement. But it relies on a high fixed
threshold for all classes, and only a few unlabeled samples whose prediction probability is above the
threshold are selected for training, resulting in undesirable efficiency and convergence. Towards this
issue, FlexMatch [Zhang et al.| (2021)) proposes a curriculum learning [Bengio et al.|(2009) strategy
to learn adjustable class-specific threshold, which can well improve the results and efficiency. But it
still suffers from the following limitations: (1) The results of both FixMatch and FlexMatch are un-
stable and of large variances, which is shown in Figure [I[(a), especially when there are only a small
amount of labeled samples; (2) Only instance-level consistency is investigated, which neglects the
inter-class relationship and may make the learned feature indiscriminative.



Under review as a conference paper at ICLR 2023

All Train Sample

0.8 [ (order by pseudo label confidence) orchid ——
CIFAR100@4(WRN288) Poppy —
1.00 ;
07 0.95  FixMatch: TOSe ——1 fish
. 0.75 Fixed Threshold sunflower ——|
06 z
g L £ 0.50 tulip—
] 2 CIFAR-100
05 1 “0.25 baby —
boy —
o 0.00 P — girl ———— people
man —|
FixMatch FlexMatch Ours leads to adaptive threshold
(a) Results on CIFAR-100 (b) Different threshold learning strategy (c) Hierarchical label structure

Figure 1: Motivation of our method. (a) The results of FixMatch and FlexMatch are unstable and
of large variances, while our method can handle this issue. (b) FixMatch sets fixed threshold, while
our method sets dynamic proportions in different epoch, leading to adaptive threshold. (c) Many
datasets have hierarchical label structure, and we aim to take advantage of this to promote the SSL.

To address the above issues, we propose a novel DualMatch method based on hierarchical label and
contrastive learning, which takes both the instance-level prediction matching and graph-level simi-
larity matching into account. Specifically, we first present a memory-bank based adaptive threshold
learning strategy, where we only need one parameter to compute the near-global threshold for all cat-
egories. We compare this strategy with FixMatch in Figure[I|(b). Then this adaptive threshold is used
for instance-level prediction matching under the similar FixMatch paradigm. More importantly, we
further propose a hierarchical label guided graph matching module for contrastive feature learning,
where the key lies in the construction of an accurate affinity graph. As shown in Figure [T{c), we
notice that categories in many datasets as well as real-world applications have a hierarchical struc-
ture, which is neglected by existing methods for semi-supervised learning. We aim to make use of
the coarse-grained labels to guide the general classification, which can also provide extra supervi-
sion signals especially under the situation of limited labeled samples. For implementation, we first
add another head for the coarse-grained classification. Then each affinity graph is constructed by
the fine-grained and coarse-grained classification branches. Together with the near-global threshold,
we can get the precise affinity relationship after graph matching, which is then used for contrastive
learning. We also conduct extensive experiments on several commonly-used datasets to verify the
effectiveness of the proposed method as well as each module.

Our main contributions can be summarized as follows:

* We propose a novel DualMatch method, which contains instance-level and graph-level
matching for assignment and feature learning, respectively. To the best of our knowledge,
this is the first study that makes full use of the structured information in hierarchical labels
to promote semi-supervised learning.

* We come up with a memory-bank based highly-confident sample selection strategy, which
can generate better threshold for prediction-level matching, lead to more robust results, and
accelerate the training process.

* Benefit from the graph matching guided by the hierarchical label, our method can construct
a more accurate affinity graph for the proposed contrastive learning module, leading to
more discriminative feature representation.

* We conduct extensive experiments on four benchmark datasets under different backbones,
and the proposed DualMatch outperforms these state-of-the-art methods.

2 RELATED WORK

Semi-supervised learning (SSL) |Assran et al. (2021)); |Cai et al.| (2021)) is a classic and important
research area in the machine learning community since it only needs a few labeled samples. Along
with the success of deep learning, SSL achieves significant improvement recently. We briefly review
some highly-related deep learning based SSL methods in this section.

Pseudo-label [Lee et al.| (2013); Taherkhani et al.| (2021)); Hu et al.| (2021)); [Nassar et al.| (2021) and
consistency regularization are two effective strategies in SSL. Pseudo-label [Lee et al.| (2013) picks
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up the class which has the maximum predicted probability as true labels for supervised learning,
which has the equivalent effect to entropy regularization. Consistency regularization assumes that
under small perturbations, the results should be consistent and robust, which can be further divided
into instance-level, model-level, and graph-level [Iscen et al.| (2019); [Li et al.| (2021)) consistency.
Temporal ensembling [Laine & Ailal (2017), VAT [Miyato et al.| (2018]), UDA Xie et al.[(2020), and
MixMatch Berthelot et al.| (2019; |2020) well investigate the influence of data augmentation and
image fusion. Pseudo-ensemble Bachman et al.| (2014) and mean teacher Tarvainen & Valpola
(2017) study the effect of dropout and teacher-student framework, respectively. SNTG |Luo et al.
(2018) further constructs the similarity graph over teacher model to guide the student learning.

By combining the pseudo-label and consistency regularization, FixMatch [Sohn et al.| (2020) simpli-
fies the SSL by introducing a new paradigm, where it adopts the highly-confident pseudo label of
weak augmentation sample to guide the training of the corresponding sample after strong augmen-
tation. Most lateral methods also follow this setting since it achieves state-of-the-art performance.
CoMatch|Li et al.[(2021)) further incorporates the graph based contrastive learning. FlexMatch|Zhang
et al.| (2021) proposes a curriculum learning strategy to learn adaptive threshold for each category,
which can well accelerate the convergence.

Our method also follows FixMatch, one of the main differences lies in the threshold learning. Be-
sides, while existing methods mainly focus on consistency regularization, we incorporate the hierar-
chical label guided contrastive learning into the SSL to learn discriminative feature representation.
Though CoMatch also combines with graph contrastive learning, it is very sensitive to the hyper-
parameters, and how to use the graph information is also very different in our method. CoMatch
assigns a consistency regularization on two graphs generated by weak and strong augmentations,
while our method learns a more accurate graph for contrastive learning based on the matching be-
tween coarse-grained and fine-grained classification results. Compared with CoMatch, our method
is more stable and achieves much better results.

3 DUALMATCH

3.1 PRELIMINARY

Given a batch of B labeled samples X = {(z3,5)}£., and B unlabeled samples U = {u,}*7,,
where y denotes the one-hot label and p is a parameter that controls the relative sizes of U/ and X,
the general deep learning based SSL method aims to learn a encoder f(-) and a classification head
h(-) for discriminative feature representation and good performance. For this task, FixMatch first
introduces the random strong augmentation .A(-) and weak augmentation «(-), and then investigates
their prediction-level consistency based on the pseudo-label learned by a high fixed threshold 7.
Denote p(y|z) as the predicted class probability and H (p, q) as the cross-entropy loss between two
probability distributions p and g. Then the objective function of FixMatch can be formulated as:

1& 1 XB
01?1911 Lot My = 5 Z H(y,p(yla(xp))) + )\MT? Z I(max(gp) > 7)H (Gb, p(y|A(us))), (1)
wh b=1 b=1

where 6 denotes the learnable parameters, ¢, = p(y|a(up)) represents the predicted class prob-
ability for the weakly augmented unlabeled sample, §,= argmax(qg) is its pseudo-label, A is a
hyperparameter to balance the contribution of two items, £, and £, denote the losses for labeled
and unlabeled samples, respectively.

Due to the fixed high threshold, only a few unlabeled data join the training with higher prediction
confidence than the threshold, therefore FixMatch suffers from long training time. FlexMatch further
proposes a curriculum pseudo labeling strategy to assign a specific threshold for each category.

Most existing SSL methods mainly focus on the above consistency regularization to make positive
samples closer, and neglect the discriminative feature learning to push negative samples apart. Con-
trastive learning is a good choice to handle the above issue, which attracts much attention in the field
of self-supervised learning. The basic contrastive loss for the sample u; can be formulated as:

liimclr - IOg exp(f(a(ub)) ) f(a(ub))/t) 7
B yexp(f(alu)) - flalu;))/t)

2
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Figure 2: Framework of our DualMatch. (Left) Besides the general classification head h ¢ (-) in Fix-
Match, we add a coarse-grained classification head h.(-) and a projection head g(-). We utilize the
hierarchical label information, performing graph matching between fine-grained and coarse-grained
pseudo label graphs to guide contrastive feature learning. (Right) A memory-back based strategy is
proposed to learn adaptive near-global threshold to guide instance-level prediction matching.

where ¢ denotes a temperature parameter. We can see that general contrastive learning treats all
others in the batch as negative samples, which contains much noisy correspondence. Different from
self-supervised learning, we have a few labeled samples in SSL. How to appropriately combine
contrastive learning with SSL remains an open problem. And the key lies in how to learn an accurate
graph. We follow the general pipeline of FixMatch, and propose strategies in the following to handle
the above issues of threshold and accurate graph learning.

3.2 OVERVIEW OF DUALMATCH

The framework of our proposed DualMatch is shown in Figure 2] Based on the feature encoder
f (), different from general SSL methods that only have one classification head, DualMatch jointly
learns the fine-grained classification head h s (-), the coarse-grained classification head h.(-), and the
projection head g(+) for contrastive feature representation.

In practice, categories have a hierarchical structure, which is often neglected by existing methods.
But it contains extra supervision signals for network training. So we add an extra coarse-grained
classification head h.(-) first. For each classification head, we learn an adaptive near-global thresh-
old, denoted as 7. and 7, to select highly-confident samples for consistent pseudo-label learning,
which will be introduced in Section Then we define the unsupervised classification losses, Ci
and LS, for these two fine-grained and coarse-grained heads as follows:

nB

c£+£z=/%BZ (2max(a)) > 77 H (af  p(y” | A(us))) + Lmax(gF) > 7o) H (d5. Py  A(us)))

b=1
3)
where q,{ = hs(f(a(up))) and ¢ qb denote the predicted class probability and its pseudo-label for the
fine-grained classification head, respectively, which is also the similar to ¢; and ;.

Based on the predicted probability of these two classification heads, we can generate an affinity
graph for each branch. Then we perform graph matching to acquire an accurate graph for contrastive
learning. We define the contrastive loss as £ and impose it on the projection head g(-) to learn
discriminative features. Details will be introduced in Section[3.4l

The overall training objective of DualMatch can be formulated as:

min L =L, + L+ L8+ £ (4)
05:09,0nc:0n;

We simply fix all the weights before each loss term as 1 since our method is robust and insensitive
to these parameters.
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3.3 MEMORY-BANK BASED NEAR-GLOBAL THRESHOLD LEARNING

In FixMatch and related SSL methods, the threshold plays an important role in selecting highly-
confident samples to construct pseudo-label for consistency learning. FixMatch manually set a fixed
high threshold for all classes without learning, leading to undesirable training efficiency. FlexMatch
learns class-specific thresholds based on curriculum learning. But results of these two methods are
relatively unstable, especially when the labeled samples are limited.

Inspired by MoCo [He et al.| (2020), we propose a memory-bank based strategy to learn a near-
global threshold for all classes, which can well handle the above issue of FixMatch and FlexMatch.
Specifically, for each sample u;, take the fine-grained classification head for example, we compute
its maximum predicted probability by zj,{ = maxgq, = maxhy(f(a(up))). Then we construct
a memory-bank to save the maximum probability of the previous N weakly augmented samples as
Q{w 5= [q~{ , (j{ AR (jj{,] where N is much larger than the mini-batch size. At each epoch, we hope
that a certain percentage K % of the samples are chosen for pseudo-label learning. For example, at
the early stage of the training, K% should be small to ensure that the selected samples are of high
confidence to guide the network training. In contrast, at the end of the training, /% should be large
enough to guarantee that most samples can join the training. In this case, we gradually increase
K% as the training progresses. There is a negative correlation between K % and 77, which can be
formulated based on the memory-bank by:

Qs > 4l/N = K%, 5)
where |Q}Cu p > Tr| denotes the number of samples in the memory-bank that have a larger prediction

probability than 7;. 7 can be easily computed by the function 7y = percentile(Q{VI g, K) for each
batch, which is equivalent to select the N x K %-th value after the descend sorting. Then we can
get 7. for the coarse-grained classification head in the same way, after which the classification loss
can be computed according to Eq. (3).

Based on only one dynamically changed parameter K, the thresholds 7, and 7. for all classes can be
learned adaptively. The memory-bank mechanism can help the model acquire a good approximation
of the global threshold for all samples with neglectable computational cost.

Note that the number of highly-confident samples that join the training matters, especially in the
SSL settings. For two independent experiments, the dynamic proportion strategy in our DualMatch
can select the same number of samples for training in different epochs. However, the fixed threshold
in FixMatch or adaptive threshold in FlexMatch cannot guarantee this since their prediction is highly
related to the random initialized network parameters. Besides, FixMatch and FlexMatch are more
sensitive to manually set threshold than our DualMatch. For example, the simple threshold warm-
up strategy in FlexMatch can lead to more than 1% difference in the results on CIFAR100. The
fixed threshold in FixMatch can cause more than 2% difference on CIFAR10. As a comparison, our
method is insensitive to parameters, which will be verified in experiments. In this case, our threshold
learning strategy can lead to more stable results.

3.4 HIERARCHICAL LABEL BASED GRAPH MATCHING FOR CONTRASTIVE LEARNING

Consistency learning can only lead to instance-level correspondence in the feature space, which ne-
glects the inter-class relationship learning and makes the representation not discriminative enough.
In this situation, samples that belong to the same category might be of large variance and the mar-
gin between categories is not clear. Therefore, we propose a contrastive learning loss for SSL by
leveraging pseudo-label information. According to the supervised contrastive learning [Khosla et al.
(2020), the way to incorporate label information matters, and it is very important to construct a
precise graph to guide the contrastive learning based on the pseudo-labels.

For each sample wu;, given its fine-grained classification pseudo-label (jg , we construct the fine-
grained affinity graph W/ € R#BX1EB py:

1 ifgl =qf
wi = b Jo 6
bj {O otherwise, ©

where the edge between two samples equals to 1 only when they share the same fine-grained pseudo-
label, which also denotes that they are positive pairs. Note that we do not assign any constraint on
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Algorithm 1 Training algorithm for DualMatch.

I: Input: X = {(xp, Ym) :me (1,...,M)}, U={w :1€(1,...,L)} M labeled data and L
unlabeled data.

2: while not reach the maximum iteration do
3: forbe{l,...,B}do
4 Compute prediction g}, = hy(f(a(xp))), gz, = he(f(a(x))) for each labeled sample.
5.  end for
6: forbe{l,...,uB}do
7 Compute the maximum probability d,{ = maxhs(f(a(up))), and ¢ =
max h(f(a(up))). '
8: Update the memory-bank Q{w 5-@%5 by (jl{ , G-
9: Update K according to the current number of epochs.
10: Compute 75 = percentile(Qg\c/IB, K) and 7. = percentile(Q$, 5, K).
11: for j € {1,...,uB} do
12: Calculate Wg;, Wbcj, and W, according to Eqs. (@) and .
13: end for
14:  end for

15 Compute Lf, LI, L, LS via Egs. , , and .

16:  Update parameters 6y, 0y, 0p,., 05, by optimizing Eq. (4) based on SGD.
17: end while

18: Return: A deep SSL model with desirable parameters.

the pseudo-label during the above graph construction, so its accuracy could be improved. We further
turn to the hierarchical label for help and propose a graph matching strategy.

For the hierarchical labels, it can not only provide extra supervision information, but can also correct
the affinity graph. Similar to Eq. (6), we can construct the coarse-grained affinity graph W¢. For
each coarse-grained category, it contains several fine-grained classes. In this case, if two samples
belong to the same fine-grained class, then they should have the same coarse-grained pseudo-label.
However, this relationship is not always satisfied by the model, especially at the early training stage.
So we can take advantage of TW¢ to correct W/, and we name this process as graph matching, which
can be formulated as:

: f_ c _
W, = {1 if W) = Land Wy = 1, -
0 otherwise.
Give the precise graph W, two samples are positive pair only if W;; = 1, otherwise they are

negative pairs. Contrastive learning (Caron et al.| (2020); [Liu et al| (2021); He et al| (2020) aims
to minimize the distance between positive pairs and maximize the distance between negative pairs.
Denote z, = g(f(A(up))) and 2z = g(f(A'(up))) as the output features after projection head g(-)
for sample wu; under two different strong augmentations. The graph matching based contrastive
learning loss can be written as:

fol Whj exp((zp - 25)/1)

L’C”——1§< L log ) (8)
Y B\ W TP (1 - W) explay - ) /) )

where we also investigate the self-consistency between different augmentations when b = j.

We summarize the overall training process in Algorithm [I] By making full use of the hierarchical
label, our method benefits from the following three aspects: (1) The coarse-grained classification
head can provide extra supervision for the network learning, which is important for the situation of
limited labeled samples; (2) By the graph matching of fine-grained and coarse-grained results, we
can learn a more accurate graph, which can well filter the wrong relations and reduce the influence
of noisy correspondence; (3) Contrastive learning with precise graph connections can lead to more
discriminative feature representation.
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Table 1: Error rates comparison on CIFAR-10, CIFAR-100, and STL-10.

Methods | CIFAR-10 | CIFAR-100@WRN-28-2 | CIFAR-100@WRN-28-8 | STL-10
Label Amount | 40 250 1000 | 400 2500 10000 | 400 2500 10000 | 1000
MixMatch (NeurIPS’19) | 36.19+ 648  13.63+ 0.59  6.66+ 0.26 | - - - | 67.6141.32  39.94+ 037 28.3140.33 | 61.9848.29
FixMatch (NeurlPS’20) | 13.91+3.37  5.07+0.65 4.26+0.05 | 56.34+2.12 34.53+0.31 27.89+0.10 | 48.85+ 1.75 28.29+0.11 22.60+0.12 | 34.62+ 0.42
CoMatch (ICCV'21) | 691+ 1.39 4914033 456+ 020 | 5846+ 231 36844043 31.6+0.14 | 41.89+234 28.37+0.35 20.86+0.36 | 20.20+ 0.38

FlexMatch (NeurIPS'21) | 4.97+0.06  4.98::0.09 419+ 001 | 49.23+2.58 3251+ 0.20  26.58+ 0.11 | 39.94+ 162 26.49+0.20  21.90+0.15 |
DP-SSL (NeurIPS'21) | 6.54+0.98  4.78+0.26  4.23+0.20 | - | 43174129 2800+ 0.79 22.24+0.31 |
DualMatch (ours) | 5.98+0.19 491+ 013 448+£0.10 | 45235 0.28 3132+ 047 24.84+0.27 | 36.57£ 041 24.10£0.10  19.92:+ 0.29 | 10.36:+ 0.31

4 EXPERIMENTS

We conducted extensive experiments on four commonly-used SSL image classification datasets,
including CIFAR-10 Krizhevsky et al.| (2009), CIFAR-100, STL-10 |Coates et al.| (2011}, and Ima-
geNet Deng et al.|(2009), under different amounts of labeled data and backbones.

Datasets. The CIFAR-10 dataset has 60, 000 images that belong to 10 fine-grained classes. Each
image has the size of 32 x 32. Similarly, CIFAR-100 consists of 60, 000 images corresponding to 100
fine-grained classes. STL-10 contains 5,000 labeled images of 10 classes and 100, 000 unlabeled
images with size 96 x 96. For the hierarchical labels, CIFAR-100 naturally has 20 coarse-grained
categories. As for CIFAR-10 and STL-10, we manually summarized two super classes, including
animal and vehicle. For the ImageNet dataset, its hierarchical structure is unbalanced, so we first
found these coarse-grained classes that contain at least 10 fine-grained classes. After sorting based
on names, we selected the first 20 super classes as well as the first 10 fine-grained categories in
each super class. Therefore, this ImageNet subset contains 20 coarse-grained categories and 200
fine-grained categories of about 256,483 images. We also tested the superiority of the proposed
threshold learning strategy on the full ImageNet dataset.

Compared Methods. We mainly compared the results with current state-of-the-art SSL. methods
published in recent three years, including MixMatch |Berthelot et al.| (2019)), FixMatch |Sohn et al.
(2020), CoMatch [Li et al.| (2021)), DP-SSL [Xu et al.| (2021])), FlexMatch Zhang et al.|(2021)).

Implementation Details. For fair comparison, we adopted the similar settings following FlexMatch
and CoMatch. For CIFAR-10, we used WideResNet (WRN)-28-2 Zagoruyko & Komodakis|(2016).
For CIFAR-100, both WRN-28-2 and WRN-28-8 are adopted. ResNet-18 He et al.|(2016) is used
for STL-10, which is the same as CoMatch [Li et al.| (2021) since it has much lower computation
cost compared to the WRN-37-2 used in Zhang et al.|(2021)). For ImageNet, ResNet-50 is adopted.
The total training step is 22. The size of memory-bank N is set to 50,000. The commonly used
distribution alignment strategy Berthelot et al.| (2020) is also adopted in our method. For all these
datasets except ImageNet, we used the standard stochastic gradient descent (SGD) Sutskever et al.
(2013); |Goyal et al.| (2017) with a momentum of 0.9 for all experiments. The initial learning rate
is set to 0.03 and a cosine learning rate decay schedule is adopted. The batch size is set to 64. p
is set to 7. We randomly run the experiments for three times and reported the average result. For
ImageNet, we used the same settings as CoMatch, where the initial learning rate is set to 0.1 with
weight decay |[Zhang et al.| (2018) 1le — 5, the batch size is 160, and ;4 = 4. For CIFAR-100 and
ImageNet, K% is initialized as 5%, and linearly increases to 80% until the 100-th epoch. At the ¢-th
epoch, Kt =5+ 0.75 when 0 < ¢ < 100, and K¢ = 80 when ¢ > 100. For other two datasets,
the upper value for K% is set to 95% since they are much simpler.

Augmentation. Our augmentation strategy is the same as CoMatch. For the weak augmentation,
we used the standard crop-and-flip is adopted. For two kinds of strong augmentations A and A’,
RandAugment|Cubuk et al.|(2020) and augmentation strategy in SimCLR |Chen et al.| (2020) (random
color jittering and grayscale conversion) are adopted, respectively.

4.1 MAIN RESULTS

In Table[I] we presented the semi-supervised classification results on CIFAR-10 under WRN-28-2,
CIFAR-100 under both WRN-28-2 and WRN-28-8, and STL-10 under ResNet-18. We can see that
on the CIFAR-100 dataset, our proposed DualMatch method achieves much better results than all
these related methods under all various number of labeled samples and two different backbones.
Specifically, compared with the strong baseline FlexMatch, our method can achieve an average
7.47% error rate reduction on these six settings of CIFAR-100. The error rate reduction is even
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Table 2: Error rates results on ImageNet. Table 3: Effect of each module.
Method Topl Top5 Modules |
. y e . . | Errorrate
Label fraction 1% 10% 1% 10% Graph Coarse Fixed Fixed Dynamic
matching  label | threshold proportion proportion
MixMatch - - - - % v ; 50.14
FixMatch ~ 60.81 3433 3584 14.83 v v ‘ . ‘ 2014
CoMatch 42.88 2648 1799 9.23 ’
FlexMatch 5437 29.82 31.61 1227 v 48.83
DP-SSL - - - - v v 47.14
DualMatch(ours) 34.18 24.17 1233 7.64 v v o v | 4523

larger over FixMatch, which is 15.29% on average. The above results can well demonstrate the
effectiveness of DualMatch, especially when the number of classes is large and the hierarchical
structure is relatively balanced.

For STL-10, we simply copy the results of several related methods from CoMatch. We can see that
our proposed method achieves the best results among these compared methods. Specifically, We
can achieve the error rate of 10.36%, while the second best result is 20.20% realized by CoMatch.
Moreover, we can observe that the error rate results on STL-10 are higher than that of CIFAR-
10. The reason is that there exist out-of-distribution images in the unlabeled set of STL-10, which
makes it more challenging and realistic. While the dataset is more challenging, our superiority is
more significant, which can also verify the effectiveness of our method from another aspect.

On CIFAR-10, our results are also comparable with FixMatch. The main reason is that CIFAR-10
is relatively simple, where it only has 2 coarse-grained and 10 fine-grained classes. The difference
between two super categories (animal and vehicle) is very clear. In this case, the accuracy of both
fine-grained and coarse-grained classification is very high, and the coarse label graph cannot provide
useful information in graph matching. Even though, our results are better than FixMatch under 40
and 250 labeled samples, which validates the superiority of our memory-bank based near-global
threshold learning strategy, especially under limited labeled samples.

We also noticed that our results are very stable on all these datasets, where the maximum variance is
less than 0.5%. In comparison, the variance of FlexMatch is larger than 2.5% and 1.6% on CIFAR-
100 with 4 labeled samples per class under two different backbones, respectively. Other methods
also have the similar disadvantage, especially under the situation of very limited labeled samples.
The reason for this phenomenon can be found in the end of Subsection[3.3]

4.2 RESULTS ON IMAGENET

We validated our method on the more challenging ImageNet dataset, where we used a subset con-
taining 20 super and 200 general classes to construct a balanced hierarchical structure. For a fair
comparison, we used the similar parameters as CIFAR-100 for all these compared methods, which
can also verify its robustness. The results are shown in Table[2] DualMatch achieves the best results
among all these compared methods under both 1% and 10% settings. For example, the top-1 er-
ror rate of our method with 1% labeled samples is 34.18%, which significantly surpasses the result
42.88% of the second best method CoMatch.

We also conducted experiments on the full ImageNet dataset to verify the effectiveness of our
memory-bank based threshold learning strategy. We adopted the same settings as FlexMatch, where
100K labeled samples are randomly choosed for evaluation. We simply replace the threshold learn-
ing mechanism in FixMatch or FlexMatch with our memory-bank based threshold learning strategy
without the use of hierarchical labels. The top-1 error rate of our method is 27.18 %, which is much
better than the results of FlexMatch 41.85% and FixMatch 43.66%.

4.3 ABLATION STUDY

We conducted experiments to verify the effectiveness of each proposed module on CIFAR-100 with
400 labeled samples under WRN-28-2. Experiments in the following subsection are also under this
setting. The results are presented in TableE} Based on the error rate on lines 1, 2, and 5, we can see
that our dynamic proportion based adaptive threshold learning strategy is much better than the fixed
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Figure 3: Parameter sensitivity and convergence analysis on CIFAR-100.
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Figure 4: t-SNE visualization for feature representation on CIFAR-100.

proportion and fixed threshold strategies. By comparing the results on lines 3, 4, and 5, both coarse-
grained classification head and graph matching strategy can obviously improve the performance.

4.4 QUALITATIVE ANALYSIS

Parameter Sensitivity Analysis. For the weight parameters before each loss term, we directly set
all of them to 1 for all datasets, which demonstrates that our method is very robust and not sensitive
to these parameters. For the number of epochs for dynamic duration and the maximum proportion
K%, we tested their influence and showed the results in Figure(a) and (b). We can observe that the
influence is neglectable for these two hyper-parameters. For the dynamic duration, the performance
could even be improved if we set it to 150, which further demonstrates the robustness of DualMatch.

Convergence Analysis. We presented the change of top-1 error rate during the training process
in Figure [3| (c), and compared it with FixMatch and FlexMatch. We can see that our DualMatch
converges very fast, which only needs less than 400 epochs to achieve almost the best performance.
In contrast, both FixMatch and FlexMatch need more than 800 epochs to get the best results. In this
case, our method is much faster than them, which can be accumulated to the fact that we adopted the
dynamic proportion mechanism and a large proportion of samples join the training after 100 epochs.

Visualization. The proposed graph matching based contrastive learning module can help the model
learn discriminative feature representations. To verify this, we visualized the learned features by t-
SNE Maaten & Hinton|(2008) and compared the results with FixMatch and FlexMatch in FigureE[ It
is obvious that the inter-class distance of our method is much larger than these of other two methods,
which can lead to better results.

5 CONCLUSION AND FUTURE WORK

In this paper, we came up with a new semi-supervised learning method DualMatch, which performs
both instance-level prediction matching and contrastive graph-level matching. We first introduced
a memory-bank based strategy to learn near-global adaptive threshold, which can efficiently select
highly-confident samples for pseudo-label consistency. Besides, we utilized the hierarchical label
structure to improve the SSL from two aspects, including an extra head for fine-grained classification
and graph matching for contrastive feature learning. Extensive experiments on various benchmarks
demonstrate our superiority in classification results and robustness. In the future, we would like to
improve our method under the unbalanced hierarchical label structure, where different super classes
may have different number of fine-grained categories.
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A APPENDIX

A.1 DETAILED EXPERIMENTAL SETTINGS

In Table [3] we presented the detailed settings of hyperparameters in our semi-supervised learning
experiments.

Table 3: Algorithm parameters

Dataset CIFAR-10 STL-10  CIFAR-100 CIFAR-100 ImageNet
Model WRN-28-2 ResNet-18 WRN-28-2 WRN-28-8 ResNet-50
Batch Size 64 64 160
1 7 7 4
Max proportion 0.95 0.8
Initial proportion 0.05
Dynamic duration 100

A.2 PARAMETER SENSITIVITY ANALYSIS
As described in Subsection the overall objective function of DualMatch is:

min L =L, +all + BLE + L, )
05:09,0nc:0n;

where «, (3, and +y are three balanced parameters. In experiments, we simply set the weights to 1
for various loss terms on all datasets, which can well demonstrate the robustness and insensitivity to
these parameters of our method. We further conduct experiments to analyze the sensitivity. We vary
each parameter in the range of [0.75, 1, 1.5, 2] while fixed other weights as 1. The error rate results
on CIFAR100 under WRN-28-2 is presented in Table 4] The reported error rate results in the paper
is 45.23%. We can see that our results can be further improved to 44.53% based on other settings of
these parameters. Besides, we can see that when these weights vary in a certain range, our results
are relatively stable.

Table 4: Error rate on CIFAR100 under WRN-28-2 with different weights. We vary each parameter
and fix other weights as 1.

0.75 1 1.5 2
o 4637 4523 4651 44.53
B 46.60 4523 46.15 4496
v 45.61 4523 4499 45.05

A.3 GENERALIZATION ANALYSIS

To evaluate the generalization ability of our propose method, we conducted additional experiments
under domain shift settings. We use the model trained on the CIFAR100 dataset under WRN-
28-2 to test the results on the sketch domain. The ImageNet-Sketch dataset consists of 50,000
sketch images, 50 images for each of the 1,000 ImageNet classes. We selected the sketch images
from ImageNet-Sketch that belong to the overlapped categories between CIFAR100 and ImageNet
for testing. Note that one category in CIFAR100 may correspond to several classes in ImageNet.
Specifically, 11,950 images that belong to 62 categories of CIFAR100 are selected. The accuracy
for DualMatch, FlexMatch, and FixMatch are 15.55%, 12.31%, and 8.75%, respectively. We can
see that our method also achieves much better results than these two strong baselines.

13
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A.4 RESULTS ON FULL IMAGENET WITH MEMORY-BANK BASED THRESHOLD LEARNING

We also conducted experiments on the full ImageNet dataset to verify the effectiveness of our
memory-bank based threshold learning strategy. We adopted the same settings as FlexMatch, where
100K labeled samples are randomly choosed for evaluation. We simply replace the threshold learn-
ing mechanism in FixMatch or FlexMatch with our memory-bank based threshold learning strategy
without the use of hierarchical labels. The results are shown in Table[5] We can find that the top-1
error rate of our method is 27.18%, which is more than 10% lower than the results of FlexMatch
41.85%. We can also see the similar improvement over FlexMatch under top-5 results. The above
results can well demonstrate the superiority of our threshold learning strategy.

Table 5: Error rate comparison on the full ImageNet dataset. ’DualMatch-thres’ denotes our method
only with the memory-bank based threshold learning strategy.

Method Top-1 Top-5
FixMatch 43.66 21.80
FlexMatch 41.85 1948

DualMatch-thres 27.18  9.00

A.5 GRAPH MATCHING EXAMPLES

As illustrated in Section [3.4] our graph matching strategy can learn an accurate affinity graph by
taking advantage of coarse pseudo label graph to correct the fine pseudo label graph. Specifically,
when there are many indistinguishable super classes, two samples might have the same fine-grained
pseudo-label, but their coarse-grained pseudo-label are different. We show some real cases in Fig-
ure[5] We can see that both the fourth and fifth images are predicted as “turtle’ since they are very
similar, while the fourth image is misclassified. However, they have different coarse pseudo labels.
In this case, by our graph matching strategy, they will not be regarded as the positive pairs to guide
the contrastive learning, which can well demonstrate the effect of our graph matching strategy.

2

cpl:ge, fish - - - ----reptiles

y aquarium fish shark ray flatfish .| turtle dinosaur crocodile lizard
fpl:qﬁ aquarium fish cattle ray turtle crocodile crocodile lizard
Figure 5: Predicted results of fine-grained and coarse-grained classifications. ’cpy’, y, and fpl’ cor-
respond to coarse-grained pseudo label, ground-truth label, and fine-grained pseudo label, respec-

tively. The misclassified fine-grained pseudo-label can be corrected by coarse-grained pseudo-label
in graph construction.

A.6 COMPUTATIONAL ANALYSIS OF THE MEMORY-BANK BASED THRESHOLD LEARNING

For the threshold computation in step 10 of the Algorithm[T] its time cost can be neglectable. Specif-
ically, we use the function “torch.topk™ in PyTorch library to select the K% largest values from
the memory bank to compute the threshold. The computational complexity for this operation is
O(n +t), where t = n *x K%, and n denotes the size of the memory bank. In our experiments, we
set n = 50,000, and it only needs 2.6ms for each minibatch to compute the threshold. Moreover,
this operation in our method is irrelevant to the dataset.

In comparison, FlexMatch needs the predicted probability of the whole dataset to compute the
threshold for each category by the “counter” function, whose computational complexity is O(m+-c),
where m and c denote the number of training samples and classes, respectively. Since m is gener-
ally larger than n, its computational complexity is higher than ours. Specifically, it generally needs
2.66ms on CIFAR and 109ms on ImageNet to execute this function. For the whole training, it costs
extra 0.7, and 31.7 hours for such an operation on these two datasets.

14
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A.7 DETAILED RESULTS UNDER OTHER EVALUATION METRICS

To comprehensively evaluate the performance under various metrics, we further reported the Preci-
sion, Recall, and F1-score on CIFAR-100 with 400 labels samples under two different backbones.
As shown in Table [f] DualMatch also achieves the best performance under these metrics.

Table 6: Precision, Recall, F1-score comparison on CIFAR-100 with 400 labeled samples.

Model | WRN-28-2 | WRN-28-8

Criteria ‘ Precision Recall Fl-score ‘ Precision Recall Fl-score
FixMatch | 0.5177 0.4574  0.4129 | 0.5615 0.54 0.4983
FlexMatch | 0.4914 0.4991  0.4886 | 0.5930 0.6027  0.5931
DualMatch | 0.5585 0.5536  0.5497 | 0.6641 0.6557  0.6541

A.8 CLASS-WISE ACCURACY COMPARISON

Table [7] shows a detailed class-wise accuracy comparison on CIFAR-10. Even without assigning
class-specific threshold as FlexMatch does, we still achieved competitive results on those hard-to-
learn classes.

Table 7: Class-wise accuracy comparison on CIFAR-10 40-1abel split.

Class Number | 0 1 2 3 4 5 6 7 8 9
FixMatch 0964 0982 0.697 0.852 0974 0.890 0987 0.970 0.982 0.981
FlexMatch 0967 0980 0.921 0.866 0.957 0.883 0988 0975 0.982 0.968
DualMatch 0975 0978 0.890 0.876 0966 0.871 0985 0.971 0.982 0.981

Figure [6] shows the smooth growth of the accuracy of our method for each category during the
training on the CIFAR-10 dataset.
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Figure 6: The class-wise accuracy convergence curve on CIFAR-10 with 40 labels.
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We also presented the class-wise accuracy on CIFAR-100, which is shown in Figures[7]and [8] We
can see that the coarse-grained classification accuracy is higher than the fine-grained results, which
can provide useful information for guidance and correctness. Besides, according to Figure 8] our
method can converge very fast and is very stable.
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Figure 7: Accuracy of each category on CIFAR-100.

(a) First fine-grained class accuracy

(b) Coarse-grained class accuracy

Figure 8: The convergence curves for selected classes on CIFAR-100.

A.9 THE CONSTRUCTION OF IMAGENET SUBSET AND VISUALIZATION

The detailed construction process of the ImageNet subset can be summarized as follows:

Step 1: The categories of the ImageNet dataset have a tree structure. We iterate through all
non-leaf nodes starting from the root node, and record the number of leaf nodes they cover
on all non-leaf nodes.

Step 2: Delete all non-leaf nodes that cover the number of leaf nodes greater than K (In the
operation, we set K=112). These deleted non-leaf nodes have coarse granularity.

Step 3: Delete all non-leaf nodes that have less than 10 leaf nodes.

Step 4: Delete all non-leaf nodes whose children contain non-leaf nodes to ensure that all
non-leaf nodes do not overlap.

Step 5: Sort these non-leaf nodes in alphabetical order based on category identity. Then
take the top 20 non-leaf nodes as the coarse-grained category.

Step 6: Sort leaf nodes under these selected 20 non-leaf nodes with the same rule. Then
take the top 10 leaf nodes of each non-leaf node as their fine-grained categories.
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This process finally retains 200 leaf nodes and 20 non-leaf nodes, where each leaf node corresponds
to a category in ImageNetlk and each non-leaf node corresponding to a coarse-grained category.
The number of 200 fine-grained and 20 coarse-grained classes are set empirically. The code for
construction and detailed categories will be released after acceptance.

We also visualized the training classes of ImageNet obtained by our algorithm in Figure[9] Each row
corresponds to one coarse-grained class, which contains 20 images from 10 different fine-grained
classes.

l";: i! aquatic vertebrate .n01473806

B8] birc 001503061
commodity, trade good, good ,n03076708
container ,n03094503

equipment ,n03294048
feline, felid ,n02120997
v furnishing ,n03405265

hunting dog ,n02087122
implement ,n03563967
instrument ,n03574816
invertebrate ,n01905661
machine ;003699975
musical instrument, instrument ,n03800933
natural object ,n00019128

primate ,n02469914
: reptile, reptilian .;n01661091
structure, construction ,n04341686

ungulate, hoofed mammal ,n02370806

Figure 9: Visualization of the balanced ImageNet dataset. Each row corresponds to one coarse-
grained category with 10 fine-grained categories, where each fine-grained category has two images
for visualization.

A.10 DETAILED COMPASION WITH COMATCH

CoMatch achieves very good performance for the task of semi-supervised learning. Its main contri-
butions lie in two aspects: memory-smoothed pseudo labeling and graph-based contrastive learning
to learn better representation.

In comparison, our contributions and differences lie in two aspects, including the memory-bank
based dynamic proportion strategy and hierarchical label based graph matching. Both of these two
mechanism are effective and have not been studied in the field of semi-supervised learning. First,
different from FixMatch and FlexMatch which are based on a manually set threshold, our dynamic
proportion strategy can select the same number of samples for training in different epochs for two
independent experiments and is more robust to parameters, leading to more stable results. Second,
our hierarchical labels based graph matching can construct a more accurate affinity graph for con-
trastive learning, contributing to more discriminative feature representation and better performance.
We need to mention that our graph matching strategy is significantly different from that in Co-
Match. On the one hand, our matching denotes the consistency between coarse-grained graph and
fine-grained graph to get more correct supervision information, while CoMatch computes a similar-
ity graph to constrain the feature representation. On the other hand, the way to construct the graph
is also different. CoMatch adopts the similarity between probabilities to regularize the similarity
between features. It also presents a memory-smoothed pseudo-labeling strategy to use similarity
in feature space to update the probabilities in label space. In this case, there are so many bidirec-
tional interactions between features and probabilities and it cannot well solve the issue claimed in
CoMatch that “since the features are highly correlated with the class predictions, the same types of
errors are likely to exist in both the feature space and the label space”. As a comparison, we directly
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use the one-hot pseudo-label to construct the graph without the above complex interactions, which
can weaken the above issue.
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