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Abstract

Spatiotemporal reasoning plays a key role in Cyber-Physical Systems (CPS). De-
spite advances in Large Language Models (LLMs) and Large Reasoning Models
(LRMs), their capacity to reason about complex spatiotemporal signals remains
underexplored. This paper proposes a hierarchical SpatioTemporal reAsoning
benchmaRK, STARK, to systematically evaluate LLMs across three levels of rea-
soning complexity: state estimation (e.g., predicting field variables, localizing and
tracking events in space and time), spatiotemporal reasoning over states (e.g., in-
ferring spatial and temporal relationships), and world-knowledge-aware reasoning
that integrates contextual and domain knowledge (e.g., intent prediction, landmark-
aware navigation). We curate 26 distinct spatiotemporal tasks with diverse sensor
modalities, comprising 14,552 challenges where models answer directly or by
Python Code Interpreter. Evaluating 3 LRMs and 8 LLMs, we find LLMs achieve
limited success in tasks requiring geometric reasoning (e.g., multilateration or
triangulation), particularly as complexity increases. Surprisingly, LRMs show
robust performance across tasks with various levels of difficulty, often competing
or surpassing traditional first-principle-based methods. Our results show that in
reasoning tasks requiring world knowledge, the performance gap between LLMs
and LRMs narrows, with some LLMs even surpassing LRMs. However, the LRM
03 model continues to achieve leading performance across all evaluated tasks,
a result attributed primarily to the larger size of the reasoning models. STARK
motivates future innovations in model architectures and reasoning paradigms for
intelligent CPS by providing a structured framework to identify limitations in the
spatiotemporal reasoning of LLMs and LRMs.

1 Introduction

Cyber-Physical Systems (CPS) play a critical role in numerous daily and industrial applications,
enabling applications such as precision agriculture, environmental monitoring, and smart city infras-
tructure. Effective operation in these domains relies on spatiotemporal intelligence: the ability to
perceive dynamic environments, understand spatiotemporal relationships, and integrate this under-
standing with world knowledge to make informed decisions. For instance, mobile robots need to
fuse sensor data (e.g., range sensor) to navigate cluttered spaces. For various CPS applications, the
common denominator is the necessity for reasoning jointly over space, time, and world knowledge.

Recent progress in large language models (LLMs) and large reasoning models (LRMs) [[19, 11} 18]
suggests their potential as general-purpose agents for CPS applications. Yet the community lacks
rigorous benchmarks that consider the complexity in CPS applications. As shown in Figure [T}
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Figure 1: Three-Tiered Architecture of STARK.

spatiotemporal reasoning in CPS typically proceeds through three stages: (1) First, state estimation.
The system must perceive its environment and understand the current situation. This step involves
determining what is happening, where, and when. (2) Reasoning over estimated states. Once a set of
current and past states is estimated, the system needs to understand how these states interrelate across
space and time. (3) Finally, world-knowledge-aware reasoning. For complex real-world scenarios,
the estimated states and their spatiotemporal relationships are often interpreted with contextual
information and world knowledge to make more nuanced inferences, predictions, or decisions.

However, existing benchmarks [16, 29, [17] fall short of capturing this comprehensive, structured
view of spatiotemporal reasoning. To address this gap, we introduce STARK (SpatioTemporal
reAsoning benchmaRK), a hierarchical benchmark that measures how well models can plan and
execute spatiotemporal reasoning pipelines. Besides, in addition to direct answering, our benchmark
is specifically designed to assess tool usage competency, viewing it as an essential move to benchmark
real-world CPS agents. We designed STARK with the following features:

* Task novelty. STARK includes under-explored problems such as field-variable prediction, spa-
tiotemporal localization, and tracking that intertwine spatial geometry and temporal operation.

* Task rigor. STARK requires models to craft and explain structured solution strategies. While
established methods exist (e.g., multilateration), the goal of STARK is to assess whether
models can identify and correctly apply the appropriate techniques for spatiotemporal tasks.

e Multi-level evaluation. STARK is structured across three levels: (i) state estimation, (ii) reasoning
over estimated states, and (ii1) world-knowledge-aware reasoning that incorporates both algorithmic
computation and external knowledge. This separation enables a fine-grained assessment of model
capabilities across increasing levels of complexity and world-knowledge dependency.

* Task difficulty. Unlike prior multiple-choice suites [[16], STARK includes open-ended challenges:
the model must output a numeric estimate given the reasoning challenges instead of picking from
canned answers. Specifically, we evaluate the case where the model directly answers (DA) or
invokes a Python code interpreter (CI) supplied at inference time. The CI mode serves as a primary
metric for evaluating the model’s capability to use external, deterministic tools, a core requirement
for reliable CPS agents. This design effectively exposes both the model’s spatiotemporal reasoning
ability and its competency in tool usage.

Overall, our study makes the following three primary contributions:

* Comprehensive evaluation. We release STARK with 26 spatiotemporal reasoning scenarios and
14,552 challenge instances, providing a broad picture of LLM and LRM performance on spatiotem-
poral reasoning (Figure. ). Our evaluation shows promising abilities of LRMs while also revealing
their current limitations.

* Analysis of models. We benchmark 8 LL.Ms and 3 LRMs, explore how direct answering (DA)
and code interpreter (CI) modes affect performance, and identify limitations in spatiotemporal
reasoning. Besides, we compare the models with existing first-principle baselines.



* Open resources. The benchmarks, STARK-L (14k samples for comprehensive evaluation Eb
and STARK-S (1.3k samples for rapid usage{ﬂ), and codeE] are publicly available to facilitate
reproducibility and foster more capable spatiotemporal reasoning systems. By exposing where
LLMs and LRMs excel and fall short, STARK can inspire more effective solutions for intelligent
CPS applications.

2 Related works

Benchmark Sensor type Spatial  Temporal Field Localization Tracking Open-end Mode
analysis

GeoQA[28] Coordinate v X X v X X DA
GeoQA[17] Coordinate v X X X X X DA
TemporalQA[24]  Text X v X X X X DA
Open3DVQA[29] Image v X X v X X DA
STBench[16] Coordinate v v X X X X DA
STARK Diverse v v v v v v DA & CI

Table 1: Overview of existing benchmarks (DA: directly answers; CI: code interpreter)

Spatial, temporal, and spatiotemporal benchmark. GeoQA [28| [17] evaluates symbolic (e.g.,
north-of) and geometry reasoning but ignores interaction with different sensor modalities and temporal
reasoning. Temporal-QA [24 26] focus on event ordering and interval logic in pure text, yet they
do not include spatial constraints or open-ended numeric estimation. STBench[16] combines both
spatial and temporal axes but either collapses tasks into multiple-choice or ignores other common
spatial estimation tasks, such as field variable prediction, localization, or tracking. In addition, it
lacks the evaluation of a spatiotemporal logic framework (Tier 2 in STARK) and reasoning with
both algorithmic computation and world knowledge (Tier 3 in STARK). Vision-LLMs [3}[29] are
evaluated on spatiotemporal reasoning tasks using egocentric videos or images, focusing on object
recognition, temporal event ordering, and coarse spatial grounding. However, it focuses on a single
deployed sensor and lacks explicit geometric computation and multi-sensor reasoning. Lastly, none
of the above works attempt to evaluate LRMs or the effectiveness of using CI.

Spatial and temporal logic frameworks. Spatial and temporal relations in STARK build directly on
two classical frameworks that formally describe spatial and temporal operations. For space, we adopt
the dimensionally-extended nine-intersection model (DE-9IM) [4}|5] implemented in ArcGIS [21}112]],
whose topological predicates exhaustively categorize how any two geometries relate and form the
backbone of modern GIS query engines, including intersects, contains, within, touches,
overlaps, and their complements. For time, we rely on Allen’s interval algebra [2]], whose 13
atomic relations provide a mutually exclusive, jointly exhaustive vocabulary for reasoning over
intervals on a timeline (before, meets, overlaps, during, starts, finishes, equals
and their converses). Together these frameworks constitute the symbolic operations for spatiotemporal
inference. To our knowledge, no prior benchmark has directly evaluated whether LLMs can reason
over both ArcGIS spatial predicates and Allen’s interval algebra in a structured setting. STARK fills
this gap by incorporating both formalisms into open-ended, sensor-grounded tasks where models
must apply formal spatial and temporal logic to realistic trajectories and interval structures.

3 STARK

In contrast to existing benchmarks that offer fragmented views of spatiotemporal reasoning, this
section introduces STARK. Table [2| summarizes tasks, sensor modalities, and example questions.

3.1 Sensor modalities

To support realistic and diverse spatiotemporal tasks in STARK, we simulate five representative
sensor modalities in Figure[2} Range (distance measurement, enabling multilateration), Bearing
(angular measurement, supporting triangulation), Range & Bearing (jointly output both distance
and angle), Proximity (binary output for coarse localization via set intersection), and Event-based

"https://huggingface.co/datasets/prquan/STARK_10k
*https://huggingface.co/datasets/prquan/STARK_1k
4https ://github.com/nesl/STARK_Benchmark/
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Tier | Task

Sensor modality | Examples

Spatiotemporal forecast
Spatiotemporal impute | Air quality, traffic,
Temporal impute & temperature

Spatial impute

What is the value of sensor reading at time t?

Route segment duration | Text + Coordinate | I drove from {landmark_1} at {t1}, and the trip took about {D} minutes. Was I likely
to witness the accident that occurred along the route from {p_1} to {p_2} between
{t2} and {t3}? Answer directly based on the reasoning of spatial and/or temporal
information. (26}

Spatial Localization Range
Spatial Localization Bearing
Spatial Localization Range & bearing | Where is the object most likely located? Provide the estimated [X, y] coordinates.
1 Spatial Localization Region
Spatial Localization Event
| Temporal Localization | Event | Estimate when the seismic event occurred.
Spatial tracking Range
Spatial tracking Bearing . Based on the available measurements at each time stamp (including the historical data),
Spatial tracking Range & bearing estimate the most likely [, y] coordinates of the object in the 2D plane
Spatial tracking Region ) ’ " :
Spatial tracking Event
\ Temporal tracking \ Event \ Based on the given TOA data, estimate when the shot was fired at each step.
Spatial relationship Coordinate Determine whether the {geometric object 1} has the spatial relationship **{relate } **
2 with the {geometric object 2} (T9)
Temporal relationship Coordinate Determine whether the time interval {t_1} has the temporal relationship **{relate} **
with the time interval {t_2} @
Spatiotemporal relation- | Coordinate Determine whether the time interval during which the EVENT holds has the temporal
ship relationship **{temporal_relationship}** with the reference interval {interval_2}.
EVENT: {event_l} (2T}
Landmark direction Text + Coordinate | Determine whether the most accurate spatial relationship between {landmark_1} and
{landmark_2} is {direction}, selecting from the options: ['north of’, "north-east of’,
*east of”, south-east of”, ’south of”, ’south-west of”, *west of”, north-west of”’] @
3 ‘ Landmark proximity ‘ Text + Coordinate ‘ Is there a {amenity} within {distance} metres of {landmark}?
Route planning Text + Coordinate | Does the route from {landmark_1} to {landmark_2} pass by {landmark_3}? Route:
{route} @
| ETA calculation | Text + Coordinate | If Ileave {landmark_1} by car at {t1}, can I arrive at {landmark_2} by {t2}?
‘ POI prediction ‘ Text + Coordinate ‘ Determine if the user is likely to visit location {x} in the next 5 hrs?
\ Intent prediction \ Text + Coordinate \ Determine if the user is likely to {do_X} in the next 5 hrs?

Table 2: Overview of the benchmark organization
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Figure 2: State estimation. Four types of sensor modalities for localization and tracking.

(timestamped detections for spatiotemporal inference using time-of-arrival differences). These modal-
ities reflect common real-world sensing systems and elicit a range of geometric and combinatorial
reasoning strategies. Sensor readings are injected with modality-specific noise (e.g., 1% for range
sensors to mimic LiDAR accuracy; full specifications in Appendix [A-4).

3.2 Task generation
3.2.1 State estimation

Field variable prediction tasks aim to estimate sensor measurements across space and time, including
spatial imputation (predicting a sensor’s value from neighboring sensors at the same time), temporal
imputation (using historical and future values), spatiotemporal imputation (leveraging neighboring
sensors’ histories), and spatiotemporal forecasting (predicting future values for neighboring sensors).
We use real-world air quality data from PurpleAir [1] and traffic data from CalTrans PeMS [23]], and
also synthesize temperature readings with controlled spatial properties.
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Figure 3: Illustration of Tier 2 and Tier 3 challenges

Spatial localization aims to estimate an object’s location from sensor measurements. Each task is
generated by randomly placing four sensors and a target within a 10 x 10 grid, with all sensors sharing
the same modality. Measurements are simulated (with noise) based on the target’s true position and
provided to the model, which predicts the target’s [z, y] location.

Temporal localization estimates the time of an event from detection times recorded by multiple
spatially distributed event-based sensors. Using the same setup as spatial localization, the model’s
task is to infer the event’s actual time of occurrence from these noisy arrival times.

Spatial tracking addresses dynamic object localization along continuous trajectories. In our estab-
lished four-sensor, 10 x 10 plane simulation, the object movement produces a time-stamped trajectory
and sensor measurement. Inspired by SCAAT tracking [27]], we introduce partial observability via
random sensor dropout. This forces the model to handle incomplete, noisy data (e.g., only two active
sensors) by historical trajectory patterns and motion continuity to infer position, reflecting real-world
challenges in autonomous navigation. Appendix [A.3]details trajectory simulation.

Temporal tracking estimates the timing of events occurring along a moving trajectory. We adopt the
same prior sensor and environment configuration similar to SCAAT [27].

3.2.2 Reasoning over states

Spatial relationship reasoning evaluates a model’s ability to infer qualitative spatial relationships
between geometric objects. Spatial predicates defined in ArcGIS [12| 21]] lead to 35 possible
combinations of geometry pairs and spatial relations (Appendix [A.3). For each instance, a pair of
geometric objects is sampled and a specific relationship is generated using Shapely|[[7]].

Temporal interval reasoning tests a model’s ability with Allen’s interval algebra [2l]. We generate
tasks by simulating two random intervals, labeling their temporal relationship, and creating a balanced
negative counterpart.

Spatial-temporal reasoning evaluates a model’s ability to combine spatial and temporal logic. Using
trajectories from spatial tracking, we identify intervals where a spatial predicate (e.g., Intersects,
Within) holds between a trajectory and a geometry object. These event intervals are paired with
reference intervals, and the model needs to decide whether a specified temporal relation (e.g.,
Overlaps, Meets) holds, as shown in Figure[3](a). This task requires the model to localize events in
time via spatial constraints and reason about their temporal relationships.

3.2.3 Knowledge-aware reasoning

Using ArcGIS [12} 21]] and OpenStreetMap [9]], we produce the following challenges that require
world knowledge consideration: (1) Landmark direction evaluates a model’s ability to infer direc-
tional relationships between real-world landmarks. (2) Landmark proximity tests a model’s spatial
reasoning in urban contexts by reasoning the presence of amenities near landmarks (e.g., Is there a
police station within 500 meters of Central Park?). (3) Route planning tests whether models can
connect textual travel descriptions to real-world spatial layouts. The model must decide if a given
route passes by a specified landmark. (4) For ETA calculation, the model is asked to determine,
given a departure time and average speed, if arrival before a specified deadline is possible based



only on textual descriptions. (5) Route segment duration test the model on whether a user could
plausibly be present along the segment during a given time window.

Additionally, we resort to simulating user trajectories for controlled ground-truth user intent to address
data scarcity and privacy concerns in real-world mobility datasets. (6) POI prediction simulates
human mobility using a finite state machine (FSM)[6} [14]], where each state represents a point of
interest (POI). We generate a synthetic seven-day trajectory at hourly intervals. To enhance realism,
we integrate contextual factors, such as weather, time, traffic, social events, etc., which are also
expressed in natural language, into the models. The model must predict the next likely POI, requiring
reasoning over spatiotemporal traces and language context (Figure|§| (b)). (7) Similarly, intent
prediction extends POI prediction by requiring the model to infer the user’s underlying intent behind
each visit. The model must predicts activity category (e.g., going home, watching a movie).

3.3 Baseline generation

We establish first-principle baselines for Tier 1 tasks using theoretically grounded methods for
localization, tracking, and field variable prediction (details in Appendix [A-6). For Tier 2 and Tier 3
tasks, however, many problems are solvable deterministically or through oracle-level services. For
instance, spatial reasoning tasks such as point-in-polygon, intersection, or containment can be exactly
solved using spatial libraries like Shapely [[7]], while world-knowledge-based queries (e.g., nearest
landmark, directional relation) can be precisely answered by GIS services such as ArcGIS [12]. As
these tools achieve near-perfect accuracy, including them as baselines would render comparisons
with LLMs/LRMs uninformative. Instead, we report a random-guess baseline (0.5 accuracy under
balanced labels) to reflect the challenge of learning such reasoning capabilities from language and
context without deterministic priors.

4 Experiments

4.1 Experiment setup

‘We conduct evaluations on both versions of the Avg. Model Rankings Models
STARK benchmark. Specifically, we evaluated Loc: "7 gptA.S-preview
STARK-S (partial, 1.3k samples) and STARK-
L (full, 14k samples), and we report results on
STARK-S in the main paper and refer readers R

to the Appendix (Table [T0] and [§)) for detailed B\ 2 rereirp
results on STARK-L and STARK-S. All system i X

prompts are provided in Table 3] Cost informa-
tion is shown in Table []to support dataset selec-
tion.

—-= gpt-40

...... gpt-4.1

—-= gpt-4o-mini
------ deepseek-chat
Llama-4

03-mini
04-mini
o3

For all tasks except field variable prediction, we Field\@r
report the Root Mean Squared Error (RMSE)
against the ground truth (for both open-ended
calculation and true or false questions). For field
variable prediction, where outputs vary in scale,
we instead report the Root Mean Squared Per- Figure 4: Model ranks. Further from the center
centage Error (RMSPE), because of differences indicates better performance.

in data magnitude across datasets. To ensure ro-

bustness to extreme outliers, we compute all metrics using the trimmed values unless stated otherwise,
i.e., excluding the top and bottom 10% of the distribution.

For evaluating the models using a code interpreter (CI), we execute the code in a sandbox environment
and report the relative change in error compared to direct answering (DA). This is calculated
as the percentage change in RMSE and RMSPE due to using CI (lower values indicate better
performance). Code execution was supported using scipy, numpy, shapely, and filterpy

libraries [23}, 10} [7, [13]].
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Figure 5: Benchmark results aggregated over task. Model performance is measured by RMSPE (field
variable prediction) and RMSE (others). The numbers in each box plot represent the median.

4.2 Model evaluation

Figure 5]and ] present the quantitative comparison between LRMs (03, 03-mini, 04-mini) and LLMs
(others). We refer readers to Table [§]in the appendix for the exact task-wise errors. We observe
that LRMs consistently outperform LLMs on Tier 1 and Tier 2 tasks, which include localization,
tracking, and spatiotemporal relationship reasoning. The performance gap is especially pronounced
in localization and tracking tasks, where 03 achieves 3x to 10x lower error than LLM counterparts.
Among LLMs, GPT-4.5 demonstrates the strongest overall reasoning capabilities in localization
and spatial/temporal relationship inference, while deepseek-chat excels in field variable prediction
and tracking. Despite their strong performance in spatiotemporal reasoning, smaller LRMs such
as 03-mini lag behind LLMs on Tier 3 tasks involving world knowledge, such as intent prediction
and POI classification. Notably, the full 03 model maintains strong performance even in these
knowledge-intensive tasks, highlighting the importance of model scale for LRMs in applying world
knowledge. Since the model sizes are not disclosed, we speculate that 03 is approximately 10X larger
than the 03-mini family, given the cost is also about 10x higher [18]].

4.3 First-principle baselines

Localization. Figure |6 compares optimization-based localization approaches vs. LLMs across six
tasks. Firstly, optimization-based methods generally outperform LLMs, particularly for range-only
and bearing-only tasks, due to their reliance on precise geometric optimization algorithms. However,
in certain instances, LRMs can match or surpass baselines. For example, in the localization range
task, o3 performs the best. The baseline falters, largely due to multilateration’s sensitivity to sensor
placement and non-convex optimization (Figure[7), which is exacerbated by Geometric Dilution of
Precision (GDOP) when sensors are poorly arranged.
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Figure 6: Localization (top) and tracking (bottom) compared with baselines.

Given information: Sensor location: A: [8.80, 4.06]. B: [2.97, 8.87]. C: [2.88, 8.30]. D: [2.42, 9.20]. The sensor readings are: 7.846,
6.378, 5.850, 6.554.
Object location: [3.956, 5.794].

04-mini outputted strategies Multilateration baseline

# E i 1D
1. Write the four circle equations ... 2. Subtract the “A” equation ran;::ri izig:z ;:WZI() Ry
from the others to linearized ... 3. Form the least-squares normal R .
. # Initial guess: centroid of the
equations sensors
o 8 g T o 9
Write in matrix form A [z y] ' ~ b with initial_guess = np.mean(coordinate,
axis=0)
11.66 —9.62 —14.43 # Solve using nonlinear least squares
A= |11.84 —8.48 |, b= [—10.59] . optimization
12.76 —10.28 —15.17 result = least_squares(residuals,
. initial_guess, args=(coordinate N
4. Solve the 2 X 2 system by pseudoinverse ranges))

Figure 7: Range-based localization examples. The four sensors do not surround the target, and
three are clustered together. This configuration leads to a poorly conditioned Jacobian matrix for the
range equations, meaning that small errors in the sensor measurements can cause large uncertainties.
Because of this, an optimization-based technique (right) may struggle to converge to a good minimum.
Instead, the model chooses a Pseudo-inverse solution, aiming to mitigate the GDOP impact.

Tracking. Figure[6]shows the performance of LLMs and Extended Kalman Filter (EKF) baselines
[[L3]] across various sensor modalities. Overall, classical EKF-based baselines outperform most
LLMs by leveraging recursive filtering and explicit motion models. However, in the range and
bearing tracking task, LRMs often surpass the baseline. This is mainly due to (i) the high sensitivity
of bearing measurements to noise, (ii) random sensor dropout resulting in large uncertainty, and
(iii) the baseline’s sensitivity to poor initialization of object location, which can cause rapid error
accumulation.

As shown in Figure[8] LRMs’ consistent robustness likely stems from their ability to integrate partial
observations, learn trajectory patterns, and apply contextual reasoning, maintaining accurate tracking
even with ambiguous or missing data. Lastly, we observe similar results in field variable prediction
tasks (Figure [TT).



Given information:

Sensor location: A: [0.35, 5.77]. B: [6.58, 8.34]. C: [5.92, 4.49]. D: [8.29, 9.01].
Step 0 | Time 0.000, sensor readings: [nan, nan, 53.6111, nan].

Step 1 | Time 0.2041, sensor readings: [nan, nan, nan, 27.3684].

Step 2 | Time 0.4082, sensor readings: [19.1300, 25.6084, nan, 25.5940].

Step 3 | Time: 0.612, sensor readings: [nan, nan, nan, 15.8711].

Step 4 | Time: 0.816, sensor readings: [nan, 19.5208, 56.7513, 12.8046].

Object location:
Step 01[10.0, 10.0]. Step 11[9.796 9.796]. Step 2 1[9.592 9.592]. Step 3 1[9.388 9.388]. Step 4 1[9.184 9.184]...
—

Outputs of 04-mini Extended Kalman Filter (EKF) baseline
Step 0 | LRM: [6.51, 5.30] Step 0 | EKF: [7.621 7.517]

Step 1 | LRM: [5.37, 7.50] Step 1 | EKF: [11.040 6.512]

Step 2 | LRM: [4.02, 7.04] Step 2 | EKF: [13.458 11.485]

Step 3 | LRM: [2.45, 7.33] Step 3 | EKF: [16.621 12.051]

Step 4 | LRM: [8.94, 9.17] Step 4 | EKF: [19.035 13.431]

Figure 8: Bearing-based tracking examples. When the initial object location is unknown and only
one sensor is available at the first two steps, the LRM makes an inaccurate estimation. However, in
contrast to EKF, LRM discards the inaccurate prior measurements and starts performing triangulation
at the third and fifth steps.

Given information:

Sensor location: - Sensor A: [9.35, 9.99]. Sensor B: [6.75, 2.85]. Sensor C: [5.69, 5.45]. Sensor D: [5.94, 9.16]
Step 0 | The corresponding sensor readings are 0.3394, 0.1314, 0.0379, 0.2101.

Step 1 | The corresponding sensor readings are 0.6963, 0.7627, 0.6333, 0.5806.

Step 2 | The corresponding sensor readings are 1.0990, 1.3683, 1.2629, 1.1270.

Object location:
Step 01[5.00 5.00]. Step 11[6.49 7.85]. Step 2 1 [7.85 9.69]...

Outputs of 04-mini written pro- Model written code

Py def residuals(x):
gram shooter = x[0:2]
R TO = x[2]
Step()lCI' [4.82, 4.88] dists = np.linalg.norm(sensors_used - shooter,
Step 11CIL [633, 7.83] axis=1)
Step 2 | CI: [-12246, 32902] t_pred = dists/v + TO
Step 31 CI: [2.45, 7.33] SR D = AR
# Use the sensor with the earliest arrival time for
an initial guess.
RMSE: 7847 idx_min = np.argmin(t_meas)

Figure 9: CI failure example. The code written by the model is sensitive to initialization, suggesting
the need for a feedback mechanism to avoid invalid answers and improve solution quality.

4.4 Result of using a code interpreter (CI)

Figure [I0] summarizes the relative change in RMSE when models answer questions through Python
coding with libraries compared to directly answering (DA). To mitigate extreme outliers resulting from
occasional large errors produced by Python code execution, we calculated the trimmed RMSE/RMSPE
for both DA and CI, removing the top and bottom 25% of data points. Several key observations
emerge: (1) For localization tasks, CI notably enhances the performance of LLMs such as gpt-4o,
gpt-4.1, and gpt-40-mini, achieving error reductions of nearly 80%. (2) Conversely, for tracking
tasks, CI generally degrades performance. This degradation occurs because LLM-generated tracking
algorithms are vulnerable to suboptimal sensor placement, resulting in significant errors that are less
frequent in DA scenarios. (3) For the LRM 03-mini, the benefits from CI are marginal overall, though
occasionally coding leads to substantial increases in error (up to +86%) due to optimization-related
inaccuracies. To mitigate such severe errors as shown in Figure[9} it may be necessary to implement
additional mechanisms, such as guardrails with rule-based feedback and iterative refinement, to rule
out the severe errors.

5 Conclusion and future work

We present a comprehensive benchmark of 26 spatiotemporal reasoning tasks to evaluate 8§ LLMs
and 3 LRMs. Our findings indicate that (1) LLMs could struggle with complex geometric and
sensor-driven tasks, whereas LRMs demonstrate robust performance, frequently outperforming
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Figure 10: Results of using CI. The table shows the relative change in RMSPE/RMSE compared with
DA. The absolute performance is reported in Table[0] The numbers in each box plot represent the
median.

classical first-principle baselines in localization and tracking. (2) We further explored the impact
of model size on reasoning capability and observed a clear correlation. Larger LRM 03 exhibited
superior performance across all tasks. Conversely, smaller LRMs such as 03-mini and 04-mini
displayed limitations in integrating world knowledge, highlighting the role of model capacity in
complex reasoning tasks. (3) We evaluated the impact of Code Interpreter (CI) on model performance.
Interestingly, coding capabilities could enhance and diminish LLM effectiveness, suggesting the need
for well-defined guardrails or rule-based constraints to guide model outputs.

Several promising avenues remain for future research. As shown in our Code Interpreter (CI)
analysis, open-ended code execution can both enhance and destabilize performance. To address
this, future work could develop guardrails and debugging layers for CI-based reasoning (detecting
self-consistency or retrying with a feedback loop). Additionally, considering the demonstrated success
of LRMs, applying reinforcement learning [8} 22]] to fine-tune LLMs specifically for spatiotemporal
reasoning tasks represents a compelling research direction. Such fine-tuning could substantially
enhance the reasoning capabilities of LLMs, potentially narrowing the performance gap between
general-purpose LLMs and specialized LRMs. These future directions could motivate advancements
in model architectures and reasoning paradigms for intelligent CPS.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims in the abstract and introduction (e.g., LLMs’ limitations, LRMs’
robust performance, STARK’s contribution) are supported by the experimental findings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The conclusion explicitly discusses financial and resource constraints that led
to evaluating only a subset of the full benchmark.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results or formal proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe dataset generation and experiment settings for reproducibility. All
data and code have been open-source.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: All data and code have been open-source.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Detailed configurations are described for simulation, evaluation setup, and
evaluation metrics.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We use trimmed mean with confidence interval.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mainly rely on OpenAl and together.ai cloud service. We show the cost of
benchmarking each model in Table 4]

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work involves synthetic or publicly available datasets. We do not foresee
ethical concerns.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses the implications of LLM deployment in CPS applications.
We do not foresee negative societal impacts of the work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

16


https://neurips.cc/public/EthicsGuidelines

11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release models or scraped datasets that are likely to require safety
scrutiny.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite and credit to the proper dataset and resources.
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduce a new benchmark with documented tasks. Code and data are
provided.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subject research is conducted.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subject research is conducted
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: We benchmark 8 LLMS and 3 LRMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 System prompts

Mode | System prompt
DA | You are a helpful A assistant. No coding or tools are allowed when you help users.
CI You are a helpful Al assistant.

Instructions:

1. Python Coding: Use Python codinng for signal processing tasks. Implement your
functions inside “‘Python “* code block. Do not write code outside the functions. The
function prototypes are as follows:

You need to implement the function the solver (mandatory):

“‘Python

# If you use the print() function, the output will be brought to you. # You’re running
python in a non-interactive environment, the variable name alone will not output
anything. # You need to implement the function solver. You can only use python
libraries numpy, shapely, and scipy.

def solver():

# HERE is where you put your solution. # import necessary libraries such as numpy or
scipy here # input: None. # output: result: an numpy array storing the result

pass

return result

2. [IMPORTANT] State your answer between keywords [RESULTS_START] and
[RESULTS_END], and the iteration will stop. Output [RESULTS_START] and [RE-
SULTS_END] in the chat directly.

Table 3: System prompts for DA and CI

A.2 Benchmarking cost

Model STARK-S STARK-L Provider
03 $418.5 $759.8" OpenAl
O3-mini $36.2 $442.9 OpenAl
O4-mini $23.0 $352.6 OpenAl
GPT-4.5 $320.6 - OpenAl
GPT-4.1 $21.4 $237.5 OpenAl
GPT-40 $32.9 $284.1 OpenAl
LLaMA-4 $7.39 $44.4 Together.ai
LLaMA-3-8B $0.27 $9.21 Together.ai
Mistral-7B $0.69 $25.1 Together.ai

"Due to cost reduction by OpenAl, the benchmarking cost of 03 has been reduced by 80% for STARK-L.
"We excluded GPT-4.5 (which is no longer accessible) since it has been deprecated by OpenAl
Table 4: Cost of benchmarking each model once with DA.

A.3 Object trajectory simulation

To simulate diverse object trajectories in a two-dimensional plane, we construct synthetic motion
paths by linearly combining up to three randomly selected basis motions from a library of parametric
models: linear, circular, sinusoidal, figure-eight, and spiral motions. Each motion type is defined by a
set of physical parameters, such as initial position, velocity, radius, amplitude, angular velocity, and
phase, which are sampled uniformly within specified ranges to ensure variety and coverage across
the 2D domain. For each trajectory, a random subset of one to three motion types is chosen, and
their respective parameter sets are generated independently. The resulting trajectories are computed
by summing the contributions of the selected motions over a fixed time interval, sampled at a given
rate. To ensure all simulated paths are constrained within the spatial domain [0, 10] x [0, 10], we
apply min-max normalization to the x and y coordinates based on the computed extrema. The final
output consists of a time series of normalized positions with diverse motion patterns. This framework
enables controlled, reproducible generation of complex object trajectories.
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A.4 Noise model (Table5)

Simulation Scenario | Measurement | Parameters Noise Injection Method
Type
Spatial localization/- | Range 0.01 Uniform noise relative to true distance:
tracking
range_measured = rangeiye + U(—rangeirye - 0,7angeirye + 0)
Bearing localization/- | Bearing 0=0.01 Uniform noise proportional to full circle (360°):
tracking
bearing_measured = bearingy e + U(—2wo, 210)

Range-Bearing local- | Range 0=0.01 Uniform noise relative to true distance. Same as previous.
ization/tracking
Region-Based local- | Region r=4.0 No explicit numeric noise; discrete hit/miss criteria based on a sensor coverage radius r
ization/tracking
Temporal localiza- | Event/ToA o =0.01 Uniform noise independent of distance (absolute value)
tion/tracking
time_measured = timegye + U(—0,0)
Spatial localization/- | Event/ToA o =0.01 Uniform noise independent of distance (absolute value):
tracking
time_measured = timegye + U(—0,0)

Table 5: Summary of noise injection methods for each simulation scenario

A.5 Simulating spatial relationship

Equals Intersects Contains Within Crosses Touches Overlaps

Point and point v X X X X X X
Point and linestring X v X v X v X
Point and polygon X v X v X v X
Linestring and point X v v X X v X
Linestring and linestring v v v v v v v
Linestring and polygon X v X v v v X
Polygon and point X v v X X v X
Polygon and linestring X v v X v v X
Polygon and polygon v v v v X v v

Table 6: Spatial relationship between geometries

A.6 Baseline generation

We derive reliable reference points as baselines grounded in first principles and theoretically estab-
lished solutions.

Localization. For range-only sensors, we employ a multilateration method that estimates
the object’s position by minimizing the residual between measured and predicted distances using
nonlinear least squares. The bearing-only baseline relies on triangulation by formulating a
linear system based on angle measurements and solving for the intersection point of bearing lines
from multiple sensors. For proximity-based localization, we define a cost function that penalizes
inconsistencies between observed binary detection (inside/outside a region) and estimated positions,
then perform a grid search over the spatial domain to find the position minimizing this cost. The
event-based localizations follow a similar optimization approach by minimizing the squared residuals
between observed and predicted time-of-arrival values, assuming a known wave propagation speed.

Field variable prediction. For temporal imputation, we apply linear interpolation across the time
dimension, while spatiotemporal forecasting is handled via straightforward extrapolation from recent
observations. When imputing missing values at unseen spatial locations in spatiotemporal imputation,
we adopt a distance-weighted averaging scheme, where nearby known values contribute proportionally
based on their proximity to the target location.

Tracking. To establish tracking baselines for each sensor modality, we develop lightweight model-
based algorithms grounded in classical filtering and geometric optimization techniques. For range-
only tracking, we implement an SCAAT-style Extended Kalman Filter (EKF) [[13| 20], where the
object’s states, position, and velocity are updated sequentially based on individual range measure-
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Task family

Scenario

Baseline approach (key idea)

Localization

Range-only
Bearing-only
Proximity

Event-based (TOA)

Multilateration: minimize nonlinear least-squares residual
between measured and predicted ranges.

Triangulation: solve linear system from angle measure-
ments; intersect bearing lines.

Grid-search cost minimization that penalizes mismatches be-
tween binary detections and candidate positions.

Nonlinear least-squares fit of observed and predicted arrival
times, assuming known wave speed.

Field variable prediction

Temporal imputation
Forecasting
Spatio-temporal imputation

Linear interpolation along the time axis.
Simple extrapolation from most recent observations.
Distance-weighted average of nearby spatial samples.

Range-only

SCAAT-style EKF with custom Jacobians for range measure-
ments.

Tracking Bearing-only EKF adapted for angular measurements.
Range + bearing Joint EKF fusing both modalities.
Event-based (TOA) Nonlinear least-squares estimation of position and event time
from TOA data.
Proximity Geometric intersection of binary detection zones followed by
convex-hull extraction.
Others Tier 2 No solution developed
Tier 3 No solution developed

Table 7: Summary of first-principle baselines developed for each task family.

0.5 L)
Model
gpt-40
gpt-4.1
gpt-4.5-preview
gpt-40-mini
Llama-4
Llama-3-8b
Mistral-7B
deepseek-chat
03-mini

0.4+

SHENRNARAQER

0.1+

0.0~
g-impute

g1-forecast

Figure 11: Field variable prediction compared with baselines (Llama-4 resorts to executing code,
which is not allowed in the setting and results in high error).

ments. The EKF uses a non-linear measurement model with custom Jacobians to map predicted
positions to sensor-measured distances. Similarly, for bearing-only tracking, we adapt the EKF
framework to handle angular measurements. For range-bearing fusion, we extend the same EKF
structure to jointly incorporate both modalities. The event-based baseline estimates both the spatial
location and the event happening time using time-of-arrival (TOA) measurements from distributed
sensors, formulating the problem as a nonlinear least-squares optimization. Lastly, for proximity-
based tracking, we employ a geometric intersection method: binary detections (inside/outside a fixed
radius) from multiple sensors are used to generate candidate regions, and a convex hull is applied to
estimate the object’s position from the intersecting detection zones.

Others. For POI identification and intent prediction based on user mobility trajectories, we design a
finite state machine (FSM)-based baseline to provide a purely algorithmic, quantitative reference. This
model captures sequential transition patterns from historical location data without relying on learning
or world knowledge. For the remaining tasks, such as spatial relationships, direction, proximity, or
temporal overlap, we do not construct first-principle baselines, as using spatial libraries (e.g., Shapely)
and geospatial services (e.g., ArcGIS) yields perfect accuracy. Nonetheless, we would like to remind
our readers that the random-guess baseline yields 50% accuracy due to a balanced distribution of
positive and negative pairs. This design choice makes performance gains over the naive baseline a
meaningful signal of reasoning ability.
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A.7 Field variable prediction compared with baselines (Figure [11)
A.8 Results of solving problems by direct answering on STARK-S (Table

Table [ reports the exact benchmark results across a diverse set of spatiotemporal and navigation
tasks, comparing general-purpose and open-source models. Overall, the strongest performance
is concentrated among the LRMs (03, 03-mini, 04-mini), which consistently achieve the lowest
error rates across both field variable predictions, localization, tracking, and world-knowledge-aware
reasoning. For example, 03 achieves top results in S-impute, T-loc-event, S-loc-event, and most
tracking tasks, while 03-mini and o4-mini provide complementary strengths in ST-forecast and several
localization subtasks. By contrast, general LLMs such as Llama-4, Llama-3-8b, and Mistral-7B
underperform, particularly on tasks requiring fine-grained temporal or spatial reasoning

model gpt-40 gpt-4.1 gpt-4.5 gpt-4o-mini Llama-4 deepseek Llama-3-8b Mistral-7B  03-mini o4-mini 03

S-impute 0.004  0.005  0.001 0.005 0.986 0.002 0.005 0.820 0.001 0.000 0.000
ST-forecast 0.098 0.075  0.098 0.109 0.100 0.083 0.143 0.070 0.152 0.106 0.092
ST-impute 0.049 0.052  0.052 0.060 0.054 0.054 0.084 0.029 0.052 0.052 0.053
T-impute 0.054 0.080  0.063 0.063 0.063 0.044 0.054 0.129 0.063 0.063 0.049
Loc-range 1792 1.172 1.260  3.042 0.563 1.809 3.403 2.737 0.042 0.039 0.036
Loc-bearing 2993 2514  0.610  3.082 1.124 2.299 3.206 2.828 0.133 0.117 0.126
Loc-range-bearing 1.716  1.695 0.056 2.117 0.059 0.056 2.982 2.518 0.057 0.058 0.043
Loc-proximity 1.140 0980 0915 1.197 1.264 1.217 1.872 2.385 1.090 1.006 1.283
T-loc-event 0.890 0414  0.381 0.957 0.311 0.467 0.742 2.209 0.076 0.176 0.059
S-loc-event 2336 2.398 1.902 2426 2.708 2.989 2.987 2.547 0.198 0.258 0.177
Track-range 2.825 3.024 2909  3.480 2.028 2.789 4.158 3.576 0.850 0.689 0.669
Track-bearing 2991  3.268 1.793 3.064 1.959 1.524 4.014 3.664 0.638 0.764 0.580
Track-range-bearing  2.605  2.601 0.659  2.026 1.115 0.118 4.378 3.705 0.113 0.123 0.113
Track-proximity 1.984  2.112  2.095 2.195 2.216 1.857 2.884 2.804 2.161 1.853 1.798
S-track-event 3917 3.652 4204 3775 3.313 3.742 4217 3.523 1.542 1.830 1.052
T-track-event 0414 0.184  0.142  0.184 1.066 0.306 0.882 0.841 0.094 0.068 0.059
S relationship 0.115 0.086  0.040  0.149 0.029 0.081 0.343 0.230 0.000 0.011 0.000
T relationship 0.062  0.000 0.000 0.077 0.046 0.031 0.523 0.231 0.000 0.000 0.000
ST relationship 0.119  0.087  0.008 0.183 0.198 0.143 0.508 0.460 0.024 0.032 0.024
Landmark direction ~ 0.200  0.200  0.200  0.333 0.000 0.333 0.667 0.600 0.133 0.000 0.000
Intent prediction 0.200 0.143 0200  0./33 0.133 0.200 0.600 0.600 0.133 0.067 0.000
Landmark proximity ~ 0.000  0.000  0.067 0.600 0.533 0.067 0.467 0.200 0.000 0.000 0.067
POI prediction 0.000  0.000  0.000  0.600 0.000 0.000 0.333 0.600 0.200 0.067 0.000
Route planning 0.000  0.000  0.000  0.000 0.000 0.000 0.000 0.067 0.000 0.000 0.000
ETA 0.000  0.000  0.000  0.000 0.000 0.000 0.000 0.267 0.000 0.000 0.000
Route segment 0.000 0.000 0.067  0.033 0.133 0.000 0.133 0.250 0.000 0.000 0.000

Table 8: Benchmark results. Model performance measured by RMSPE (field variable prediction)
and RMSE (others). Best results are bold, second best are underlined, and third best are gray.

A.9 Results of solving problems by code interpreters on STARK-S (Table[9)
A.10 Results of solving problems by direct answering on STARK-L (Table

Table[I0|reports the full-benchmark results after removing GPT-4.5, which was deprecated by OpenAlL
The overall trend is consistent with the small-scale evaluation in Table[8} higher-capacity models such
as GPT-40, GPT-4.1, and o-series variants exhibit strong generalization across spatial, temporal, and
spatiotemporal reasoning tasks, while smaller models (e.g., Llama-3/4-8B and Mistral-7B) struggle
in localization and tracking subtasks. The relative ranking of models remains largely unchanged
between STARK-S and STARK-L, confirming the stability of performance patterns across dataset
scales.

A.11 Task examples
A11.1 Tier1

The following tables [I8] [T4} [I5] [T6] [T7] as indicated by the title, show the task and sensor modality
combinations.

A.11.2 Tier 2
The following tables[T9] [20] [21] as indicated by the title, show tier 2 examples..

A.12 Tier3

The following tables as indicated by the title, show tier 3 examples.
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model gpt-4o gpt-4.1  gpt-4o-mini  deepseek-chat 03-mini

S-impute 0.000 0.000  0.000 0.000 0.000
ST-forecast 0.274 0.260  0.242 0.250 0.220
ST-impute 0.195 0.229  0.301 0.215 0.149
T-impute 0.175 0.137  0.232 0.187 0.175
Loc-range 0.124 0.217 0.750 0.750 0.548
Loc-bearing 116.756  0.124 2.087 0.137 0.133
Loc-range-bearing 0.132 0.059 0.163 0.131 0.217
Loc-proximity 1.218 1.019 1.133 1.061 1.085
T-loc-event 16.712  0.021 0.624 73.490 0.032
S-loc-event 2.000 0.083 4.345 0.144 0.083
Track-range 3.249 2.994 15.854 2.841 1.945
Track-bearing 66.386  1.867  3.737 1.434 1.128
Track-range-bearing  2.350 2.854 3.901 3.521 0.220
Track-proximity 2.302 2.004 2.161 2.376 1.953
S-track-event 24.094 1.839 64.045 6.431 1.823
T-track-event 0.493 0.743 0.728 0.154 10.489
S relationship 0.000 0.034  0.000 0.000 0.000
T relationship 0.043 0.051 0.094 0.043 0.000
ST relationship 0.206 0.202  0.242 0.177 0.127
Landmark direction  0.360 0.400 0.208 0.280 0.200
Intent pred. 0.440 0.440  0.520 0.280 0.240
Landmark proximity 0.520 0.440 0.760 0.720 0.240
POI pred. 0.160 0.280  0.320 0.120 0.160
Route planning 0.000 0.000 0.167 0.000 0.200
ETA calc. 0.040 0.080  0.000 0.080 0.080
Route segment dur. 0.560 0.280 0.240 0.200 0.200

Table 9: Benchmark results (coding). The table shows the absolute performance of solving problems
with Python coding.

model gpt-4o gpt-4.1 gpt-4o-mini Llama-4 deepseek-chat Llama-3-8b Mistral-7B  03-mini o4-mini 03

S-impute 0.117  0.008  0.008 0.893 0.003 0.013 0.842 0.001 0.001 0.000
ST-forecast 0.147  0.147  0.164 0.166 0.141 0.176 0.199 0.158 0.161 0.173
ST-impute 0.101  0.104  0.127 0.108 0.105 0.143 0.173 0.102 0.101 0.116
T-impute 0.073  0.069  0.079 0.067 0.076 0.082 0.132 0.070 0.070 0.087
Loc-range 2177  1.562  2.812 0.493 2.080 2.962 2.743 0.056 0.044 0.043
Loc-bearing 2.895  2.620 2926 1.688 2223 3.032 2.813 0.166 0.151 0.153
Loc-range-bearing 1.855  1.645 1.932 0.116 0.119 3.031 2.851 0.062 0.063 0.053
Loc-proximity 1.065  1.034 1.054 1.034 0.958 1.413 1.801 0.956 0.878 0.858
T-loc-event 1334 0.638  0.833 0.398 0.389 1.171 2.229 0.153 0.191 0.064
S-loc-event 2.790 2.584  2.890 2.746 2.772 2.924 2.765 0.292 0.593 0.184
Track-range 2.891 2934  3.610 2.141 2.642 4.099 3.789 0.656 0.852 0.556
Track-bearing 3.644 3410  3.628 2.687 2.090 4272 3.611 0.822 0.866 0.791
Track-range-bearing  1.179  2.048 1.357 0.836 0.138 4.151 3.820 0.128 0.124 0.119
Track-proximity 2.020 2.024  2.097 2.209 2.156 2.657 2.763 2.276 2.205 2.083
S-track-event 3340 3.750  3.619 3.493 3.647 4.040 3.488 1.265 1.815 0.931
T-track-event 0329  0.136 0255 0.447 0.141 0.383 0.428 0.114 0.138 0.080
S relationship 0.074  0.053  0.169 0.064 0.069 0.334 0.311 0.000 0.009 0.000
T relationship 0.000  0.000  0.021 0.000 0.000 0.467 0.363 0.000 0.000 0.000
ST relationship 0.133  0.042  0.187 0.214 0.130 0.434 0.507 0.026 0.029 0.057
Landmark direction ~ 0.259  0.383  0.296 0.400 0.321 0.481 0.617 0.150 0.074 0.037
Intent prediction 0.207 0332 0.398 0.253 0.237 0.506 0.361 0.282 0.224 0.195
Landmark proximity  0.282  0.266  0.577 0.552 0.394 0.419 0.481 0.307 0.216 0.303
POI prediction 0.162  0./58  0.465 0.154 0.249 0.423 0.527 0.212 0.199 0.124
Route planning 0.000  0.000 0.136 0.000 0.000 0.000 0.333 0.148 0.000 0.000
ETA 0.020 0.030  0.139 0.099 0.020 0.238 0.475 0.030 0.000 0.000
Route segment dur. ~ 0.136  0.099  0.148 0.148 0.086 0.531 0.593 0.173 0.185 0.074

Table 10: Benchmark results. Model performan;measured by RMSPE (field variable prediction)
and RMSE (others). Best results are bold, second best are underlined, and third best are gray.
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Examples

Help me determine the location of an object in a 2D plane based on sensor measure-
ments.

Return the location of the object in the following format:

[RESULTS_START] [x, y] [RESULTS_END]

Given Information: There are four sensors, each providing a range-only (distance)
measurement to the object. These measurements indicate the distance from the object
to the sensors. The sensor locations in Cartesian coordinates ([x, y]) are:

- Sensor A: [9.18, 4.97] - Sensor B: [0.11, 6.92] - Sensor C: [8.64, 1.80] - Sensor D:
[3.55,5.54]

The sensor readings are: 8.4643, 1.0005, 9.2132, 2.9811. - The reading represents the
distance from the object to each sensor. - The measurements may contain noise.
Question:

Based on the given data, where is the object most likely located? Provide the estimated
[X, y] coordinates.

Do not put text between the keywords [RESULTS_START] and [RESULTS_END].

Modality

Range

Answer

[1.0750516142060274, 7.2038399470332815]

Table 11: Spatial localization-Range

Examples

Help me determine the location of an object in a 2D plane based on sensor measure-
ments.

Return the location of the object in the following format:

[RESULTS_START] [x, y] [RESULTS_END]

Do not include any additional text between [RESULTS_START] and [RE-
SULTS_END].

Given Information: There are four sensors, each providing: 1. A range measurement
(distance) from the sensor to the object. 2. A bearing measurement (angle) indicating
the direction of the object relative to the sensor. The sensor locations in Cartesian
coordinates ([x, y]) are:

- Sensor A: [1.09, 2.86] - Sensor B: [7.03, 1.40] - Sensor C: [9.34, 0.91] - Sensor D:
[4.62, 3.05]

The sensor readings are: [8.4303, 347.2164], [2.2862, 352.0771], [0.0185, 131.7104],
[5.0572, 336.6944]. - Each reading is in the form [A, B], where: - A represents the
distance from the object to the sensor. - B represents the bearing angle (in degrees),
measured within the range [0, 360). i) Angle unit: degree, within the range [0, 360). ii)
The bearing angle for each sensor is measured from the sensor’s own position (treated
as the origin for its measurement). iii) The reference direction is the positive x-axis (a
horizontal ray extending to the right from the sensor’s location). iv) Angles increase
counterclockwise (CCW) from this reference direction. - The measurements may
contain noise.

Question:

Using the given range and bearing measurements, determine the most likely location
of the object in Cartesian coordinates [x, y].

Modality

Bearing

Answer

[1.263400029932652, 0.6843345416596847]

Table 12: Spatial localization-bearing
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Examples

Help me determine the location of an object in a 2D plane based on sensor measure-
ments.

Return the location of the object in the following format:

[RESULTS_START] [x, y] [RESULTS_END]

Do not include any additional text between [RESULTS_START] and [RE-
SULTS_END].

Given Information:

There are four sensors, each providing a region-based measurement indicating whether
the object is within a defined detection region. Each sensor provides a binary reading: -
1: The object is inside the sensor detection region. - 0: The object is outside the sensor
detection region. The sensor locations in Cartesian coordinates ([x, y]) are:

- Sensor A: [4.21, 8.68] - Sensor B: [8.50, 3.99] - Sensor C: [4.47, 9.16] - Sensor D:
[0.15, 4.68]

Each sensor detects objects within a disk of radius 4.0 around its location

The sensor readings are: 1.0000, 1.0000, 1.0000, 0.0000 - Each reading is in the form
[A], where: - A is either 1 or O, indicating whether the object is within the sensor
detection region. - The measurements may contain noise.

Question:

Using the given region-based sensor measurements, determine the most likely location
of the object in Cartesian coordinates [x, y].

Modality

Proximity

Answer

[6.93892999169199, 6.201391778478937]

Table 13: Spatial localization-Proximity

Examples

You have a 2D region (for simplicity, a 10 km by 10 km square) in which a seismic
event (like a small earthquake or underground explosion) occurs at an unknown location.
A set of seismic sensors (geophones) is placed in this region at known fixed positions.
Each sensor is event-based: it records the time when it detects the seismic wave.
Detection-Time Model: Suppose each sensor’s detection time T depends linearly on
the distance d from the event, using the seismic wave speed (Skm/s):

T = d/5 (second),

meaning that if the sensor is 10 kilometers away from the event, it will detect it at 2
seconds after ignition, if it is 5 kilometers away, it detects at 1 second, etc.

Given Information:

There are four sensors, each providing the time that an event is detected. Each sensor
provides the detection of the event in second: The sensor locations in Cartesian
coordinates ([x_i, y_i], in km) are:

- Sensor A: [2.01, 2.80] - Sensor B: [3.21, 9.68] - Sensor C: [8.06, 4.07] - Sensor D:
[2.72,0.73]

The sensor readings are: 4.1103, 5.3980, 4.7342, 3.7564 - Each reading is in the form
[A], where: - A a positive number, indicating the second the event is detected. - The
measurements may contain noise. - Suppose the event happened at time t. The event’s
occurrence time is related to sensor readings by: A =t+ T.

Localization Goal: By collecting these detection times from multiple sensors, the
objective is to estimate where the seismic event occurred (in km). Determine the
location in the required format [RESULTS_START] [x, y] [RESULTS_END].

Modality

Event

Answer

[3.4805565559661114, 0.7611464626957665]

Table 14: Spatial localization-Event

26



Examples Help me determine the time in seconds when a seismic event occurred in a 2D area
based on sensor measurements.

Format Requirement:

Return the estimated time only in the following format, replacing t with the computed
value:

[RESULTS_START] [t] [RESULTS_END]

Do not include any additional text between [RESULTS_START] and [RE-
SULTS_END].

Scenario: You have a 2D region (for simplicity, a 10 km by 10 km square) in which a
seismic event (like a small earthquake or underground explosion) occurs at an unknown
location. A set of seismic sensors (geophones) is placed in this region at known fixed
positions. Each sensor is event-based: it records the time when it detects the seismic
wave.

Detection-Time Model: Suppose each sensor’s detection time T depends linearly on
the distance d from the event, using the seismic wave speed (Skm/s):

T = d/5 (second),

meaning that if the sensor is 10 kilometers away from the event, it will detect it at 2
seconds after ignition, if it is 5 kilometers away, it detects at 1 second, etc.

Given Information:

There are four sensors, each providing the time that an event is detected. Each sensor
provides the detection of the event in second: The sensor locations in Cartesian
coordinates ([X, y], in km) are:

- Sensor A: [4.11, 3.28] - Sensor B: [4.06, 7.63] - Sensor C: [4.80, 5.48] - Sensor D:
[2.51, 1.51]

The sensor readings are: 5.0332, 4.1634, 4.6190, 5.4055 - Each reading is in the form
[A], where: - A a positive number, indicating the **second** the event is detected.
- The measurements may contain noise. - The event’s occurrence time t is related to
sensor readings by: A=t+T.

Localization Goal: By collecting these detection times in **second** from multiple
sensors, the objective is to estimate when the seismic event occurred in **second**.
Determine the time in the required format [RESULTS_START] [t] [RESULTS_END].

Modality

Answer

Event

[3.961012243187861, 3.961012243187861]
Table 15: Temporal localization-Event

A.13 Reasoning over spatiotemporal relationship

Table [29] highlights the class-wise performance difference between LLMs and LRMs in spatiotem-
poral relationship reasoning tasks. LLMs such as GPT-40 and GPT-4.1 struggle more in line-line
intersection (L-L-intersects) and line-polygon intersection (L-Pg-intersects), where their performance
decreases compared to other tasks. Similarly, for temporal relationship reasoning, the LLMs find
it more challenging to handle the overlaps-with task. In contrast, LRMs such as 03-mini and o3
exhibit robust performance across all evaluated categories, consistently achieving superior accuracy
or near-perfect results. This demonstrates the effectiveness and specialized capability of LRMs in
compound spatiotemporal reasoning scenarios. See Appendix and for spatial relationship
and temporal relationship results.

A.14 Spatial relationship (Table[30)
A.15 Temporal relationship (Table [31)
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Examples

Help me track the location of an object in a 2D plane at each step based on temporal
Sensor measurements.

Given Information: You will receive a set of range-only measurements from up to four
sensors at each time stamp. These measurements indicate the distance from the object
to the sensors. The sensor locations in Cartesian coordinates ([x, y]) are:

- Sensor A: [3.37, 4.61] - Sensor B: [7.43, 4.62] - Sensor C: [4.89, 5.52] - Sensor D:

[0.59, 6.46]

The sensor readings are an array. - The reading represents the distance from the object
to each sensor. - The measurements may contain noise. - Some sensors may not report
a distance (i.e., a missing reading) at certain time stamps.

Objective: Based on the available distance measurements at each time stamp (including
the historical data), estimate the most likely [X, y] coordinates of the object in the 2D
plane.

Output Format: Your response **must** include the object’s estimated location in the
following format:

[RESULTS_START] [x, y] [RESULTS_END]

Do not include any text or additional formatting between the [RESULTS_START] and
[RESULTS_END].

Example: Suppose at a certain time stamp, sensor 1 and sensor 3 provide distance
measurements, while sensors 2 and 4 do not. Use only the available readings and
historical data to compute the object’s best-guess location.

Return the results in the exact format:

[RESULTS_START] [1.23, 4.56] [RESULTS_END]

Question:

Based on the given data, where is the object most likely located at each step? Provide
the estimated [x, y] coordinates. You **must** give an estimation.

Modality | Range
Question #1 \ Step 0 | At time 0.0000, the sensor readings are 6.3630, 9.1967, nan, nan
Answer #1 | [0.0, 10.0]
Question #2 \ Step 0 | At time 0.0000, the sensor readings are 6.3630, 9.1967, nan, nan
Answer #2 | [0.2394074101698792, 9.94759324595609]
Question #3 \ Step 1 | At time 0.2041, the sensor readings are nan, 8.9666, nan, nan
Answer #3 | [1.263400029932652, 0.6843345416596847]

N
Question #9 \ Step 8 | At time 1.6327, the sensor readings are nan, 7.1842, nan, nan
Answer #9 | [1.4291178779723746, 9.046650349589203]
Question #10 \ Step 9 | At time 1.8367, the sensor readings are nan, 6.7058, 4.1855, nan
Answer #10 | [1.6194253467978819, 8.752139659211627]

Table 16: Spatial tracking-Range. The model is required to estimate the new object location when
new sensor readings come.
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Examples There is a shooter moving in a 2D plane (10 x 10 km) monitored by sensors. Help me
track the time a gunshot occurred in a 2D plane (10 x 10 km) based on time-of-arrival
(TOA) measurements from up to four microphones.

Given Information: At each step, you will receive a set of time-of-arrival measurements
from up to four sensors at each time stamp (in minute). These measurements indicate
how long after the shot was fired that each sensor detected the sound. The sensor
locations in Cartesian coordinates ([x, y], in km) are:

- Sensor A: [1.54, 8.20] - Sensor B: [5.51, 6.43] - Sensor C: [4.37, 9.95] - Sensor D:
[5.04, 0.39]

But for the purpose of this problem, we are focusing on estimating the shot’s initial
firing time (T_0). The sensor readings come in an array: - The reading represents the
TOA at the corresponding sensor location. - Some sensors may not report a reading
(i.e., missing data) at certain time stamps. - The measurements may contain noise.
Objective: Based on the available time-of-arrival measurements at each time stamp
(including historical data), estimate the most likely time T_0O (in min) at which the shot
was fired.

Output Format: Your response **must** include the shooter’s estimated location in
the following format:

[RESULTS_START] [T_0] [RESULTS_END]

Do not include any text or additional formatting between the [RESULTS_STARTT] and
[RESULTS_END].

Acoustic-Time Model: Assume each microphone receives the shot at time T given by:
T=d/v+T_0,

where d = distance from the shooter to the microphone (need to be estimated), v =
speed of sound (approximately 20 km/min), T_O = the time offset when the shot was
actually fired (which you may approximate or fit from the data).

Example: Suppose at a certain time stamp, sensor 1 and sensor 3 provide TOA mea-
surements, while sensors 2 and 4 do not. Use only the available readings and historical
data to compute the best-guess firing time.

Return the result in the exact format (in min) at each step:

[RESULTS_START] [0.1234] [RESULTS_END]

Question:

Based on the given TOA data, estimate the T_O (in min) when the shot was fired at
each step. Provide a numeric answer and you **must** give an estimation.

Modality | Range

Question #1 | Step 0| The corresponding sensor readings are 9.5777, 9.4917, 9.6516, 9.2405
Answer #1 | [9.160943872637121]

Question #2 | Step 11 The corresponding sensor readings are 9.8002, 9.6949, 9.8543, 9.4018
Answer #2 | [9.365025505290182]

Question #3 \ Step 2 | The corresponding sensor readings are 10.0176, 9.8928, 10.0620, 9.5798
Answer #3 | [9.569107137943243]

Question #9 | Step 8 | The corresponding sensor readings are 11.2803, 11.0751, nan, 10.9987
Answer #9 | [10.793596933861611]

Question #10 \ Step 9 | The corresponding sensor readings are 11.4759, 11.2622, 11.4417, 11.2287
Answer #10 | [10.997678566514672]

Table 17: Temporal tracking-Range. The model is required to estimate the event time when new
sensor readings come.
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Examples

Help me answer a question involving forecasting of sensory data from a sensor network.
You will be given a sequence of sensor readings from a group of sensor devices which
are located in proximity to each other, and where each reading is taken at consecutive
time steps. Your objective is to predict the next value for all sensors at the next time
step. Some more context: this sensory network is deployed at various locations in a
city to measure PM2.5 air quality readings. These readings have been sampled from
January 7th 2025 to January 30th from various locations around Los Angeles. During
this time, there were a few significant wildfires occuring. The readings are taken at a
frequency of 1/hour. Sensor values from previous time steps:

What is the value of the group’s sensor readings at time t? Note that you will need to
provide several values (for each sensor in the group)

Sensor values from previous time steps :

Sensor readings taken from time t-7 (real world time is January 11, 2025 at 10:00:02
AM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 50.9 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 0.0 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 26.0

Sensor readings taken from time t-6 (real world time is January 11, 2025 at 11:00:02
AM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 39.2 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 1.0 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 12.2

Sensor readings taken from time t-5 (real world time is January 11, 2025 at 12:00:02
PM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 43.6 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 1.1 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 10.7

Sensor readings taken from time t-4 (real world time is January 11, 2025 at 01:00:02
PM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 29.6 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 0.0 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 13.3

Sensor readings taken from time t-3 (real world time is January 11, 2025 at 02:00:02
PM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 12.6 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 0.5 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 14.8

Sensor readings taken from time t-2 (real world time is January 11, 2025 at 03:00:02
PM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 13.8 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 0.0 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 9.3

Sensor readings taken from time t-1 (real world time is January 11, 2025 at 04:00:02
PM): Sensor located at Lat: 33.83253, Long: -118.18794 has value: 17.1 Sensor
located at Lat: 33.855965, Long: -118.28898 has value: 1.2 Sensor located at Lat:
33.880737, Long: -118.38882 has value: 9.3 What is the value of the group’s sensor
reading at time t (real world time is January 11, 2025 at 05:00:02 PM)? Note that you
will need to provide several values (for each sensor in the group)

Please respond with your output as a list of predicted values in the following format:
[RESULT_START] [predictions] [RESULT_END] Do not include any text or addi-
tional formatting between the [RESULTS_START] and [RESULTS_END]. Example:
[RESULTS_START] [23.5, 35.7, 45.3, 75.2, 24.2] [RESULTS_END]

Answer

[32.8,0.2,21.4]

Table 18: Spatiotemporal Forecast
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Examples

Help me answer question regarding spatial relationship in a 2D plane:

Given Information: You will be provided with geometric information involving three
types of 2D geometries—Point, LineString, and Polygon—all defined using the ESRI
(Environmental Systems Research Institute) geometric format. These geometries are
expressed as lists of coordinates in a Cartesian plane.

Point: A single coordinate location in space, defined as a tuple:

(2, ).

LineString: A sequence of points that forms a continuous line. It is represented as an
ordered list of coordinate pairs:

[(z1,91), (%2,92), - (Tn, Yn)]-

Polygon: A closed shape formed by a sequence of coordinate pairs where the first and
last points are the same to close the loop:

[(z1,91), (T2, 92), - (@ns Yn)s (21, y1)]-

Spatial Relationships (based on ArcGIS model) is as follows. During computation, you
should account for floating-point precision with a numerical tolerance. For instance,
"Equals’ should return True not just for exact mathematical identity, but if two geome-
tries are identical within this tolerance.

ArcGIS defines spatial relationships as logical conditions between geometric objects:
1. Equals: Returns True if two geometries represent the same shape and location. 2.
Intersects: Returns True if the geometries share any portion of space, including edges
or points. 3. Contains: Returns True if one geometry completely encloses another. 4.
Within: The reverse of Contains. Returns True if the first geometry lies completely
inside the second. 5. Crosses: Returns True if the geometries intersect in a way where
they share some interior points but are of different dimensions (e.g., a line crossing
another line or a line crossing a polygon). 6. Touches: Returns True if the geometries
share only a boundary or a point but no interior space. 7. Overlaps: Returns True if the
geometries share some, but not all, interior points, and are of the same dimension.
Objective:

Determine whether the Linestring [(-0.6139, 9.0467), (3.4341, 9.0467)] has the spatial

(1.8078, 8.0632), (2.4341, 8.7295), (2.3036, 9.6346), (1.5147, 10.0970), (0.6613,
9.7684), (0.3861, 8.8963)]?

Answer 1 if answer is Yes. Otherwise, answer 0.

Output Format: Your response **must** include the answer (0 or 1) in the following
format:

[RESULTS_START] [p] [RESULT_END]

You may include explanatory text elsewhere in your response. However, do not include
any text or additional formatting between [RESULTS_START] and [RESULTS_END].

Example:

[RESULTS_START] [1] [RESULTS_END]
Modality | Range
Answer | 111

Table 19: Spatial relationship

31



Examples

Help me answer question regarding temporal relationship:

Given Information: You will be provided with intervals defined by (z;, ;).

x; and z; are non negative numbers.

Temporal Relationships (based on Allen’s interval algebra):

1. Before (A before B): A ends before B starts. 2. After (A after B): A starts after B
ends. 3. Meets (A meets B): A ends exactly when B starts. 4. Met-By (A met-by B): A
starts exactly when B ends. 5. Overlaps (A overlaps B): A starts before B starts, and
ends after B starts but before B ends. 6. Overlapped-By (A overlapped-by B): A starts
after B starts, and ends after B ends but before A ends. 7. Starts (A starts B): A and B
start at the same time, but A ends before B ends. 8. Started-By (A started-by B): A and
B start at the same time, but A ends after B ends. 9. During (A during B): A starts after
B starts and ends before B ends. 10. Contains (A contains B): A starts before B starts
and ends after B ends. 11. Finishes (A finishes B): A and B end at the same time, but
A starts after B starts. 12. Finished-By (A finished-by B): A and B end at the same
time, but A starts before B starts. 13. Equals (A equals B): A and B start and end at the
same time.

Objective:

Determine whether the time interval (3.7558, 6.4075) has the temporal relationship
**overlaps with** with the time interval (39.8870, 44.8131)?

Answer 1 if answer is Yes. Otherwise, answer 0.

Output Format: Your response **must** include the answer (0 or 1) in the following
format:

[RESULTS_START] [p] [RESULTS_END]

You may include explanatory text elsewhere in your response. However, do not include
any text or additional formatting between [RESULTS_START] and [RESULTS_END)].

Example:

[RESULTS_START] [1] [RESULTS_END]
Modality | Range
Answer | (0]

Table 20: Temporal relationship
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Examples

Help me answer question regarding spatial relationship in a 2D plane:

Given Information:

You will receive a series of object trajectory and the corresponding timestamps of the
coordinates in the trajectory. You can treat the trajectory as linestring.

Sensor A: [(z1,91), (T2, 42), s (Tns Yn)]

Timestamp: [t1,2, ..., tn]

You will be provided with geometric information involving three types of 2D geome-
tries—Point, LineString, and Polygon—all defined using the ESRI (Environmental
Systems Research Institute) geometric format. These geometries are expressed as lists
of coordinates in a Cartesian plane.

Point: A single coordinate location in space, defined as a tuple:

[(2,)].

LineString: A sequence of points that forms a continuous line. It is represented as an
ordered list of coordinate pairs:

[(wlv y1)7 (1‘2, y2)7 ...(.’Iﬁn, y'n)]

Polygon: A closed shape formed by a sequence of coordinate pairs where the first and
last points are the same to close the loop:

[(z1,91), (T2,92), - (Tns Yn), (1, y1)]-

Spatial Relationships (based on ArcGIS model) are as follows. During computation,
you should account for floating-point precision with a numerical tolerance. For in-
stance, 'Equals’ should return True not just for exact mathematical identity, but if two
geometries are identical within this tolerance.

ArcGIS defines spatial relationships as logical conditions between geometric objects:

Temporal Relationships (based on Allen’s interval algebra):

Objective:

Determine whether the time interval during which the EVENT holds has the temporal
relationship **is_equal_to** with the reference interval (6.9569, 9.5423)? EVENT:
the following object trajectory has the spatial relationship **intersects** with Polygon
[(8.9995, 9.6963), (9.4793, 9.4669), (9.9179, 9.7677), (9.8767, 10.2979), (9.3969,
10.5273), (8.9583, 10.2265), (8.9995, 9.6963)]

For any interaction between a trajectory (you can view it as a LineString) and a fixed
geometry—whether that geometry is another LineString, a Point, or a Polygon—define
the “event interval” as follows:

1. Pick a trajectory segment and a predicate. 2. Project the segment endpoints back
to their timestamps. For each contiguous satisfying segment, let ¢; be the time at the
segment’s first vertex and ¢, be the time at its last vertex. 3. Define the event interval
as the union of all **[¢;, {o]** intervals in which the predicate is true. 4. Do not
include portions of the trajectory before the relationship begins or after it ends. Do not
interpolate.

Answer 1 if answer is Yes. Otherwise, answer 0.

Object trajectory: [(10.0000, 9.6138), (9.8171, 9.8075), (9.6491, 9.9374), (9.4950,
10.0000), (9.4381, 9.9971), (9.2219, 9.9145), (9.0990, 9.7653), (8.9822, 9.5463),
(8.8692, 9.2601), (8.7575, 8.9104)] Timestamp: [1.9871, 3.0075, 4.0279, 5.0483,
6.0687, 7.0891, 8.1095, 9.1299, 10.1503, 11.1707]

Output Format: Your response **must** include the answer (0 or 1) in the following
format:

[RESULTS_START] [p] [RESULTS_END]

You may include explanatory text elsewhere in your response. However, do not include
any text or additional formatting between [RESULTS_START] and [RESULTS_END].
Example:

[RESULTS_START] [1] [RESULTS_END]

Answer

(0]

Table 21: Spatioemporal relationship
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Example

Determine the most accurate spatial relationship between Statue of Liberty, New York,
NY and Empire State Building, New York, NY is north-west of, selecting from the
options: [’north of’, "north-east of”, ’east of’, ’south-east of”, ’south of’, ’south-west
of’, west of’, "north-west of”’]

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(0]

Table 22: Landmark direction

Example

Is there a hospital within 200 metres of Santa Monica Pier, Santa Monica, CA?
Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(0]

Table 23: Landmark proximity

Example

Help me to answer the following question regarding spatio-temporal reasoning:
Given information:

1. Start at Lombard Street, San Francisco, CA 2. Go northeast on Lombard St toward
Leavenworth St 3. At the stop sign, turn left on Leavenworth St 4. At the stop sign,
turn left on Chestnut St 5. At the stop sign, turn left on Larkin St 6. At the stop sign,
turn right on Lombard St 7. Take exit 442 on the right toward Alexander Avenue 8.
Make a sharp left on Sausalito Lateral toward US-101 S / San Francisco 9. Merge onto
Golden Gate Brg S (US-101 S) 10. Finish at Golden Gate Bridge, San Francisco, CA,
on the right

Objective:

Does the route from Lombard Street, San Francisco, CA to Golden Gate Bridge, San
Francisco, CA pass by San Francisco International Airport?

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(0]

Table 24: Route planning

Example

If I leave Los Angeles International Airport by car at 9:12 AM, can I arrive at Santa
Monica Pier, Santa Monica, CA by 9:26 AM? You can assume an average travel speed
47.8259 km/h. Answer directly based on the reasoning of spatial and/or temporal
information.

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(0]

Table 25: ETA calculation

Example

I drove from Fisherman’s Wharf, San Francisco, CA to Golden Gate Bridge, San
Francisco, CA starting at 10:00 AM, and the trip took about 19 minutes. Was I likely
to witness the accident that occurred along the route from (Bay St, San Francisco, CA,
94109, USA) to (Mile 9.2 Us Hwy 101 N, San Francisco, CA, 94129, USA) between
9:42 AM and 9:57 AM? Answer directly based on the reasoning of spatial and/or
temporal information.

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(0]

Table 26: Route segment duration
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Example

Given Information:

The coordinates of locations are as follows:

Location 0 coordiante: (34.051645489083, -118.243997724533).

Location 1 coordiante: (34.018319580967, -118.492826418854).

Location 2 coordiante: (34.050016, -118.261176).

Location 3 coordiante: (34.033664, -118.229166).

Location 4 coordiante: (34.072917, -118.35729).

Location 5 coordiante: (34.10156947286, -118.340960963788).

Location 6 coordiante: (33.99535, -118.475103).

Location 7 coordiante: (34.132390527116, -118.280364162419).

Location 8 coordiante: (34.043871172843, -118.266447633989).

The user’s trajectory and information of each day are as follows:

The date is 2023-11-06. Monday. Today’s weather is sunny, and air quality is moderate.
From 07:00 to 09:00 traffic is busy, from 16:00 to 18:00 traffic is busy. From 13:00 to
14:00 the user feel fatigued, at 16:00 the user feel fatigued, from 19:00 to 21:00 the
user feel fatigued. Today there is a popular Laker game. Starting from 16:00 on date
2023-11-06, the user’s hourly trajectory is: 2, 0, 8, 2, 2, 2, 2, 0.

The date is 2023-11-07. Tuesday. Today’s weather is sunny, and air quality is unhealthy.
From 07:00 to 09:00 traffic is busy, from 16:00 to 18:00 traffic is busy. From 19:00 to
21:00 the user feel fatigued. A popular movie premieres today. Starting from 00:00 on
date 2023-11-07, the user’s hourly trajectory is: 0, 0,0, 0,0,0,7,5,5,5,5,5,5,3,3,
2,2,2,2,3,5,5,5,0.

The date is 2023-11-08. Wednesday. Today’s weather is sunny, and air quality is good.
From 07:00 to 09:00 traffic is busy, from 16:00 to 18:00 traffic is busy. At 14:00 the
user feel fatigued, from 19:00 to 21:00 the user feel fatigued. The user has planned a
date night. Starting from 00:00 on date 2023-11-08, the user’s hourly trajectory is: 0, 0,
0,0,0,0,2,2,2,2,6,6,3,3,5,7,7,5,5,5,5,0,0,0.

The date is 2023-11-12. Sunday. Today’s weather is cloudy, and air quality is good.
From 12:00 to 18:00 traffic is busy. From 19:00 to 21:00 the user feel fatigued. Today
there is a big sales event, like Black Friday. Starting from 00:00 on date 2023-11-12,
the user’s hourly trajectory is: 0,0, 0, 0,0,0,6,6,0,4,4,4,4,3,4,4,4,4,4,4,4,4, 4,
0.

The date is 2023-11-13. Monday. Today’s weather is sunny, and air quality is good.
From 07:00 to 09:00 traffic is busy, from 16:00 to 18:00 traffic is busy. From 12:00
to 13:00 the user feel fatigued, at 17:00 the user feel fatigued, from 19:00 to 21:00
the user feel fatigued. The user has planned a date night. Starting from 00:00 on date
2023-11-13, the user’s hourly trajectory is: 0,0,0,0,1,1,1,0,3,2,2,2,2,2,2,2,2.
Objective:

Determine if the user is likely to visit location 3 in the next 5 hrs?

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer

(1]

Table 27: POI prediction
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Example Help me answer question regarding a user’s trajectory:

Given Information:

The coordinates of locations are as follows: Location 0 coordiante: (34.051645489083,
-118.243997724533).

Location 1 coordiante: (34.018319580967, -118.492826418854).

Location 2 coordiante: (34.050016, -118.261176).

Location 3 coordiante: (34.033664, -118.229166).

Location 4 coordiante: (34.072917, -118.35729).

Location 5 coordiante: (34.10156947286, -118.340960963788).

Location 6 coordiante: (33.99535, -118.475103).

Location 7 coordiante: (34.132390527116, -118.280364162419).

Location 8 coordiante: (34.043871172843, -118.266447633989).

The user’s trajectory and information of each day are as follows:

The date is 2023-11-11. Saturday. Today’s weather is sunny, and air quality is good.
From 12:00 to 18:00 traffic is busy. At 13:00 the user feel fatigued, at 15:00 the user
feel fatigued, at 17:00 the user feel fatigued, from 19:00 to 21:00 the user feel fatigued.
The user has planned a date night. Starting from 22:00 on date 2023-11-11, the user’s
hourly trajectory is: 5, 0.

The date is 2023-11-12. Sunday. Today’s weather is cloudy, and air quality is good.
From 12:00 to 18:00 traffic is busy. From 19:00 to 21:00 the user feel fatigued. Today
there is a big sales event, like Black Friday. Starting from 00:00 on date 2023-11-12,
the user’s hourly trajectory is: 0,0, 0,0,0,0,6,6,0,4,4,4,4,3,4,4,4,4,4,4,4,4,4,

The date is 2023-11-17. Friday. Today’s weather is cloudy, and air quality is good.
From 07:00 to 09:00 traffic is busy, from 16:00 to 18:00 traffic is busy. At 13:00
the user feel fatigued, from 19:00 to 21:00 the user feel fatigued. A popular movie
premieres today. Starting from 00:00 on date 2023-11-17, the user’s hourly trajectory
is: 0,0,0,0,0,0,2,2,2,2,2,2,2,2,2,2,2,0,0,5,0,0,5,0.

The date is 2023-11-18. Saturday. Today’s weather is sunny, and air quality is good.
From 12:00 to 18:00 traffic is busy. At 15:00 the user feel fatigued, from 19:00 to 21:00
the user feel fatigued. Today there is a big sales event, like Black Friday. Starting from
00:00 on date 2023-11-18, the user’s hourly trajectory is: 0, 0, 0,0, 0,0, 4, 4, 4,4, 0, 0,
0,4,4,4,4,4,4,4,4,4, 4.

Objective:

Determine if the user is likely to go shopping in the next 5 hrs?

Answer 1 if answer is Yes. Otherwise, answer 0.

Answer | 111
Table 28: Intent prediction

model gpt-4o  gpt-4.1 gpt-4.5-preview  gpt-4o-mini Llama-4 Llama-3-8b Mistral-7B  deepseek-chat 03-mini 03
L-L-contains 0.000  0.000  0.000 0.000 0.000 0.500 0.458 0.042 0.000 0.000
L-L-crosses 0.208  0.000 0.125 0.375 0.500 0.316 0.625 0.417 0.083 0.250
L-L-equals 0.043  0.000  0.000 0.083 0.000 0.542 0.500 0.000 0.000 0.000
L-L-intersects ~ 0.208  0./25  0.042 0.125 0.304 0.667 0.458 0.208 0.000 0.000
L-L-overlaps 0.042  0.000  0.000 0.292 0.130 0.500 0.500 0.042 0.000 0.000
L-Pt-intersects ~ 0.000  0.375  0.000 0.208 0.000 0.375 0.708 0.000 0.000 0.000
L-Pg-crosses 0.167  0.208 0.083 0.167 0.304 0.625 0.333 0.167 0.042 0.000
L-Pg-intersects  0.136  0.042  0.042 0.292 0.208 0.375 0.375 0.083 0.083 0.000
L-Pg-within 0.043  0.000  0.000 0.167 0.261 0.542 0.292 0.208 0.000 0.000
model gpt-4o  gpt-4.1  gpt-4.5-preview  gpt-4o-mini Llama-4 Llama-3-8b Mistral-7B  deepseek-chat 03-mini 03
During 0.167  0.167 0.000 0.167 0.179 0.655 0.300 0.067 0.000 0.033
Finishes 0.000  0.000 0.000 0.300 0.034 0.552 0.333 0.000 0.000 0.000
Is-equal-to 0.000  0.000 0.034 0.000 0.067 0414 0.433 0.033 0.000 0.000
Meets 0.100  0.033 0.067 0.133 0.310 0414 0.633 0.233 0.000 0.000
Overlaps-with  0.429  0.167 0.067 0.500 0.393 0.621 0.467 0.333 0.067 0.067
Precedes 0.034  0.033 0.000 0.167 0.000 0.400 0.433 0.000 0.000 0.000
Starts 0.000  0.000  0.000 0.033 0.200 0.433 0.700 0.167 0.000 0.033

Table 29: Spatiotemporal relationship reasoning. First table: results grouped by spatial relationship
(L: Linestring, Pt: Point, Pg: Polygon). Second table: results grouped by temporal relationship.
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model gpt-40  gpt-4.1  gpt-4.5-preview gpt-4o-mini Llama-4 Llama-3-8b Mistral-7B  deepseek-chat 03-mini 03

Contains  0./08  0.027  0.108 0.135 0.000 0.108 0.568 0.027 0.000 0.000
Crosses 0.000  0.000  0.000 0.087 0.000 0.478 0.391 0.000 0.000 0.000
Equals 0.000  0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Intersects  0.000  0.000  0.000 0.000 0.000 0.500 0.155 0.000 0.000 0.000
Overlaps 0375 0312 0.000 0.500 0.071 0.438 0.062 0.312 0.000 0.000
Touches  0.017  0.000  0.000 0.034 0.000 0.483 0.207 0.034 0.000 0.000
Within 0.135  0.08/  0.027 0.297 0.000 0.405 0.405 0.000 0.000 0.000

Table 30: Spatial relationship reasoning by predicates.

model gpt-4o0  gpt-4.1 gpt-4.5-preview gpt-4o-mini Llama-4 Llama-3-8b Mistral-7B  deepseek-chat 03-mini 03

Precedes 0.000  0.000  0.000 0.000 0.000 0.667 0.333 0.000 0.000 0.000
Is-preceded-by 0.556  0.222 0.000 0.778 0.111 0.667 0.333 0.444 0.000 0.000
Meets 0.000  0.000  0.000 0.000 0.000 0.333 0.667 0.000 0.000 0.000
Is-met-by 0.000  0.000  0.000 0.000 0.000 0.111 0.000 0.000 0.000
Overlaps-with 0.000  0.000 0.000 0.000 0.000 .556 0.222 0.000 0.000 0.000
Is-overlapped-by ~ 0.333  0.000  0.000 0.222 0.556 0.444 0.556 0.000 0.000 0.000
Starts 0.000  0.000  0.000 0.000 0.000 0.556 0.333 0.000 0.000 0.000
Is-started-by 0.000  0.000  0.000 0.000 0.000 0.667 0.333 0.000 0.000 0.000
During 0.000  0.000 0.000 0.000 0.000 0.333 0.000 0.000 0.000 0.000
Contains 0.000  0.000  0.000 0.000 0.000 0.222 0.556 0.000 0.000 0.000
Finishes 0.000  0.000  0.000 0.000 0.000 0.667 0.333 0.000 0.000 0.000
Finished-by 0.000  0.000 0.000 0.000 0.000 0.778 0.222 0.000 0.000 0.000
Is-equal-to 0.000  0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 31: Temporal relationship reasoning by Allen’s temporal algebra.
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