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Abstract

We study graph data augmentation by mixup,
which has been used successfully on images. A
key operation of mixup is to compute a convex
combination of a pair of inputs. This operation
is straightforward for grid-like data, such as im-
ages, but challenging for graph data. The key
difficulty lies in the fact that different graphs typ-
ically have different numbers of nodes, and thus
there lacks a node-level correspondence between
graphs. In this work, we propose S-Mixup, a
simple yet effective mixup method for graph clas-
sification by soft alignments. Specifically, given
a pair of graphs, we explicitly obtain node-level
correspondence via computing a soft assignment
matrix to match the nodes between two graphs.
Based on the soft assignments, we transform the
adjacency and node feature matrices of one graph,
so that the transformed graph is aligned with the
other graph. In this way, any pair of graphs can be
mixed directly to generate an augmented graph.
We conduct systematic experiments to show that
S-Mixup can improve the performance and gen-
eralization of graph neural networks (GNNs) on
various graph classification tasks. In addition,
we show that S-Mixup can increase the robust-
ness of GNNs against noisy labels. Our code
is publicly available as part of the DIG package
(https://github.com/divelab/DIG).

1. Introduction

Data augmentations aim at generating new training samples
by applying certain transformations on the original samples.
For example, applying rotations and flipping on images gen-
erates new images with the same labels. Many empirical
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results have shown that data augmentations can help im-
prove the invariance and thus the generalization abilities
of deep learning models. While data augmentations are
relatively straightforward for grid-like data, such as images,
they are particularly challenging for graph data. A key diffi-
culty lies in the lack of simple graph operations that preserve
the original labels, such as rotations on images. Most exist-
ing graph augmentation methods, such as DropEdge (Rong
et al., 2020), DropNode (Feng et al., 2020) and Subgraph
(You et al., 2020), assume labels are the same after simple
operations, such as drop a random node or edge, on training
graphs. On one hand, such simple operations may not be
able to generate sufficiently diverse new samples. On the
other hand, although the operations are simple, they are not
guaranteed to preserve the original labels.

Recently, mixup (Zhang et al., 2018) has been shown to be
an effective method for image data augmentation. In particu-
lar, mixup generates new samples and corresponding labels
by performing convex combinations of a pair of original
samples and labels. A key challenge of applying mixup on
graphs lies in the fact that different graphs typically have
different numbers of nodes. Even for graphs with the same
number of nodes, there lacks a node-level correspondence
that is required to perform mixup. Several existing graph
mixup methods (Han et al., 2022; Park et al., 2022; Yoo et al.,
2022; Guo & Mao, 2021) use various tricks to sidestep this
problem. For example, ifMixup (Guo & Mao, 2021) uses a
random node order to align graphs and then interpolate node
feature matrices and adjacency matrices. Han et al. (2022)
proposes to learn a Graphon for each class and performs
mixup in Graphon space. Graph Transplant (Park et al.,
2022) and SubMix (Yoo et al., 2022) connect subgraphs
from different input graphs to generate new graphs. How-
ever, none of these methods explicitly models the node-level
correspondence among different graphs and perform mixup
as in the case of images. A natural question is raised: Can
we conduct image-like mixup for graphs with node-level
correspondence to preserve critical information?

In this work, we provide an affirmative answer to this ques-
tion and propose S-Mixup, a simple yet effective graph
mixup approach via soft alignments. A key design princi-
ple of our method is to explicitly and automatically model
the node-level correspondence (i.e., soft alignment matrix)
between two graphs when performing mixup, thereby avoid-


https://github.com/divelab/DIG

Graph Mixup with Soft Alignments

ing random matching noise and preserving critical graph
components in the augmented data. Given a pair of graphs,
we first obtain node-level correspondence by computing
a soft assignment matrix that measures the similarity of
nodes across two graphs based on node features and graph
topology. Then this soft alignment matrix guides the graph
transformation, including adjacency matrix and node fea-
ture matrix transformation, to generate the aligned graph
with the same number of nodes and node order as the other
graph. In this way, we can interpolate the adjacency matri-
ces and node feature matrices of any graph pairs to generate
synthetic graphs for training. Comprehensive experiments
show that S-Mixup can improve the performance and gener-
alization of GNNs on various graph classification tasks. In
addition, results show that S-Mixup increases the robustness
of GNNs against noisy labels.

2. Preliminaries
2.1. Graph Classification with Graph Neural Networks

In this work, we study the problem of graph classification.
Let G = (A, X) represent a graph with n nodes. Here,
A € {0,1}™*" is the adjacency matrix, and A;; = 1
if and only if there exists an edge between nodes ¢ and
j. X = [®1, - ,x,]T € R"*? is the node feature ma-
trix, where each row x; € R¢ represents the d-dimensional
feature of node ¢. Given a set of labeled graphs, graph
classification tasks aim to learn a model that predicts the
class label y of each graph G. Recently, GNNs have
shown remarkable performance in various graph classi-
fication problems. GNNSs usually use a message pass-
ing scheme to learn node representations in graphs. Let
HO = [h(ll), - 7hg)]T € R™*4 denote the node rep-
resentations at the [-th layer of a message passing GNN
model, where each row hEl) € R% is the d;-dimensional
representation of node ¢. Formally, one message passing
layer can be described as

H® = UPDATE(H"~Y MSG(H!~V, A)), (1)

where MSG(-) is a message propagation function that ag-
gregates the messages from neighbors of each node, and
UPDATE(") is a function that updates H !~ to H") using
the aggregated messages. The node representations H (*)
are initialized as X . After L layers of such message passing,
the graph representation hg is obtained by applying a global
pooling function READOUT over node representations as

hg = READOUT(H ). 2)

Given the graph representation hg, a multi-layer perceptron
(MLP) model computes the probability that graph G belongs
to each class.

Despite the success of GNNs, a primary challenge in graph
classification tasks is the lack of labeled data due to expen-

sive annotations. In this paper, we focus on designing a
pairwise graph data augmentation method to generate more
training data, thereby improving the performance of GNNs.

2.2. Mixup

Mixup (Zhang et al., 2018) is a data augmentation method
for regular, grid-like, and Euclidean data such as images
and tabular data. The idea of mixup is to linearly interpolate
random pairs of data samples and their corresponding labels.
Given a random pair of samples x; and x; and their corre-
sponding one-hot class labels y; and y;, Mixup constructs
training data as

z=x; + (1 - Nz,, 1-XNy,;, @

where A ~ Beta(c, «) is a random variable drawn from the
Beta distribution parameterized with «.

Y= Ay; +

Mixup and its variants (Yang et al., 2020; Yun et al., 2019;
Berthelot et al., 2019) have shown great success in improv-
ing the generalization and robustness of deep neural net-
works in image recognition and natural language processing.
However, mixing graphs is a challenging problem due to the
irregular and non-Euclidean structure of graph data. Specifi-
cally, the number of nodes varies in different graphs, making
itinfeasible to apply the mixing rule in Eq. (3) directly. Even
if two graphs have the same number of nodes, graphs have
no inherent node order. If we don’t consider the node-level
correspondence between graphs and use an arbitrary node
order to mix graphs, the generated graphs are noisy.

3. Methodology

In this work, we propose S-Mixup, a novel and effective
mixup method for graph classification, which addresses the
challenges of mixing graph data. We compute a soft assign-
ment matrix to match the nodes between a pair of graphs.
The assignment matrix guides the graph transformation to
well align graph pairs based on node features and graph
topology, such that the augmented new graph can preserve
the critical information and avoid random matching noise.

3.1. Mixup with the Assignment Matrix

Assuming that we already have a desired soft assignment ma-
trix, we first describe how we mix graphs based on the soft
assignment matrix. Given a pair of graphs G; = (A1, X1)
and Gy = (Ag, X)), we use M € R™*"2 to denote the
soft assignment matrix, where n; and ny are the number
of nodes in G; and G, respectively. Each row of M corre-
sponds to a node in G; and each column of M corresponds
to a node in Gs. The soft assignment matrix M represents
the node-level correspondence between G; and Gs. In other
words, the entry M, ; denotes the likeness that the node j
in G5 is matched to the node 7 in G .



Graph Mixup with Soft Alignments

Input Graph G,

Input Graph G,

_______________

Mixed Graph ¢’

, N
Assignment |,

—

Matrix |

Figure 1. An overview of S-Mixup. Given a pair of graphs G; and G», the color of each node represents the node-level correspondence
between two graphs. The assignment matrix M is obtained by a soft alignment. Based on the assignment matrix, the graph G5 is
transformed from G to be aligned with G;. Finally, we obtain the mixed graph G’ by mixing G and G5. The darkness level of each edge

represents its weight.

Given the assignment matrix M, we transform Go
(A2, X5) to Gy = (A5, X3) as

AL, = MAMT, X})=MX,. 4)
After this transformation, G5 is aligned well with G; via a
node-level one-to-one mapping. In this way, we can gener-
ate anew graph G’ = (A’, X') via mixing up graphs G; and
G4. To be specific, G’ is generated via linear interpolation
on both node features and topological structures. Formally,
this process can be described as

X' =2X; + (1 -NMX,,
A =) A+ (1 - NMAM7",
Y =y + (1 - Nyo,

&)

where y; and y, are the one-hot class labels of graph G;
and G, respectively. The mixup ratio A = max(\',1 — \),
where X' € [0, 1] is sampled from a Beta(c, ) distribution
with a hyper-parameter «. Note that the generated graph
G’ = (A’, X’) is a fully connected edge-weighted graph. In
other words, A’ € [0,1]™*™ is a real matrix, where each
entry Ai ; denotes the weight of the edge between nodes ¢
and j in G’. Together with the label y’, the generated new
graph G’ is used as the augmented training data.

3.2. Computing the Assignment Matrix

Since we need to perform soft alignments for all input graph
pairs, an accurate assignment matrix with efficient com-
putation is in need. Thereby, we propose to compute the
node-level assignment matrix based on a graph matching
network (Li et al., 2019). Specifically, a pair of graphs G,
and G is taken as input to extract a pair of node representa-
tions H; and Hs by message passing within and between

graphs. Formally, the message passing process of node

representations H fl) in G at [-th layer can be formulated
as

H" = UPDATE(H{'"" ,MSG,(H{""", A,),

- ) ©6)
MSG,(H!™Y, H YY),

where MSG;(-) is a message propagation function of

vanilla GNNs in Eq. (). MSGy(H!™" H{™Y) =
[uilil), ceey ,ugf 1)]T computes cross-graph messages from
G- to G, where each row p; denotes the message from Go
to the node 7 in G;. Let hgl;l) and hg{;l) denote the rep-
resentation of node ¢ in G; and node j in G, at layer ! — 1,

1)

respectively. The cross-graph message pgl_ is computed

by an attention-based module as

exp(sim(hi ;" by 7))

n . 1— 1— ’
Sy exp(sim(hi' Y Ry )

no

=> w

j=1

w](.li_l) =
(7

(-1

X (1-1)

G (hs Y = hiY),

where sim(-) denotes the similarity between two node rep-
resentations, such as Euclidean distance or cosine simi-
larity. The final node representations H; = H 1(L) and
H, = H. Q(L) are obtained after applying L layers of such
message passing operations. Given the node representations
H; and H,, we take the likelihood of soft alignment to be
proportional to the similarity between node representations.
Formally, the soft assignment matrix M is computed as

M = softmax(sim(Hy, Hs)), )

where softmax function is a column-wise operation, and
sim(-) computes a similarity score for each node pair be-
tween graphs Gy and Gs. It is worth noting that Sinkhorn
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Table 1. Comparison between ours and other graph mixup methods

Methods Instance-level PreserYlng Mixing node Input-level Perserv%ng
motif feature space graph size

G-mixup (Han et al., 2022) v v

Graph Transplant (Park et al., 2022) v v v v

SubMix (Yoo et al., 2022) v v v

ifMixup (Guo & Mao, 2021) v v v

Manifold Mixup (Wang et al., 2021b) v v v

S-Mixup v v v v v

normalization can be used to achieve a doubly-stochastic
alignment. Sinkhorn normalization demonstrates compa-
rable performance to softmax normalization on real-world
benchmarks. However, considering its higher computational
cost, we relax this constraint by only applying column-wise
softmax normalization on the soft assignment matrix for
efficiency. See Section 6.3 for a more detailed discussion
about different normalization functions.

The network is trained by a triplet loss following Li et al.
(2019). Specifically, we treat graphs with the same class
label as positive pairs and graphs with different class labels
as negative pairs. Intuitively, the learned representations
of graphs from the same class should be more similar than
those from different classes. To be more specific, at each
training step, we first sample a tuple of graphs (G1, G2, G3)
from the training dataset. G; and G, are sampled from the
same class, while G3 is sampled from another class. We
use the graph matching network to extract node representa-
tions (H;, Hs) from the graph pair (G1, G2) as in Eq. (6).
Afterwards, the graph representations hg, and hg, are sep-
arately computed from H; and Hj as in Eq. (2). Similarly,
we compute the graph representations (hg , hg, ) of graph
pair (G, G3). The graph matching network is optimized by
minimizing the triplet loss as

Luipet =E(g,,6,,65)[max(0, sim(hg, , hg,)

9
- Sim(hgl,hgz) + 7)]7 ®)

where sim(+) computes a similarity score between two graph
representations. Minimizing such triplet loss encourages
the similarity between G; and Gz to be smaller than the
similarity between G; and G» by at least a margin ~y. The
graph matching network is first trained on the training data.
During the process of mixing graphs, the trained graph
matching network is used to compute soft assignment matri-
ces. See Figure 1 for an overview of our proposed S-Mixup
method. There are other well-studied graph matching meth-
ods (Heimann et al., 2018; Zhang & Tong, 2016; Xu et al.,
2019a; Gold & Rangarajan, 1996; Cho et al., 2010) that
might be adopted in our proposed framework. For a more
comprehensive discussion about other graph matching meth-
ods, and our reasons for using the graph matching network
in our framework, refer to Appendix D.1.

3.3. Complexity Analysis

Given a pair of graphs G; with n; nodes and Go with
ny nodes, S-Mixup computes the soft assignment matrix
M € R™*"2_thus having a space complexity of O(nins).
Besides, during the computation of the soft assignment ma-
trix M, the graph matching network uses a cross-graph
message passing scheme, which needs to compute atten-
tion weights (see Eq. (7)) for every pair of nodes across
two graphs. Thereby, S-Mixup has a computational cost of
O(nin2). This complexity is affordable for small graphs
but may lead to large computational and memory costs on
large graphs. The better performance of S-Mixup comes
from the higher computational cost.

4. Related Work

Most commonly used graph data augmentation methods
(Ding et al., 2022; Velickovic et al., 2019; Rong et al., 2020;
Feng et al., 2020; You et al., 2020; Zhu et al., 2020) are based
on uniformly random modifications of graph elements, such
as dropping edges, dropping nodes, or sampling subgraphs.
In addition to random modifications, recent studies (You
et al., 2021; Sun et al., 2021; Luo et al., 2023; Ling et al.,
2023) use a learnable neural network model to automate
the selection of augmentation. Another line of research
(Suresh et al., 2021; Zhao et al., 2021; Chen et al., 2020; Jin
et al., 2020) for improving random modifications is to en-
hance task-relevant information in augmented graphs with
learnable data augmentation methods. However, the above
methods are based on a single graph when performing aug-
mentation, so they don’t exchange information between
different instances. To address the limitation, a few stud-
ies propose interpolation-based Mixup methods for graph
augmentation. Wang et al. (2021b) follows manifold Mixup
(Verma et al., 2019) to interpolate the latent representations
of pairs of graphs. Since the graph representations are ob-
tained at the last layer of GNN models, this solution may
be not optimal. In contrast to the previous method, ifMixup
(Guo & Mao, 2021) interpolates the input graph data instead
of latent space. It uses an arbitrary node order to align two
graphs and linearly interpolates adjacency matrices and fea-
ture matrices to generate new graph data. ifMixup doesn’t
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(a) Original graph data

(b) Random Mixup

(c) S-Mixup

Figure 2. An example from the MOTIF dataset showing that using random order to mix graphs creates noisy data. Red nodes represent the
motif, while blue nodes represent the base. The color of the edge indicates its weight. In (a), we show a pair of graphs sampled from the
Motif dataset. In both graphs, red nodes represent a cycle motif. In (b), we show the mixed graph using a random node order. In this graph,
red nodes no longer form a cycle motif. In (c), we show the mixed graph by our method. In this graph, red nodes still form a cycle motif.

consider the node-level correspondences between graphs,
leading to generating noisy graph data as discussed in Sec-
tion 5.1. Moreover, the size of the generated graphs equals
the larger one of the input pair, resulting in a distribution
shift in graph sizes. Unlike ifMixup, Graph Transplant (Park
et al., 2022) proposes to generate new graph data by connect-
ing subgraphs from different input graphs. Graph Transplant
uses node saliency information to select meaningful sub-
graphs from input graphs and determine labels of generated
graphs. Similarly, SubMix (Yoo et al., 2022) mixes random
subgraphs of different input graphs. Nevertheless, random
sampling doesn’t preserve motifs in the graphs, thus gener-
ated graph data may be noisy. Both Graph Transplant (Park
et al., 2022) and SubMix (Yoo et al., 2022) only consider
graph topology, so the node features of generated graphs
are kept the same. Instead of directly mixing instances,
G-mixup (Han et al., 2022) proposes a class-level graph
mixup method that interpolates the graph generators of dif-
ferent classes. Specifically, it uses graphons to model graph
topology structure and then generates synthetic graphs by
sampling the mixed graphons of different classes. Note that
G-mixup relies on a strong assumption that graphs from the
same class can be generated by the same graph generator
(i.e., graphon).

However, none of these methods explicitly consider the
node-level correspondence between graphs, which is im-
portant to generate high-quality graphs as discussed in Sec-
tion 5.1. In contrast, our approach uses soft graph align-
ments to compute the node-level correspondence and mixes
graphs based on the alignment, thereby avoiding the genera-
tion of noisy data. We compare our method with existing
graph mixup methods in Table 1.

5. Discussion

5.1. Node-level Correspondences Matters in Graph
Mixup

We use the MOTIF (Wu et al., 2022) ! dataset as an exam-
ple to show the importance of node order. Each graph in
the MOTIF dataset is composed of one base (tree, ladder,
wheel) and one motif (cycle, house, crane). The task of the
MOTIF dataset is to classify graphs by the motif contained
in the graph. In Figure 2, we visualize a case of mixing two
graphs in the same class. We randomly align two graphs
and linearly interpolate their node feature matrices and ad-
jacency matrices to generate a new graph. As shown in
Figure 2b, the generated graph doesn’t preserve the motif in
the input graphs. In other words, red nodes that form a cycle
motif in the original graphs no longer form a cycle motif in
the generated graph. Training with such noisy data greatly
decreases the accuracy of a GIN (Xu et al., 2019b) model
from 91.47% to 52.88%. The significant performance drop
clearly demonstrates the importance of node-level corre-
spondence between graphs when mixing graphs.

5.2. Graph Transformation Analysis

There is a limitation of our method caused by transforming
graphs to have the same number of nodes and the same
node order. We first introduce graph edit distance (GED)
to characterize the similarity of two graphs. Given a pair
of graphs (G, G2), the graph edit distance GED(G1, Gs) is
defined as the minimum cost of an edit path between two

"MOTIF dataset is a synthetic dataset that is proposed for the
out-of-distribution problem. In this work, we avoid introducing
the distribution shift when constructing the dataset.
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Table 2. Comparisons between our method and baselines on seven datasets with the GIN and GCN model. For the six datasets from the
TUDatasets benchmark, the average testing accuracy and standard deviations over 10 runs are reported. For the ogbg-molhiv dataset, the

average ROC-AUC and standard deviation over 10 runs are reported. The best results are shown in bold.

Dataset IMDB-B PROTEINS NCI1 REDDIT-B IMDB-M REDDIT-M5  ogbg-molhiv
#graphs 1000 1113 4110 2000 1500 4999 41,127
#classes 2 2 2 2 3 5 2

#avg nodes 19.77 39.06 29.87 429.63 13.00 508.52 25.5

#avg edges 96.53 72.82 32.30 497.75 65.94 594.87 27.5

Vanilla 7280 +4.08 71.43+2.60 7238+ 145 84.85+242 4947+2.60 4999+ 137 76.84+£0.54

DropEdge 7320 4+5.62 71.61 =428 6832+ 1.60 85154281 49.00+294 51.19+1.74 7231+1.40

DropNode | 73.80 +£5.71 72.69 £3.55 70.73+2.02 83.65+3.63 50.00+4.85 47.71+1.75 71.80+ 1.68

GCN Subgraph 7090 +£5.07 6793 +3.24 6505+436 6841+257 4980+343 4731+£523 68.15+0.79

M-Mixup 7200+ 5.66 71.16+2.87 71.58+1.79 87.05+247 49.73+2.67 5149+2.00 7742+0.77

SubMix 7230475 7242+243  T71.65+1.58 85.15+237 49.73+2.88 52.87+2.19 69.94+0.48

G-Mixup 7320 +£5.60 70.18 =244 70.75+1.72 86.85+2.30 5033 +3.67 51.77+142 7742+145

S-Mixup 7440 +5.44 73.05+2.81 7547 +1.49 89.30+2.69 50.73+3.66 53.29+197 78.09+0.89

Vanilla 7130+ 436 6828 +247 79.08+2.12 89.15+2.47 4880+2.54 53.17+226 75.80+£1.09

DropEdge 70.50 +£3.80 68.01 +£3.22 7647 +2.34 8745+391 4873+4.08 54.11+£194 75.09+1.30

DropNode 72.00 = 6.97 69.64 +2.98 74.60 £2.12 88.60 & 2.52 45.67 £2.59 5397 £2.11 7496 £+ 1.37

GIN Subgraph 70.40 +£4.98 66.67 +£3.10 60.17 +£2.33 76.80 £3.87 43.74+£5.74 50.09+494 69.45+1.68

M-Mixup 72.00 +5.14 68.65+3.76 79.85+1.88 87.70+£2.50 48.67+532 5285+1.03 76.50+ 1.38

SubMix 7170 £ 6.20 69.54 +3.15 79.78 +£1.09 9045+1.93 49.80+4.01 5427+292 68.50+£0.74

G-Mixup 7240 +£5.64 64.69 +3.60 7820+ 1.58 90.20+2.84 4993+2.82 5433+199 76.37+1.10

S-Mixup 7340 +6.26 69.37 +2.86 80.02 +2.45 90.55 +2.11 50.13 +4.34 5519+1.99 77.02 £+ 1.09

graphs. An edit path between graphs G, and G is a sequence
of edit operations that transforms G; to Go. For graph edit
operations, we consider six edit operations, including node
insertion, node deletion, node substitution, edge insertion,
edge deletion, and edge substitution. The cost of all graph
edit operations is given as follows:

* The cost of node insertion and node deletion is defined
as the square of the /5 norm of node feature of the inserted
node and deleted node, respectively.

* Node substitution is to change the feature of a node and
its cost is defined as ||z — x’||2, where « and x’ are the
node features before and after node substitution, respec-
tively.

* The cost of edge insertion and edge deletion is the weight
of the inserted edge and deleted edge, respectively.

» Edge substitution is to change the weight of an edge and
its cost is defined as |e —e’|, where e and e’ are the weights
of the edge before and after edge substitution, respectively.

* The cost of an edit path is defined as the sum of the costs
of its operations.

Definition 1 (Graph Edit Distance (GED)). For graph pair
(G1,G2), the graph edit distance GED(G1,G5) is defined
as the minimum cost of an edit path between two graphs,
ie., GED(G1,G2) = Inin(o;D1,~- ,op)EP(G1,G2) Zf:l c(opi),
where P(G1, G2) denotes the set of edit paths from G; to Go,
¢(op) denotes the cost of the edit operation op.

Subsequently, we define normalized GED as ¢ =
GED(¢’,,)
GED(¢,61)+GED(¢’,62)
ilarity between the generated graph G’ and the original pair

€ [0, 1] to characterize the sim-

(G1,G2). Note that, for a perfect mixed result, the normal-
ized GED should be equal to the mixup ratio A. To study
the difference between normalized GED and mixup ratio,
we propose the following theorem.

Theorem 2. Given a pair of input graphs Gy and G, the
mixup ratio is A and the mixed graph is G'. Let G, be the
graph transformed based on soft alignments as discussed in
Section 3.1. The difference between normalized GED ¢ and
mixup ratio \ is upper bounded by

(1-=XNGED(G,,G%)

(10)

Detailed proof of this theorem is given in Appendix A. Note
that the difference between normalized GED e and mixup
ratio A equals to zero when input graphs are already aligned
(i.e., G2 = G}). Theorem 2 indicates that such difference is
caused by transforming G, to G}, and it is small when X is
close to 1. Thereby, in this work, we make the range of \ to
be [0.5, 1] to reduce the difference by taking the maximum
value of A and 1 — \'. A promising solution is to use an
adaptive A range for different graph pairs, and we leave it
for future work.

6. Experiments

In this section, we evaluate the effectiveness of our method
on six real-world datasets from the TUDatasets benchmark
(Morris et al., 2020)?, including one bioinformatics dataset

Zhttps://chrsmrrs.github.io/datasets/docs/datasets/
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PROTEINS, one molecule dataset NCI1, and four social net-
work datasets IMDB-BINARY, IMDB-MULTI, REDDIT-
BINARY, and REDDIT-MULTI-5K. We also conduct exper-
iments on ogbg-molhiv, which is a large molecular graph
dataset from OGB benchmark (Hu et al., 2020)3. We first
show that in various graph classification tasks, our method
substantially improves the performance and the generaliza-
tion of different GNN backbones in Section 6.1. Further, we
show our method improves the robustness of GNN's against
label corruption in Section 6.2. In addition, we conduct
extensive ablation studies to evaluate the effectiveness of
our design in Section 6.3 and perform a case study in 6.4.

Baselines. We compare our methods with the following
baseline methods, including (1) DropEdge (Rong et al.,
2020), which uniformly removes a certain ratio of edges
from the input graphs; (2) DropNode (Feng et al., 2020;
You et al., 2020), which uniformly drops a certain portion of
nodes from the input graphs; (3) Subgraph (You et al., 2020),
which extract subgraphs from the input graphs via a ran-
dom walk sampler; (4) M-Mixup (Verma et al., 2019; Wang
et al., 2021b)*, which linearly interpolates the graph-level
representations; (5) SubMix (Yoo et al., 2022), which mixes
random subgraphs of input graph pairs; (6) G-Mixup (Han
et al., 2022), which is a class-level graph mixup method
by interpolating graphons of different classes. For a fair
comparison, we use the same architecture of GNNs (e.g.,
number of layers) and the same training hyperparameters
(e.g., learning rate) for all methods. The optimal hyperpa-
rameters of all methods are obtained by grid search.

Setup. We first train the graph matching network until
it converges. Then, we evaluate the performance of our
method and other baselines by the testing accuracies of
a classification model over six datasets. For the classifi-
cation model, we use two GNN models; namely, GCN
(Kipf & Welling, 2017) and GIN (Xu et al., 2019b). For
the TUDatasetes benchmark, we randomly split the dataset
into train/validation/test data by 80%/10%/10%. The av-
erage testing accuracy over 10 runs is reported for com-
parison. For the ogbg-molhiv dataset, we use the official
train/validation/test splits and report the averaged testing
ROC-AUC over ten runs. See more experimental details in
Appendix C.

6.1. S-Mixup Improves Performance and Generalization

Table 2 summarizes the performance of our proposed S-
Mixup compared to baselines on all six datasets. From
the results, our method can improve the performance of
different GNN models on various datasets. For example,

3https://ogb.stanford.edu/

“Wang et al. (2021b) proposes mixup methods for both graph
and node classification tasks, we only consider the one for graph
classification tasks in this paper.

Table 3. Robustness to label corruption with different ratios.

Dataset Methods 20% 40% 60%
Vanilla 69.50 +7.83 6270 £7.93 4580+ 6.63
M-mixup  70.60 +3.69  64.90 + 6.20  47.60 + 6.79

IMDB-B SubMix 71.00 +£5.23 62.80 £5.74 4840 £ 6.83
G-mixup 69.90 + 5.01 63.20 £ 6.01 4870 £5.28
S-Mixup 7020 £5.69  65.10 +5.58  48.90 + 4.61
Vanilla 48.00 £3.37  44.87 £2091 36.20 + 3.78
M-mixup  48.40 +2.83  44.07 £2.18  38.60 £ 3.97

IMDB-M SubMix 4780 £5.16 4420+£6.75 36.80 £ 5.44
G-mixup 48.53 £3.08 44.67£242 3927 +£5.12
S-Mixup 4940 + 3.06 46.27 +3.86 39.27 + 4.57

compared to the GCN model without data augmentation,
our method achieves an improvement of 4.45%, 3.3%, and
3.09% on the REDDIT-BINARY, REDDIT-MULTI-5K, and
NCI1 datasets, respectively. It is worth noting that our
method achieves the best performance among the graph
mixup methods®. Since M-Mixup only interpolates the
graph representations at the last layer of GNN models, its
improvement is limited. Meanwhile, G-Mixup generates the
same node features for all augmented graphs, thus leading to
performance degradation on PROTEINS and NCI1 datasets
which have node features.

We further use learning curves to study the effects of mixup
methods on GNN models. Figure 3 shows the test loss at
each training epoch of our method compared to other graph
mixup methods on IMDB-BINARY, NCI1, and IMDB-
MULTT datasets. From the results, we have the following
observations:

¢ For the IMDB-BINARY and IMDB-MULTI datasets, the
test loss of GCNs without data augmentation increases
after certain training epochs. While all graph mixup
methods reduce the increase in test loss at later iterations,
our method has the best results in helping the GCN model
to converge to a lower test loss. This demonstrates that
our method can effectively regularize GNN models to
prevent over-fitting.

* For the NCI1 dataset, our method achieves an obvious
improvement over the other methods. Such observation
indicates that our method generates better synthetic graph
data than other methods, thereby obtaining a much lower
test loss.

6.2. S-Mixup Improves Robustness

In this subsection, we evaluate the robustness of our method
and other graph mixup methods against noisy labels. We
generate the noisy training data by randomly corrupting the
labels of the IMDB-BINARY and IMDB-MULTI datasets.
Specifically, we create three training datasets, where 20%,
40%, and 60% of the labels are flipped to a different class,
respectively. All the test labels are kept the same for evalua-
tion. We adopt GCN as the classification backbone in this

3Since ifMixup doesn’t provide official implementation, we
don’t compare it in this work.
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Figure 3. The Learning curves of GCN model on IMDB-BINARY, NCI1, and IMDB-MULTI datasets. The curves are depicted on the

averaged test loss over 10 runs.

Table 4. Results of the ablation study on mixup strategies and
mixup ration \ ranges.

IMDBB __ PROTEINS _ REDDITB __ IMDBM
Vanilla 7280 £4.08 7143 £2.60 8485 £242 4947 £2.60
SMixup wo 1,307 | 578 72034356 87.60+ 1.74 5027 + 2.86
different classes
i’l‘gl’[‘gl’l‘]’“h 73.00 £5.87 72.15+£386 8870 £2.18 49.07 + 4.06
S-Mixup 7440 £ 544 73.05-+£281 8930269 5073+ 3.66

experiment. Results in Table 3 show that our method can
achieve the best performance in most cases, indicating that
our method can improve the robustness of GNNs against
corrupted labels.

6.3. Analysis

Mixup Strategies. In this subsection, we investigate the
performance of different mixup strategies. Specifically, we
use ”S-Mixup w/o different classes” to denote a design
choice that only mixes graphs from the same class. In
this experiment, we adopt GCN as the classification model
on IMDB-BINARY, PROTEINS, REDDIT-BINARY, and
IMDB-MULTT datasets. Results in Table 4 demonstrate
that ”S-Mixup w/o different classes” creates more training
graph data, leading to the improvement in the performance
of GNN models. In addition, mixing graphs from different
classes can further improve the performance of GNN mod-
els. Such observation shows that mixing all the classes is a
better design choice for the mixup strategies.

Mixup Ratio A\. As we mentioned in Section 5.2, the A
range has an effect on the quality of the generated graphs,
so we investigate the performance of different ) ranges in
this subsection. Specifically, we compare the performance
of A € [0,1] and the default setting (i.e., A € [0.5,1]). In
this experiment, we adopt GCN as the classification model
on IMDB-BINARY, PROTEINS, REDDIT-BINARY, and
IMDB-MULTI datasets. Table 4 shows that our method
achieves better performance with larger A\ value, which is
consistent with our analysis in Section 5.2.

Table 5. Results of S-Mixup with different graph matching meth-
ods.

GIN IMDB-B IMDB-M

Vanilla 71.30 £4.36 48.80 +2.54
S-Mixup 73.40 £6.26 50.13 +4.43
S-Mixup w RRWM | 72.80 £5.81 50.11 £3.37

S-Mixup with a Traditional Graph Matching Method.
To evaluate the advance of our S-Mixup framework, we
conduct extra experiments using RRWM (Cho et al., 2010),
a famous traditional graph matching method. RRWM uses a
random walk approach to iteratively refine the candidate cor-
respondences between a pair of graphs. Besides, reweight-
ing jumps are used to enforce the matching constraints be-
tween the two graphs. Due to the high computational cost
of RRWM, we provide experiments on IMDB-BINARY
and IMDB-MULTT datasets using GIN as the classifica-
tion backbone. Specifically, we denote the variant using
RRWM to compute the soft assignment matrix as ‘S-Mixup
w RRWM’. The average testing accuracy and standard de-
viations over 10 runs are reported in Table 5. The results
show that ‘S-Mixup w RRWM’ outperforms the vanilla
model and achieves comparable performance to S-Mixup.
These observations validate that our proposed framework is
compatible with other graph matching methods.

Normalization Functions. In this subsection, we investi-
gate the performance of using different normalization func-
tions to compute the soft alignments in our framework.
While most graph matching algorithms use sinkhorn nor-
malization to fulfill the requirements of doubly-stochastic
alignment, we relax this constraint by only applying column-
wise softmax normalization on the soft assignment matrix
M in Eq. (8) as we mentioned in Section 3.2. Specifically,
we replace softmax normalization in Eq. (8) with sinkhorn
normalization. Results in Table 6 show that sinkhorn normal-
ization has a similar performance to softmax normalization.
Since sinkhorn normalization has a higher computational
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Table 6. Results of the ablation study on normalization functions.

IMDB-B PROTEINS NCI1 REDDIT-B IMDB-M REDDIT-M5
GCN Sinkhorn | 73.20£6.13 7280 +3.72 74.89 +134 90.50 =£1.80 50.40+2.83 53.13+233
Softmax | 74.40 £5.44 73.05+2.81 75471+149 8930£2.69 50.73 £3.66 53.29 +1.97
GIN Sinkhorn | 73.10 £6.62 69.09 +2.84 79954215 91.25+1.70 5023 £4.70 55.09+ 1.54
Softmax 7340 £6.26 69.37 £2.86 80.02+245 90.55+2.11 50.13+434 5519 +1.99
Table 7. Sensitivity of S-Mixup to mixup hyperparameter c.
«a 0.1 0.2 0.5 1 2 5 Vanilla
REDDIT-B  89.104+2.09 89.154+2.10 89.30 £2.69 84.70£6.17 8140801 77.254+539 | 84.85+2.42
IMDB-M 5047 £3.38 50.73 £3.66 49.67 +2.89 50.53+2.77 50.29 £3.91  49.20 £3.34 | 49.47 £ 2.60
generated graph.
1.0 To study the case of mixing graphs from different classes,
a we characterize the similarity between generated graphs
o} 091 and original graph pairs using the normalized GED e intro-
S sl duced in Section 5.2. In this case study, we select a random
N pair of graphs from different classes in the MOTIF dataset
E 074 and visualize the relationship between the mixup ratio A
g and the normalized GED in Figure 4. We observe that the
0.6 normalized GED is closer to the mixup ratio A when A\ is
larger. Such observation is consistent with Theorem 2 in
Y 02 0.4 0.6 08 10 Section 5.2.
Mixup ratio

Figure 4. Relationship between normalized GED and mixup ratio
A

cost than softmax normalization, we choose to use softmax
normalization in our framework for efficiency.

Sensitivity Analysis to Mixup Hyperparameter. In this
section, we conduct a hyperparameter study to analyze the
sensitivity of S-Mixup to mixup hyperparameter a. We
sample )\’ from beta distribution parameterized by differ-
ent o. Specifically, we tune hyperparameter o« among
{0.1,0.2,0.5,1,2,5}. We adopt GCN as the classification
backbone in this experiment. Results in Table 7 show that
a € [0.1,0.5] consistently leads to better performance than
vanilla, while using too large o may lead to underfitting.
Such obervations are consistent with the previous study
(Zhang et al., 2018). After we tune the hyperparameter «,
S-Mixup significantly improves the performance of GNNs.

6.4. A Case Study

In this subsection, we study the outcomes of S-Mixup via
a case study on the MOTIF dataset. Firstly, we investigate
the case of mixing graphs from the same class. We select
a random pair of graphs from the same class in the MOTIF
dataset and visualize the outcomes of our method in Figure 2.
The original graphs and the generated graph are shown in
Figure 2a and Figure 2c, respectively. The results show that
our method can preserve the motif in the mixed result. In
other words, the red nodes still form a cycle motif in the

7. Conclusion

In this work, we propose S-Mixup, a novel mixup method
for graph classification by soft graph alignments. S-Mixup
computes a soft assignment matrix to model the node-level
correspondence between graphs. Based on the soft assign-
ment matrix, we transform one graph to align with the other
graph and then interpolate adjacency matrices and node
feature matrices to generate augmented training graph data.
Experimental results demonstrate that our method can im-
prove the performance and generalization of GNNs, as well
as the robustness of GNNs against noisy labels. In the future,
we would like to apply S-Mixup to other tasks on graphs,
such as the node classification problem.
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A. Proof of Theorem 2
Proof. Since G’ has the same number of nodes and the same node order as Gy, we have
GED(G',G1) = (A’ — A1) + || X' — X437
— (1= N)o(As — A) + (1 - V[IX5 - X113 an
= (1 — A\)GED(G1,G5)

where ¢(A) calculates the sum of the absolute value of all elements in the matrix A. Similarly, we have

GED(G',G3) = AGED(G1,G3) (12)
From the triangle inequality, we have
GED(G', G2) < GED(G',G;) + GED(G2, ) (13)
Then the difference between normalized GED and mixup ratio is
M= g T
GED(glv gl) + GED(glv gQ)
@ GED(G',G3) + GED(Gs, G5) _

~ GED(G’,G1) + GED(G', G}) + GED(Go, Gb)
0 GED(§', Gy) + GED(Gs, G5) )
(1 — N\)GED(G1,G3) + GED(G', G) + GED(G2, Gj)
AGED(G1, G5) + GED(Gs, G5)
(1 — A\)GED(G1,G3) + AGED(G1, G3) + GED(G2, G3)
_ AGED(G1,G;) + GED(G2,G3)
~ GED(G, G4) + GED(G2, G5)
_ (1 =XGED(G, %)
- GED(6G1,05) + GED(Ga, G3)
where inequality (a) holds due to equation (11), inequality (b) holds due to equation (12), and (c) holds due to equation (13).
O

—~
=

(14)

—~
I

- A

B. Implementation Details

In this section, we provide the implementation details for our method. We first present the pseudo codes for training the
graph matching network in Algorithm 1. After training the graph matching network, we use it to perform Mixup on graphs.
The pseudo codes for mixing up graphs are summarized in Algorithm 2. The mixed graphs are used as the augmented
training data. To reduce I/O cost, we follow Zhang et al. (2018) to mix graphs from the same batch by random shuffling.
For the mixup ratio, we select the hyperparameter o from {0.1,0.2,0.5, 1, 2, 5,10}. For the sim function, we consider two
different metrics, including cosine similarity and Euclidean distance. The optimal hyperparameters are obtained by grid
search.

C. Experimental Details
C.1. Experimental Setting

For a fair comparison, we use the same architecture of GNN backbones and the same training hyperparameters for all
methods. For the classification model, we use two GNN models; namely, GCN and GIN. The details of GNNs are listed as
follows.

* GCN(Kipf & Welling, 2017). For the TUDatasetes benchmark, the architecture of the classification model is as follows.
The number of GCN layers is four, and we use a global mean pooling as the readout function. We set the hidden size as
32. The activation function is ReLU. For ogbg-molhiv dataset, the number of GCN layers is five, and we set the hidden
size as 300. The activation function is ReLU and the readout function is a global mean pooling.
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Algorithm 1 Training algorithm

Input: a training set S, graph matching network GMNET
while not converged do
Sample a tuple of graphs (G1, G2, G3) from S, where G; and G, are sampled from the same class and Gs is sampled
from another class.
Obtain a pair of graph representations (hg, , hg, ) from the graph pair (G1, G2) using GMNET
Obtain a pair of graph representations (hg:, hg, ) from the graph pair (G, G3) using GMNET
Compute Liipiec as Eq. (9)
Update GMNET by applying stochastic gradient descent to minimize Lyiplet
end while

Algorithm 2 Mixup algorithm

Input: well-trained graph matching network GMNET, a pair of graphs (G1, G2)

Generate a pair of node representations (H1, Hs) from graph pair (G1, G2) using GMNET
Compute the soft assignment matrix as Eq. (8)

Generate the synthetic graph G’ and corresponding label y’as Eq. (5)

return G’ and v’

e GIN(Xu et al., 2019b). For the TUDatasetes benchmark, the architecture of the classification model is as follows. We use
a global mean pooling as the readout function. The number of GIN layers is four, and all MLPs have two layers. We set
the hidden size as 32. The activation function is ReLU. For ogbg-molhiv dataset, the number of GIN layers is five, and
we set the hidden size as 300. The activation function is ReLU and the readout function is a global mean pooling.

We use the Adam optimizer (Kingma & Ba, 2015) to train all models. See Table 8 for the hyperparameters of training
the classification model. For the TUDatasetes benchmark, we randomly split the dataset into train/validation/test data by
80%/10%/10%. The average testing accuracy over 10 runs is reported for comparison. For the ogbg-molhiv dataset, we
use the official train/validation/test splits. The best model for testing is selected on the validation set.

For the graph matching network used in S-Mixup, we set the hidden size as 256 and the readout layer as global sum pooling.
For all six datasets, the graph matching network is trained for 500 epochs with a learning rate of 0.001. For the number of
layers and batch size, see Table 9.

D. More Discussions
D.1. Graph Matching Methods

There are many well-studied graph match methods, which aim to find correspondences between nodes in two graphs.
Traditional graph matching problem is often formulated as a quadratic assignment problem (QAP). For example, Gold &
Rangarajan (1996) relaxes the constraints and proposes the graduate assignment algorithm to solve the QAP. Leordeanu &
Hebert (2005) uses spectral relaxation to approximate the QAP. The Spectral Matching first relaxes the integer constraints
and uses a greedy method to satisfy them later. Furthermore, they propose an iterative matching method IPFP (Leordeanu
et al., 2009) to optimize quadratic score in the discrete domain with climbing and convergence properties. Unlike these
methods, Cho et al. (2010) proposes a novel random walk algorithm to solve the matching problem. While it usually takes a
long time for the traditional algorithms (Wang et al., 2017; Dokeroglu & Cosar, 2016) to compute the alignment, FGM Zhou
& De la Torre (2012) is proposed to speed up the graph matching algorithms by factorizing the pair-wise affinity matrix.
Nevertheless, FGM still needs to perform an SVD with a time complexity of O(ny + m1)(ng + mg)z, where n, and no are
the numbers of nodes of the graph pairs, and m; and my are the numbers of edges of the graph pairs. In our framework,
since we need to compute an alignment for each training graph pair, a graph matching method with low computational
cost is in need. Thereby, even though traditional graph matching algorithms might be adopted in our framework, we don’t
prefer to use them in this work. See Section 6.3 for experimental results about S-Mixup using traditional graph matching
algorithms.

Another line of research uses learning-based networks to compute the alignments between graphs. For example, Li et al.
(2019) proposes to extract node embeddings by a new cross-graph attention-based matching mechanism. Xu et al. (2019a)
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Table 8. Hyperparameters for training classification models.

Datasets Initial learning rate  # Training epochs  Batch size
IMDB-B 0.001 300 256
PROTEINS 0.001 300 256
NCII 0.01 500 256
REDDIT-B 0.01 500 16
IMDB-M 0.001 300 256
REDDIT-M5 0.01 500 16
ogbg-molhiv 0.001 200 512

Table 9. Hyperparameters for the graph matching network.

Datasets #layers Batch size
IMDB-B 6 256
PROTEINS 5 256
NCI1 5 256
REDDIT-B 4 8
IMDB-M 5 256
REDDIT-M5 4 8
ogbg-molhiv 5 512

learns the alignment and node embeddings of graphs simultaneously with a Gromov-Wasserstein learning framework.
Unlike these methods that obtain the final alignment by computing the pairwise similarity between node embeddings, Fey
et al. (2020) proposes to add a second stage to iteratively update the initial alignments. Wang et al. (2021a) proposes
to learn the association graph, so the matching problem is translated into a constrained node classification task. While
many learning-based graph matching methods use ground truth correspondences to supervise the training of the networks,
in our problem, there is a lack of such ground truth correspondences. Only a few studies address the problem by using
self-supervised learning. For example, Liu et al. (2022) proposes a contrastive learning framework to solve the visual graph
matching problem. They perform data augmentation on the same image and its corresponding graph structure to generate a
set of its copies, thereby the ground truth matching can be easily calculated. The problem in Liu et al. (2022) is different
from us. In our work, we follow Li et al. (2019) to use the triplet loss in Eq. (9) to train the graph matching network by
incorporating the prior knowledge that the learned representations of graphs from the same class should be more similar
than those from different classes.

D.2. Graph Edit Distance

Sanfeliu & Fu (1983) first introduces the graph edit distance (GED) to measure the similarity between graph pairs. As we
introduced in Section 5.2, GED is defined as the minimum cost of an edit path which is a sequence of elementary graph
transformation operations. Computing the GED is known as an NP-hard problem (Bunke, 1997) and many methods have
been proposed to reduce the computational cost of GED. For example, Riesen & Bunke (2009) approximates the GED
computation by means of bipartite graph matching. Several studies (Bougleux et al., 2017; Neuhaus & Bunke, 2007) show
that GED is closely related to QAP and can be computed efficiently by graph matching solvers. Besides, there are some
learning-based methods (Peng et al., 2021) to improve GED computation. We believe they can be adopted in our framework
to compute an adaptive A range for different graph pairs, addressing the limitation of S-Mixup as discussed in Section 5.2.

D.3. Mixup for Self-supervised Learning

While we study mixup methods for graph classification problems in this paper, a few studies have investigated mixup in
self-supervised learning on graphs. For example, Verma et al. (2021) proposes Mixup-noise to generate positive and negative
samples for contrastive learning. Zhang et al. (2022) proposes to generate negative samples for contrastive learning by
mixing multiple samples with adaptive weights.
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