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Abstract

Synchrony, the responsive communication be-001
tween interacting individuals, is a crucial pro-002
cess in building a strong relationship between a003
mental health therapist and their client, lead-004
ing to positive therapeutic outcomes. How-005
ever, so far synchrony has not been investi-006
gated as a measure of efficacy of large language007
models (LLMs) delivering mental health ther-008
apy. In this work, we evaluate the linguistic009
synchrony of an LLM (ChatGPT 3.5-turbo)010
in a mental health dialog setting by first val-011
idating a computational measure of linguistic012
synchrony with two measures of the quality013
of client self-disclosures–intimacy and engage-014
ment (p < 0.05). We then compare the lin-015
guistic synchrony of the LLM to trained ther-016
apists and non-expert online peer supporters017
in a Cognitive Behavioral Therapy (CBT) set-018
ting. We show that the LLM is outperformed019
by humans with respect to linguistic synchrony020
(p < 0.001). These results support the need021
to be cautious in using LLMs in mental health022
applications.023

1 Introduction024

Synchrony describes responsive communication be-025

tween individuals and is known to be important in026

building social relationships and supporting mental027

health outcomes (Delaherche et al., 2012; Klein,028

2023). The phenomenon manifests through var-029

ious modalities, including physical body move-030

ments (mirrored body language) (Ramseyer and031

Tschacher, 2011), vocals (pitch matching) (Imel032

et al., 2014), and language (linguistic style match-033

ing) (Niederhoffer and Pennebaker, 2002), across034

a variety of contexts (Kidby et al., 2023; Bonny035

and Jones, 2023). Synchrony is associated with036

building a sense of affiliation and improving coop-037

eration and rapport (Vail et al., 2022); it is critical038

in therapist-client relationships (Colton, 2022). In039

this work, we focus on linguistic synchrony in the040

context of mental health therapy.041

LLMs are increasingly used in dialogue systems 042

for mental health, leading to the investigation of 043

their efficacy in that application (Chiu et al., 2024; 044

Cho et al., 2023). To the best of our knowledge, 045

synchrony has not yet been evaluated as a perfor- 046

mance indicator, in spite of its critical role (Ke- 047

jriwal and Benus, 2024) in developing a strong 048

therapist-client relationship. Therefore, in this 049

work we measure the performance of an LLM 050

(GPT-3.5-Turbo) in a mental health setting with 051

respect to linguistic synchrony. We demonstrate 052

that there is a significant relationship between lin- 053

guistic synchrony, which we operationalize through 054

the normalized Conversational Linguistic Distance 055

(nCLiD) (Nasir et al., 2019), and two measures of 056

the quality of client self-disclosures - intimacy and 057

engagement. Then we compare the performance 058

of the LLM to trained therapists and non-expert 059

online peer supporters in a CBT setting (Figure 1). 060

We show that the LLM is outperformed by both 061

groups. This indicates that LLMs are not yet at the 062

level of humans in generating high-quality thera- 063

peutic responses, and we suggest that synchrony 064

can serve as an evaluation criterion for LLMs in 065

mental health contexts. 066

Figure 1: We find that linguistic synchrony is highest
for trained CBT therapists (right), with online peer sup-
porters following in second highest (middle), and lowest
for LLMs (left).
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2 Background067

We explore CBT as the application domain for this068

work, and present background on important mea-069

sures of therapy effectiveness and the key role of070

linguistic synchrony in the quality of the therapist-071

patient relationship.072

2.1 Cognitive Behavioral Therapy (CBT)073

CBT is a psychotherapeutic intervention with the074

goal of reducing emotional distress and increasing075

adaptive behaviors (Wenzel, 2017). A core princi-076

ple of CBT is that psychological disorders and their077

symptoms arise from unhelpful patterns of thought078

and behavior. Directly addressing these patterns079

can relieve symptoms. CBT homework exercises080

help individuals practice what they learn in therapy081

sessions in their daily life (Prasko et al., 2022).082

2.2 Intimacy and Engagement in083

Self-Disclosure084

Patient self-disclosure is an essential component085

of psychotherapy and is associated with positive086

treatment outcomes (Farber, 2003; Farber et al.,087

2006). Self-disclosure relies on establishing a trust-088

ing relationship between a patient and therapist089

to allow patients to disclose their problems and090

achieve constructive change (Newman, 2002). In-091

timacy within dyadic relationships in a healthcare092

setting is an important predictor of positive health093

outcomes (Kadner, 1994). Morton (1978) defined094

intimacy as having two dimensions: descriptive and095

evaluative. Descriptive intimacy involves the dis-096

closure of private facts, while evaluative intimacy097

involves the disclosure of personal opinions and098

information. Engagement is the extent to which a099

patient actively participates in the therapeutic pro-100

cess beyond simply being present (Tetley et al.,101

2011; O’Brien et al., 2009). It can be defined as102

active or passive (Nguyen et al., 2018). Engage-103

ment, shown by involvement in therapy and earnest104

self-disclosure, also leads to positive therapeutic105

outcomes (Farber, 2003).106

2.3 Linguistic Synchrony in Therapy107

It is well known that the quality of the relation-108

ship between a therapist and their client plays a109

significant role in how effective therapy is for the110

client (Horvath and Symonds, 1991; Martin et al.,111

2000). The term working alliance captures the col-112

laborative aspect of the therapist-client relationship,113

when the goals of the therapist and client align and114

they have a strong emotional bond (Horvath and 115

Greenberg, 1986). 116

The concept of interpersonal synchrony 1 de- 117

scribes when the participants of an interaction adapt 118

and converge on each other’s behaviors over time. 119

Higher levels of synchrony between participants 120

are associated with positive interpersonal outcomes 121

such as better collaboration, increased rapport, and 122

a sense of affiliation (Rennung and Göritz, 2016; 123

Hove and Risen, 2009). Vail et al. (2022) investi- 124

gate the relationship between language and work- 125

ing alliance, specifically focusing on linguistic syn- 126

chrony, which refers to the similarity between in- 127

terlocutors in semantics, syntax, or style. They find 128

that the therapist’s linguistic synchrony strongly 129

impacts the client’s perception of the working al- 130

liance. Nasir et al. (2019) introduce the normalized 131

Conversational Linguistic Distance (nCLiD), a met- 132

ric that measures linguistic synchrony between two 133

speakers. nCLiD was found to be associated with 134

the therapist’s level of empathy towards the client, 135

and affective behaviors of couples in therapy. We 136

use nCLiD to evaluate the linguistic synchrony in 137

CBT interactions. 138

3 LLMs in Mental Health 139

The prevalence of mental health conditions and lack 140

of accessible care leaves a void that many have 141

attempted to address (Youper; Choudhury et al., 142

2023; Fang et al., 2022) with assistive therapeutic 143

technologies powered by LLMs. We present back- 144

ground on LLMs used in mental health, and how 145

they have been evaluated in this context. 146

3.1 Applications and Challenges 147

The promising capabilities of LLMs such as the 148

OpenAI GPT series (Radford et al., 2018; Brown 149

et al., 2020) have catalyzed the development of var- 150

ious general-purpose LLMs (Touvron et al., 2023; 151

Anil et al., 2023; Jiang et al., 2023) and domain- 152

specific LLMs (Liu et al., 2023; Chen et al., 2021; 153

Ganguli et al., 2022; Yang et al., 2023; Taylor et al., 154

2022). Despite the impressively human-like text 155

that LLMs can generate, there are many issues 156

with LLMs that can have serious repercussions in 157

sensitive downstream tasks, such as propagating 158

1The terms entrainment, synchrony, and coordination are
used interchangeably across psychology, computer science,
and social-behavior literature (Wynn and Borrie, 2022) to
mean the convergence of a type of behavior amongst partic-
ipants in an interaction. We use the term synchrony in this
paper.
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harmful stereotypes and biases (Bender et al., 2021)159

and encouraging suicide (Marcus, 2022), which is160

exacerbated by the fact that the text generated by161

LLMs seems coherent. For example, LLMs are162

known to suffer from hallucinations and produce163

harmful or factually incorrect outputs (Zhang et al.,164

2023; Ganguli et al., 2022; Maynez et al., 2020),165

resulting in a surge of research in techniques to166

mitigate these issues (Stiennon et al., 2020; Bai167

et al., 2022; Wei et al., 2022).168

The risks are especially serious for applica-169

tions in sensitive domains such as mental health,170

where LLMs are becoming increasingly popular171

and promising for mental health support (Choud-172

hury et al., 2023; Laestadius et al., 2022; Youper).173

People have turned to LLMs when facing men-174

tal health problems, feeling heard and supported,175

with many comparing the experience to that of176

interacting with a real therapist (Reardon, 2023;177

Al-Sibai, 2023; Reddit, 2022). Also, Cho et al.178

(2023) tested an LLM as a therapist in interactive179

language therapy for autistic adolescents, show-180

ing significant strengths in empathetic engagement181

and adaptability. However, numerous cases have182

shown that LLMs pose substantial risks in this183

use case, such as racial and gender biases (Zack184

et al., 2023; Omiye et al., 2023), raising serious185

concerns among interdisciplinary mental-health ex-186

perts (Stade et al., 2024; Choudhury et al., 2023;187

Li et al., 2020). These risks have already resulted188

in real-life consequences. For example, the Na-189

tional Eating Disorder Association shut down their190

chatbot for giving misguided medical advice (Jar-191

gon, 2023). Replika was implicated in a UK crimi-192

nal case for encouraging a man to assassinate the193

Queen and then commit suicide (Weaver, 2023).194

Yet despite the potential problems, the popularity195

of LLM-powered mental health services continues196

to rise (van Heerden et al., 2023).197

3.2 Evaluation Methods198

Computational methods have been developed to as-199

sess the performance of human therapist responses200

in therapeutic dialog with respect to various psy-201

chotherapy criteria such as empathy (Sharma et al.,202

2020), warmth (Zech et al., 2022), and linguis-203

tic synchrony (Nasir et al., 2019; Shapira et al.,204

2022). With LLMs being increasingly explored in205

mental health dialog systems, some of these evalu-206

ation methods have been applied to LLMs as well207

(Cho et al., 2023; Chiu et al., 2024). Cho et al.208

(2023) had clinical psychologists and psychiatrists209

evaluate an LLM with respect to empathy, com- 210

munication skills, adaptability, engagement, and 211

ability to establish a therapeutic alliance. Recently, 212

Chiu et al. (2024) proposed a computational frame- 213

work to evaluate LLMs with respect to reflections, 214

questions, solutions, normalizing, and psychoed- 215

ucation by comparing them against high-quality 216

and low-quality human therapist transcripts. Both 217

Cho et al. (2023) and (Chiu et al., 2024) simu- 218

late the client side of the LLM-client conversation 219

due to ethical concerns of having an LLM advise 220

vulnerable populations. However, this prevents 221

a realistic evaluation of LLMs for therapy. The 222

LLM-participant dataset used in this work comes 223

from an IRB-approved study (Kian et al., 2024) 224

in which they deployed LLMs in an interactive 225

CBT homework context with students (Section 4), 226

which provides a step towards more realistic evalu- 227

ations of LLMs in therapy. Additionally, linguistic 228

synchrony has thus not been used to evaluate LLM- 229

powered mental health dialog systems. Given its 230

importance (Section 2.3), we investigate linguistic 231

synchrony in a LLM-powered mental health dialog 232

system (Section 4). 233

4 Study 1: Evaluation of Linguistic 234

Synchrony in Therapy 235

In this study, we aim to evaluate linguistic syn- 236

chrony, operationalized by nCLiD, as a measure 237

of therapist quality by demonstrating that it is as- 238

sociated with indicators of positive therapeutic 239

outcomes, specifically engagement, and intimacy. 240

Note: higher linguistic synchrony is operational- 241

ized through a lower nCLiD score. We put forth 242

the following hypotheses: 243

H1a: There will be a positive significant rela- 244

tionship between high evaluative intimacy and lin- 245

guistic synchrony. 246

H1b: There will be a positive significant rela- 247

tionship between high descriptive intimacy and lin- 248

guistic synchrony. 249

H1c: There will be a positive significant rela- 250

tionship between active engagement and linguistic 251

synchrony. 252

4.1 Methodology 253

We run our analysis on English language transcripts 254

of LLM-guided CBT exercises annotated for inti- 255

macy and engagement and calculate nCLiD scores 256

for these transcripts. We conduct linear regressions 257

to analyze the relationship between nCLiD and the 258
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annotations.259

4.1.1 Participants and Procedure260

The analysis in our research utilized transcripts de-261

rived from LLM-powered SAR and LLM-powered262

chatbot CBT homework interactions with univer-263

sity students (Kian et al., 2024). Students were264

screened to be over 18 years of age, proficient in265

English, have normal or corrected-to-normal vision266

and hearing, and live near campus. The Patient267

Health Questionnaire-9 (PHQ-9) (Kroenke et al.,268

2001) was used as a screening tool, and individuals269

with a score of 15 or higher, indicating moderately270

severe to severe depression, were excluded as a271

safety measure. All individuals who filled out the272

screening materials were shown a page with univer-273

sity mental health resources. A total of 26 students274

participated in the study conditions we assess in275

this work. Before the start of the study, all par-276

ticipants had an informed consent meeting with277

a member of the research team. This study was278

approved by their university’s IRB, and all partici-279

pants were compensated with a US $150.00 Ama-280

zon gift card. This amount was calculated based on281

expected hours spent on the study and local mini-282

mum wage. The study duration was 15 days; for283

the first 8 days, the CBT homework sessions were284

compulsory, but during the last 7 sessions, they285

were no longer compulsory. Each day, the partici-286

pants log into a secure portal and either complete287

an LLM-powered robot- or chatbot-guided CBT288

exercise. They could select from two CBT exercise289

options: Cognitive Restructuring (Clark, 2013) or290

Coping Strategies (Association and of Clinical So-291

ciety, 2017). The LLM used was GPT-3.5-turbo 2,292

where the LLM was prompted to utilize the cho-293

sen strategy while acting as a therapy guide (see294

Appendix A for the prompts used). All identifi-295

able data for this study were securely stored on296

IRB-approved secure cloud storage. Only IRB-297

approved researchers with the appropriate training298

were allowed access to the data. We will refer to299

this as the LLM-guided CBT Exercises Dataset.300

4.1.2 Measures301

Descriptive and evaluative intimacy were assessed302

according to the Morton (1978) framework. De-303

scriptive intimacy involves the disclosure of private304

facts, while evaluative intimacy involves the dis-305

closure of personal opinions and feelings. Each306

2https://platform.openai.com/docs/models/
gpt-3-5-turbo

dimension was dichotomized into high and low dis- 307

closure levels, as recommended by Tolstedt and 308

Stokes (1984). Secondly, we assess engagement, 309

which measures how much a participant actively 310

participates in the sessions. Engagement was anno- 311

tated to be active or passive according to Nguyen 312

et al. (2018). Finally, to operationalize the linguis- 313

tic coordination between the participants and the 314

LLM, we utilize the normalized Conversational 315

Linguistic Distance (nCLiD) by Nasir et al. (2019). 316

4.1.3 Annotation Process 317

The CBT exercise transcripts were annotated for 318

three variables: descriptive intimacy, evaluative in- 319

timacy, and engagement. Four undergraduate anno- 320

tators (two female, two male) were trained through 321

workshops led by graduate student instructors for 322

two weeks to annotate the data for the selected 323

variables. Each participant’s turn in response to 324

the LLM was annotated, resulting in an average of 325

10-15 annotations per participant per day. The Inter- 326

Coder Reliability (ICR) was measured using 10% 327

of the dataset, resulting in 83.539% and Cohen’s 328

average kappa score of κ = 0.602283. Finally, an- 329

notations were aggregated to yield percentages of 330

active engagement, high descriptive intimacy, and 331

high evaluative intimacy averaged across all study 332

days per participant, which we use in subsequent 333

analyses. 334

4.1.4 nCLiD Algorithm 335

The Conversational Linguistic Distance (CLiD) 336

(Nasir et al., 2019) is an asymmetric distance met- 337

ric that quantifies the interpersonal linguistic syn- 338

chrony between two speakers. Therefore, higher 339

linguistic synchrony is described by lower CLiD 340

scores and vice versa. Nasir et al. (2019) demon- 341

strated that nCLiD correlates with ratings of a thera- 342

pist’s empathy towards their patient (CLiD is lower 343

for a higher therapist empathy rating) and affective 344

behaviors in Couples Therapy (CLiD is lower for 345

lower negative affect and higher for lower positive 346

affect). 347

For a therapy session text record D be- 348

tween a therapist T and a patient P consist- 349

ing of N turns of interleaving utterances with 350

D = [t1, p1, t2, p2, ..., tN , pN ], let us consider one 351

speaker as the anchor A, and another as the coordi- 352

nator C. For each anchor utterance ai, we compute 353

the minimum distance dC→A
i for the minimum dis- 354

tance between the sequences of word2vec (Mikolov 355

et al., 2013) embeddings of ai and the following cj 356

4

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo


with a context length k, and we use Word Mover’s357

Distance (WMD) (Kusner et al., 2015) to measure358

linguistic difference between two utterances:359

dC→A
i = min

i≤j≤i+k−1≤N
WMD(ai, cj) (1)360

The context length, k, accounts for the observation361

that local coordination may not occur only in the362

immediate turn, but may occur a few turns later.363

The transcript-level unnormalized Conversa-364

tional Linguistic Distance (uCLiD) is a simple av-365

erage of local linguistic distance di over the whole366

session (numerator in equation 2). The normalized367

Conversational Linguistic Distance (nCLiD) nor-368

malizes uCLiD to account for the other reasons369

that may result in spurious coordination, such as370

a structured conversation on a pre-decided topic371

or similar language due to coordination of each372

speaker to their own language, etc.373

nCLiD =
uCLiD = 1

N

∑N
i=1 d

C→A
i

α
(2)374

The normalization factor α accounts for spurious375

coordinations by accounting for potential coordi-376

nation within A and B, and between A and B. The377

full equation is available in Appendix F.378

We implement nCLiD using the WMD algorithm379

from the gensim 4.3.2 library3 with Python 3.8, us-380

ing 300-dimensional word2vec word embeddings381

trained on the Google News corpus provided by382

gensim. The text is tokenized by whitespace, and383

stop words were not removed, following the exam-384

ple of Nasir et al. (2019) to account for possible385

linguistic similarity associated with similar usage386

of stop words.387

4.1.5 Data Analysis388

We implement tests in R version 4.3.2; a list of389

all R packages and their versions are available in390

Appendix B. We run linear regression tests to as-391

sess the relationship between nCLiD scores and de-392

rived metrics for the LLM transcripts. The Durbin-393

Watson test of autocorrelation is used to test the394

assumption of independence, and the Shapiro-Wilk395

and Breusch-Pagan tests to assess normality of396

residuals and homoscedasticity, respectively. If397

a model’s residuals fail the Breusch-Pagan test, we398

apply Huber-White standard errors.399

3https://radimrehurek.com/gensim/index.html

4.2 Results 400

A simple linear regression was performed regress- 401

ing the transcripts’ descriptive intimacy onto their 402

nCLiD scores. Heteroscedasticity was addressed 403

by employing Huber-White standard errors and 404

the model was significant (χ2(1, 24) = 5.31, p < 405

0.05, Adj.R2 = 0.15). Residuals were normally 406

distributed. There was a significant main effect 407

of nCLiD on descriptive intimacy score, b = 408

−7.40, t = −2.24, p < 0.05 (Figure 2). 409
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Figure 2: Scatterplot of average high descriptive inti-
macy vs. average nCLiD score per participant with a
regression line of best fit.

A simple linear regression was performed re- 410

gressing the transcripts’ evaluative intimacy onto 411

their nCLiD scores and the model was significant 412

(F (1, 24) = 5.18, p < 0.05, Adj.R2 = 0.14). The 413

residuals of this model were normally distributed 414

as indicated by the Shapiro-Wilk test (p > 0.05) 415

and homoscedastic as indicated by a Breusch- 416

Pagan test (p > 0.05). There was a significant 417

main effect of nCLiD on evaluative intimacy score, 418

b = −7.72, t = −2.28, p < 0.05 (Figure 3). 419

A simple linear regression was performed re- 420

gressing the transcripts’ active engagement score 421

onto their nCLiD scores and the model was sig- 422

nificant (F (1, 24) = 23.05, p < 0.001, Adj.R2 = 423

0.47). The residuals were normally distributed and 424

homoscedastic. There was a significant main effect 425

of nCLiD on engagement score, b = −17.59, t = 426

−4.80, p < 0.001 (Figure 4). 427

5 Study 2: LLM vs. Human Comparison 428

In this study, we compare the linguistic synchrony 429

of the LLM against trained mental health therapists 430

and non-expert online peer supporters. We put 431

forth the following hypotheses: 432
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Figure 3: Scatterplot of average high evaluative inti-
macy vs. average nCLiD score per participant with a
regression line of best fit.
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Figure 4: Scatterplot of average engagement vs. average
nCLiD score per participant with a regression line of
best fit.

433

Hypotheses: Transcripts from trained CBT thera-434

pists will have higher linguistic synchrony than the435

LLM-guided exercises, which will, in turn, have436

higher linguistic synchrony than non-expert online437

peer supporters. Note: higher linguistic synchrony438

is operationalized through a lower nCLiD score.439

More specifically,440

H2a: Linguistic synchrony will be higher in the441

therapeutic transcripts from trained CBT therapists442

(Official CBT Dataset) than from an LLM (LLM-443

guided CBT Exercises Dataset).444

H2b: Linguistic synchrony will be higher in the445

therapeutic transcripts from trained CBT therapists446

(Official CBT Dataset) than from non-expert online447

peer supporters (Reddit Dataset).448

H2c: Linguistic synchrony will be higher in the449

therapeutic transcripts from an LLM (LLM-guided450

CBT Exercises Dataset) than from non-expert on- 451

line peer supporters (Reddit Dataset). 452

5.1 Methodology 453

We compare the LLM-guided CBT Exercises 454

Dataset with two other English language datasets. 455

The first is a dataset developed from therapy-like 456

conversations on Reddit with online non-expert 457

peer supporters, and the second is a subset of the 458

Alexander Street Press Counseling (ASPCPT) and 459

Psychotherapy Transcripts with trained expert hu- 460

man therapists. We compare by conducting a one- 461

way Analysis of Variance (ANOVA) test across 462

nCLiD scores for the three datasets to determine 463

how they perform against each other. 464

5.1.1 Datasets 465

We introduce two additional datasets to compare 466

against the LLM dataset in Section 4. 467

Reddit Dataset The Reddit 4 dataset is a col- 468

lection of 30 English dyadic conversations we ex- 469

tracted from the Reddit posts of people in Online 470

Mental Health Communities (OMHCs) (Sharma 471

and De Choudhury, 2018) where there are indi- 472

cators of coping strategy (Courtney E. Ackerman, 473

2017) or cognitive restructuring (Aid, 2017) exer- 474

cises. We chose these exercises as they were the 475

ones used in the LLM-guided CBT transcripts de- 476

scribed in Section 4 above. The aim of creating the 477

Reddit dataset is to capture the linguistic character- 478

istics of humans, untrained in therapy (non-expert 479

peer supporters), engaging in conversations that 480

parallel guided CBT exercises. This dataset en- 481

ables us to establish a baseline to compare against 482

the performance of the LLM. Refer to Appendix E 483

for complete details on our data collection proce- 484

dure. 485

Official CBT Dataset The Alexander Street 486

Press Counseling and Psychotherapy Transcripts 487

(ASPCPT) dataset is a therapy and counseling 488

dataset (Alexander Street Press, 2023) 5. The AS- 489

PCPT dataset was created by transcribing sessions 490

featuring expert therapists working with a client 491

or a family. We use a subset of the ASPCPT 492

dataset with the “cognitive behavioral therapy” ther- 493

apy type, which we refer to as the “Official CBT” 494

4https://www.reddit.com/
5Accessed through authors’ institution subscription:

https://search.alexanderstreet.com/psyc (Volume 1)
and https://search.alexanderstreet.com/ctrn (Vol-
ume 2)
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dataset in this study. This subset excludes tran-495

scripts of interviews and family therapy because496

they are not dyadic conversations between a ther-497

apist and one client. Clients are anonymized us-498

ing unique participant IDs. Transcripts are prepro-499

cessed to remove brackets and parentheses of text500

(e.g., “[00:04:16]”), which are time stamps from501

the transcription process. The Official CBT dataset502

contains 39 transcripts in English.503

5.1.2 Data Analysis504

We implemented tests in R version 4.3.2; a list of505

all R packages and their versions is available in506

Appendix B. The assumption of a normal distri-507

bution was assessed via the Shapiro-Wilk test and508

homogeneity of variance was evaluated by use of509

Levene’s test. Unequal variances are addressed510

by employing a Welch’s ANOVA which accounts511

for the differences in variations between the LLM,512

Official CBT, and Reddit datasets.513

5.2 Results514

A Welch’s ANOVA was conducted to compare515

the nCLiD scores between the LLM (M =516

0.34, SD = 0.01), Official CBT (M =517

0.29, SD = 0.01), and Reddit (M = 0.32, SD =518

0.02) datasets. The ANOVA was significant at519

the p < 0.001 level, F (2, 53.69) = 429.95, p <520

2.2e − 16 (Figure 5). A post-hoc Games-Howell521

test indicated that the nCLiD scores were sig-522

nificantly different among all pairs of datasets523

(LLM-Official, LLM-Reddit, Official-Reddit) at524

the p < 0.001 level. In particular, nCLiD scores525

were higher in the LLM dataset than in the Offi-526

cial dataset and Reddit dataset. Additionally, the527

nCLiD scores for the Reddit dataset were signifi-528

cantly higher than the Official dataset.529

6 Discussion530

We first validate a computational measure of lin-531

guistic synchrony, nCLiD, as a measure of thera-532

peutic effectiveness (Section 4). We demonstrate533

a statistically significant relationship (p < 0.05)534

between this measure of linguistic synchrony and535

the intimacy and engagement of the participant’s536

self-disclosures - two important predictors of pos-537

itive therapeutic outcomes (Kadner, 1994; Scott538

and King, 2007). We find that nCLiD is inversely539

related to these measures, as indicated by the neg-540

ative b-value for the main effect of each of the541

relationships. This means that higher synchrony is542
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Figure 5: Distributions of nCLiD scores for LLM-
Guided CBT exercises, Official CBT, and Reddit
datasets.

associated with higher intimacy and active engage- 543

ment (Supporting H1a, H1b, and H1c). 544

We hypothesize that in a therapeutic setting, a 545

therapist’s linguistic synchrony with the client en- 546

courages greater self-disclosures and, subsequently, 547

higher levels of intimacy and engagement. This re- 548

lationship is supported by Beňuš (2014) in their 549

review, where they find a connection between 550

synchrony and social distance and suggest that 551

synchrony can help a medical professional de- 552

velop closeness and trust with their clients. This 553

closeness is critical for encouraging greater self- 554

disclosure (Newman, 2002), which leads to im- 555

proved therapeutic outcomes (Farber, 2003; Farber 556

et al., 2006). Colton (2022) also found that lin- 557

guistic synchrony “catalyzes” the therapeutic bond, 558

which is further supported by Vail et al. (2022). 559

Therefore, the related literature suggests that there 560

is a relationship between linguistic synchrony, and 561

intimacy and engagement, two measures of patient 562

self-disclosures. 563

The significant relationship between linguistic 564

synchrony and descriptive intimacy, evaluative inti- 565

macy, and engagement indicates that nCLiD shows 566

promise as a measure of therapeutic outcomes. 567

This allows for quantitative analysis of dyadic ther- 568

apeutic interactions without costly annotations for 569

measures such as intimacy or engagement. 570

Next, we used linguistic synchrony to evalu- 571

ate the quality of LLM-administered CBT exer- 572

cises by comparing them to transcripts from trained 573

CBT therapists and therapy-like dialogue from non- 574

expert online peer supporters (Section 5). The 575

results of the ANOVA indicate that the distribu- 576

tions of nCLiD scores among the LLM, Official, 577

7



and Reddit datasets are significantly different. The578

CBT practitioners in the Official dataset had signif-579

icantly higher linguistic synchrony than the LLM580

(supporting H2a) as well as those from non-expert581

online peer supporters (supporting H2b). These582

results are as we hypothesized since CBT thera-583

pists undergo years of training to offer patients a584

high-quality therapeutic experience. Interestingly,585

non-expert online peer supporters had significantly586

higher linguistic synchrony than the LLM (H2c not587

supported).588

Initially, we hypothesized that the LLM would589

have higher linguistic synchrony than the online590

peer supporters because of the demonstrated high591

level of mental health domain knowledge found592

in LLMs (Heinz et al., 2023; Lamichhane, 2023)593

and the increased usage of LLMs in mental health594

therapy applications (Youper; Reardon, 2023; Al-595

Sibai, 2023; Reddit, 2022). However, it seems that596

even non-expert humans have higher linguistic syn-597

chrony than a prompted LLM. This suggests that598

LLMs underperform even untrained people in a599

therapeutic context. It may be that Reinforcement600

Learning from Human Feedback, a popular align-601

ment technique employed in LLMs, makes LLMs602

overly focused on offering advice and problem-603

solving, as noted by Chiu et al. (2024). This may604

lead LLMs to have a less varied and nuanced con-605

versational style, making the LLM output more606

formulaic, aligning with the given instruction, as607

also seen by Shaikh et al. (2024) in their LLM-608

based conversational system. In our own analysis609

of the LLM dataset, we also observe patterns of610

the LLM repeatedly using the same response frame611

(see Appendix D for excerpts). These tendencies612

of the LLM to be less varied in its responses may,613

therefore, lead to lower linguistic synchrony. It614

is also important to note that the individuals who615

self-select to participate in discussions on mental616

health subreddits and offer support to their peers617

are not representative of the average social media618

user. While these individuals are non-experts, it is619

possible that they are still more familiar with ther-620

apy and able to better mimic the expected dialogue.621

Our results further confirm the need to be cau-622

tious in applying LLMs for therapeutic contexts.623

While they are able to manage various therapeutic624

tasks, as found by Cho et al. (2023); Kian et al.625

(2024), their dialog is ultimately inferior to that626

of therapists. Thus, researchers must carefully as-627

sess each application domain and determine if the628

LLM can meet the expected threshold of perfor-629

mance. Furthermore, suggestions to use LLMs as 630

a replacement instead of augmentative therapeutic 631

technologies should be cautioned, as these results 632

demonstrate that even lay people outperform LLMs 633

in their current stage of development. 634

7 Conclusion and Future Work 635

In this work, we investigate the linguistic syn- 636

chrony of an LLM in an interactive therapy ses- 637

sion. We demonstrate that there is a statistically 638

significant relationship between the linguistic syn- 639

chrony of the LLM and the percentage of high in- 640

timacy and active engagement responses from the 641

participants. We next compare the LLM’s linguis- 642

tic synchrony with that of trained CBT therapists 643

and non-expert online peer supporters. We find 644

that the LLM is outperformed by both experts and 645

non-experts in guiding participants through a CBT 646

interaction. 647

In the future, we would like to investigate the 648

use of other measures of linguistic synchrony, 649

such as those based on part-of-speech distributions 650

(Shapira et al., 2022) and usage rate of function 651

words (Niederhoffer and Pennebaker, 2002), as a 652

measure of therapeutic effectiveness. We selected 653

nCLiD in this work because of its previous valida- 654

tion as a therapeutic measure (Nasir et al., 2019). 655

However, we acknowledge that the use of static 656

word embeddings in nCLiD does not account for 657

context-aware word representations. We have de- 658

signed metrics based on nCLiD that utilize contex- 659

tual word embeddings, like BERT embeddings (De- 660

vlin et al., 2018), and in the future look to validate 661

these metrics in a therapeutic context. Additionally, 662

we would like to extend our analysis of the associa- 663

tion of linguistic synchrony with other therapeutic 664

measures beyond intimacy and engagement. 665

The LLM dataset used in this study was collected 666

in interactions between GPT-3.5-turbo and partici- 667

pants. In future iterations of this project, we would 668

like to test this with newer LLMs with an expanded 669

token limit that would allow a longer interaction 670

that parallels the interaction length of a full CBT 671

session. In the LLM dataset, the responses were 672

generated by a prompted model, and in the future, 673

we would like to prompt an LLM that has been 674

fine-tuned on therapy data to see if this improves 675

the generated responses. 676
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Limitations677

In our comparison of the Official, LLM-Guided678

CBT Exercises, and Reddit datasets (Section 5), the679

data in each of these datasets come from inherently680

different channels of communication: the Official681

dataset contains transcriptions of real-time human-682

to-human spoken conversations between a thera-683

pist and client, while the Reddit dataset contains684

asynchronous, online typed conversations, and the685

LLM-Guided CBT Exercises dataset has real-time686

typed conversations between a human and either a687

robot or chatbot system. The difference in modal-688

ity can lead to differences in the nature of the con-689

versations and, therefore, introduce confounding690

variables in our analysis of linguistic synchrony.691

Additionally, although we worked to find data from692

the CBT-related mental-health domain, the premise693

in each dataset is also different. The Official dataset694

comprises of full CBT sessions, while the LLM-695

Guided CBT Exercises dataset comprises of CBT696

exercises for a shorter duration. In Reddit, peo-697

ple responded to posts asynchronously without a698

specific therapy guideline to which they needed699

to adhere. Since the Reddit dataset tends to fol-700

low a short-form interaction instead of the length701

expected in a full therapy session, its premise is702

similar to that of the LLM-guided CBT exercises.703

We also note that our datasets were quite small,704

with approximately 30 interactions per dataset. In705

the future, a larger sample size would yield more706

insightful results.707

Another limitation in our work is that the nCLiD708

algorithm uses word2vec word embeddings, which709

are static word embeddings. It is known that static710

word embeddings limit the usage of multiple mean-711

ings of words depending on the context, unlike712

newer transformer-based contextual word embed-713

dings such as BERT-based embeddings (Vaswani714

et al., 2017; Devlin et al., 2018). We chose nCLiD715

for this work since Nasir et al. (2019) validated716

this metric in a therapy setting by demonstrating717

its association with empathy. Additionally, in or-718

der for nCLiD to be implemented with contextual719

word embeddings, the nCLiD algorithm needs to720

be changed fundamentally since it depends on word721

frequency counts. This leads to a different metric722

based on nCLiD and will therefore require addi-723

tional validation.724

Another note is that nCLiD averages the Word725

Mover’s Distance values over all the turns in the726

conversation, therefore potentially not capturing727

temporal shifts in linguistic synchrony. nCLiD cap- 728

tures a specific aspect of linguistic synchrony; that 729

is, in terms of lexical semantic similarity. There 730

are other measures of linguistic synchrony that 731

look into, for example, part of speech distributions 732

(Shapira et al., 2022) and usage rate of function 733

words (Niederhoffer and Pennebaker, 2002). A 734

fuller picture of linguistic synchrony could be ob- 735

tained by evaluating our datasets with those metrics 736

as well. 737

Finally, we also note that we used data from 738

interactions with one version of an LLM (GPT- 739

3.5-Turbo). It is known that different LLMs have 740

varying levels of performance, and these findings 741

may only pertain to GPT-3.5-Turbo. 742

Ethical Considerations 743

The usage of LLMs, especially generative conversa- 744

tional models, in mental health can be risky. LLMs 745

can hallucinate, make false promises, and gener- 746

ate inappropriate ideas. In the LLM dataset, the 747

participants were screened for depression to ex- 748

clude vulnerable students. However, even in this 749

context, there is a risk that the LLM will gener- 750

ate something unhelpful, hurtful, or triggering that 751

negatively impacts the participant. While there are 752

many benefits of these LLM-based systems, such 753

as enabling frequent, interactive conversations that 754

the mental healthcare system cannot always pro- 755

vide, we caution against their use because of the 756

potential negative impacts. We advocate that LLMs 757

augment therapists by providing an accessible, in- 758

teractive version of the at-home exercises as done 759

in the LLM-guided CBT exercises study. Under 760

no circumstances do we support the use of LLMs 761

as a replacement technology, a narrative around 762

the potential use of LLMs that we find concerning. 763

Additionally, to ensure safety for those involved, 764

measuring the quality of LLMs with respect to the 765

mental health domain is critical. We hope that with 766

this work, we will contribute to the growing effort 767

of evaluating LLMs in the mental health domains. 768
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Prompt for coping strategies exercise: 1212

Prompt: Coping strategy is 1213

used to help patients identify 1214

problems they encountered and 1215

the triggers. When a problem 1216

is defined, a therapist will 1217

help the patient figure out 1218

ways to cope with it. You 1219

are a therapist who uses coping 1220

strategies to help your patient 1221

in this session. 1222
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Prompt for cognitive restructuring exercise:1223

Prompt: Cognitive restructuring1224

is a strategy to help the patient1225

identify cognitive distortion and1226

find evidence to challenge the1227

distortion. You are a therapist1228

who uses cognitive restructuring1229

to help your patient in this1230

session.1231

Parameter Value
model gpt-3.5-turbo
messages <complete transcript including

the user’s responses>

stop Patient
temperature 1
frequency_penalty 2
presence_penalty 2
n 2
max_tokens 150

Table 1: Input parameters for OpenAI’s chat completion
API

B R Packages and Versions1232

See Table 2 for the list of R packages used.1233

C CBT-Related Terms1234

CBT-related terms used as keywords when filtering1235

relevant Reddit threads.1236

cbt cognitive behavioral therapy
coping mechanisms negative thinking
emotional regulation reframing
cognitive reframing coping
coping strategies coping strategy
coping skill coping skills
coping mechanisms coping mechanism
cognitive restructuring cognitive distortions
cognitive distortion distortion
distortions catastrophize
overthink overthinking
personalize overgeneralize
mental filter discount positives
catastrophize magnifying negatives
minimizing positives jumping to conclusions
mind read fortune tell
emotional reasoning black-and-white thinking
all-or-nothing thinking all or nothing
mental filter personalization
should statements mental filter
labeling catastrophizing
awfulizing mind reading
fortune telling magnification
minimization disqualification of positives
overgeneralization jump to conclusions
jumping to conclusions overgeneralizing
restructuring

Package Version
robustHD 0.8.0
readxl 1.4.3
ggcorrplot 0.1.4.1
rstudioapi 0.15.0
dplyr 1.1.4
tidyr 1.3.0
afex 1.3-0
tidyverse 2.0.0
ggpubr 0.6.0
rstatix 0.7.2
outliers 0.15
pastecs 1.4.2
psych 2.3.12
car 3.1-2
lmtest 0.9-40
moments 0.14.1
gmodels 2.19.1
pgirmess 2.0.3
heplots 1.6.2
Rmisc 1.5.1
ggplot2 3.4.4
jmv 2.4.11
haven 2.5.4
stats 4.3.2
multcomp 1.4-25

Table 2: R Package Versions Used in the Analysis

D Excerpts from datasets 1237

WARNING: This section contains expletives and 1238

sensitive content related to suicide and self-harm. 1239

Below are random excerpts from each dataset 1240

in order for a sample of the nature of each of the 1241

datasets. 1242

In Figures 6, 7, and 8, excerpts from a random 1243

conversation from the Official dataset are shown, 1244

a few turns from the beginning, middle, and end, 1245

respectively. 1246

In Figures 9, 10, and 11, excerpts from a random 1247

conversation from the Reddit dataset are shown, 1248

a few turns from the beginning, middle, and end, 1249

respectively. 1250

In Figures 12, 13, and 14, excerpts from a ran- 1251

dom conversation from the LLM-Guided CBT Ex- 1252

ercises dataset are shown, a few turns from the 1253

beginning, middle, and end, respectively. 1254

14



Figure 6: An example from the Official dataset: an excerpt of the beginning of the conversation

Figure 7: An example from the Official dataset: an excerpt of the middle of the conversation

E ConvoKit Dyadic Reddit Thread1255

Extraction1256

Data Collection and Preprocessing To nar-1257

row our search, we looked for subreddits (online1258

topic-based communities on Reddit where people1259

view/make posts) where people discussed mental1260

health-related topics. To do so, we selected the1261

subreddits listed as OMHCs that focused on Psy-1262

chosis & Anxiety and Coping & Therapy (Sharma1263

and De Choudhury, 2018) as these are most rele-1264

vant to cognitive restructuring and coping strategy1265

exercises used in the LLM-Guided CBT dataset.1266

Since we were looking for untrained individuals,1267

we reviewed the subreddit rules and descriptions1268

for each listed subreddit and excluded those com-1269

munities that were explicitly intended for or had1270

a high presence of therapists or professionals ad-1271

vising people (e.g., r/Therapy, r/askatherapist, etc.).1272

From this process, we identified 40 candidate sub-1273

reddits for further screening.1274

The ConvoKit Reddit Corpus (Chang et al.,1275

2020) 6 is a corpus of Reddit data containing all 1276

posts and comments from an individual subreddit 1277

from its inception until October 2018. This corpus 1278

can be traversed using ConvoKit’s API so that each 1279

post can be accessed in a thread/tree-like manner, 1280

with the root being the main post and each response 1281

being a node connected to the post/comment be- 1282

ing replied to. Using the ConvoKit 3.0.0 API, we 1283

traversed every post in each of the 40 selected sub- 1284

reddits, extracting conversation threads with alter- 1285

nating utterances of responses between the original 1286

poster and a particular commenter (see Figure 15). 1287

Since Reddit posts can have multiple reply threads 1288

with various people replying at each level, we ap- 1289

plied this constraint to ensure we only extracted 1290

dyadic conversations. After we extracted a dyadic 1291

conversation thread, we only include the thread if 1292

the number of utterances in the conversation was 1293

greater than equal to a minimum threshold (based 1294

on the average number of utterances in the LLM- 1295

Guided CBT Exercises dataset), ensuring the thread 1296

was of sufficient length. We did not keep the user- 1297

6distributed under the MIT license

15



Figure 8: An example from the Official dataset: an excerpt of the end of the conversation

Figure 9: An example from the Reddit dataset: an excerpt of the beginning of the conversation

names associated with each Reddit post/comment.1298

1299

Filtering and Screening To ensure that the1300

selected threads were broadly related to CBT, we1301

included only those threads that contained at least1302

one keyword from a dictionary of keywords identi-1303

fied from conversations gathered by Kian in their1304

study (2024). Refer to Appendix C for the full1305

list of terms used. The dictionary of 53 keywords1306

contained common cognitive distortions, thinking1307

traps, and phrases related to CBT. The dictionary1308

filtering step was conducted right after a candidate1309

dyadic thread was identified in the post, and the1310

thread was only included if it also passed the filter-1311

ing criteria. After running the extraction, prepro-1312

cessing, and filtering on the 40 selected subreddits,1313

we extracted 683 dyadic conversations.1314

Lastly, to exclude erroneous conversations that1315

may have evaded the filtering process, we had 31316

reviewers who were well-versed in conversations1317

on cognitive restructuring and coping strategy ex-1318

ercises from the LLM-Guided Exercises dataset,1319

screen conversations to make sure that they par-1320

alleled guided CBT exercises. The screeners in- 1321

cluded conversations in the final dataset if they 1322

noticed indicators of cognitive restructuring or cop- 1323

ing strategies being discussed. The screeners iden- 1324

tified cognitive restructuring in the conversation 1325

if the responder sought evidence in the original 1326

poster’s claims, provided counterarguments to the 1327

original poster’s beliefs, followed Socratic ques- 1328

tioning techniques, or named cognitive distortions 1329

they believed the original poster exhibited. Subse- 1330

quently, if there was any discussion between the 1331

original poster and the responder about activities 1332

and strategies used by either individual to deal with 1333

their emotions (regardless of efficacy), there was 1334

evidence for coping strategies being explored. The 1335

screeners also excluded conversations if the conver- 1336

sation seemed off topic or if the CBT exercise was 1337

only a small part of the conversation. The review- 1338

ers screened a subset of the 683 extracted conversa- 1339

tions and identified 30 conversations that strongly 1340

paralleled CBT exercises and were included in the 1341

Reddit dataset. 1342

Since Reddit allows for people to respond to 1343

posts and replies asynchronously, this may result 1344
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Figure 10: An example from the Reddit dataset: an excerpt of the middle of the conversation

Figure 11: An example from the Reddit dataset: an excerpt of the end of the conversation

in different linguistic characteristics than those cap-1345

tured in real-time conversations. However, we ob-1346

served that in most OMHC subreddits, posters of-1347

ten seek advice and engage with commenters in a1348

timely manner.1349

F nCLiD normalization factor α1350

The full equation for the normalization factor1351

alpha in:1352

nCLiD =
uCLiD

α
(3)1353

α =
2

N(N − 1)

N∑
i=1

N∑
j=i+1

WMD(ai, aj)

+
2

N(N − 1)

N∑
i=1

N∑
j=i+1

WMD(ci, cj)

+
2

N(N − 1)

N∑
i=1

N∑
j=i

WMD(ai, cj)

(4)1354
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Figure 12: An example from the LLM-Guided CBT Exercises dataset: an excerpt of the beginning of the conversation

Figure 13: An example from the LLM-Guided CBT Exercises dataset: an excerpt of the middle of the conversation

Figure 14: An example from the LLM-Guided CBT Exercises dataset: an excerpt of the end of the conversation

18



Figure 15: Extraction process of dyadic Reddit com-
ment threads between the original poster and a specific
responder.
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