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A B S T R A C T

Accurate crop damage classification is crucial for timely interventions, loss reduction, and resource optimiza-
tion in agriculture. However, datasets and models for binary classification of damaged versus non-damaged
crops remain scarce. To address this, we conducted an extensive study on crop damage classification using
deep learning, focusing on the challenges posed by imbalanced datasets common in agriculture. We began by
preprocessing the ‘‘Consultative Group for International Agricultural Research (CGIAR)’’ dataset to enhance data
quality and balance class distributions. We created the new ‘‘Crop Damage Classification (CDC)’’ dataset tailored
for binary classification of ‘‘Damaged’’ versus ‘‘Non-damaged’’ crops, serving as an effective training medium
for deep learning models. Using the CDC dataset, we benchmarked the state-of-the-art models to evaluate their
effectiveness in classifying crop damage. Leveraging the depth channel shuffling technique of ShuffleNetV2, we
proposed a lightweight model ‘‘Light Crop Damage Classifier (LightCDC)’’, reducing the parameters from 1.40 mil-
lion to 1.13 million while achieving an accuracy of 89.44%. LightCDC outperformed existing classification and
ensemble models in terms of model size, parameter count, inference time, and accuracy. Furthermore, we tested
LightCDC under adverse conditions like blur, low light, and fog, validating its robustness for real-world sce-
narios. Thus, our contributions include a refined dataset and an efficient model tailored for crop damage clas-
sification, which is essential for timely interventions and improved crop management in resource-constrained
precision agriculture. To ensure reproducibility, we released the code and dataset on GitHub.
1. Introduction

Agriculture is a cornerstone of economic stability and food secu-
rity in many regions across Africa, Southeast Asia, and South Amer-
ica (Reynolds et al., 2015). It is crucial in reducing poverty and
providing livelihood opportunities for rural communities. However,
climate change has led to a rise in extreme weather events such as
droughts, floods, and irregular precipitation patterns, impacting around
30% of crop yields across different geographic areas (Verschuur et al.,
2021). Between 2008 and 2018, the agriculture sector in the least-
developed countries and low-and middle-income countries suffered
significant losses due to droughts, floods, and other natural disasters,
totaling over $108 billion. Asia experienced the most severe impact,
with economic losses from droughts and floods reaching $49 billion,
an amount comparable to the combined gross domestic product of
Cambodia, Laos, and East Timor. Additionally, droughts impacted over

∗ Corresponding authors.
E-mail addresses: asif.karim@cdu.edu.au (A. Karim), mehedihassan@ieee.org (M.M. Hassan).

34% of crop and livestock production in these regions, resulting in
estimated economic damages of $37 billion (FAO, 2021).

Therefore, investing in sustainable agricultural practices and sup-
porting farmers in these regions is crucial to ensure long-term food
security and economic growth. Besides, the health of crops in these
regions is critically important, as damage from bacteria, viruses, fungi,
and natural disasters can severely affect food availability and economic
vitality (FAO, 2021; Ahmad et al., 2022; Sakkarvarthi et al., 2022;
Kotwal et al., 2023). Reports suggest that pests and diseases lead to a
20% to 40% reduction in crop output globally (Domingues et al., 2022).
In regions such as Sub-Saharan and North Africa, economic losses have
been particularly stark, with impacts amounting to $30 billion over a
decade due to reduced livestock and grain production following natural
disasters (Memon et al., 2022).
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Crop damage presents a significant challenge to both food security
and economic stability in regions such as Sub-Saharan Africa, South

sia and America (Raimi et al., 2021; Giller, 2020; Reynolds et al.,
2015). The inability to identify crop damage quickly and accurately
exacerbates the issue, as many rural farming communities lack ac-
cess to advanced tools for early detection and intervention (Reynolds
et al., 2015). Without sufficient resources, farmers often rely on out-
dated methods, such as manual inspection or rudimentary technologies,
which are inefficient and prone to errors (Thierfelder et al., 2016;
Baijukya et al., 2020). This delay in identifying crop damage can lead
o further deterioration, reducing yields and exacerbating poverty in

vulnerable regions. Moreover, the high cost of advanced technologies,
such as precision agriculture tools or large-scale imaging systems, is
beyond the reach of smallholder farmers (Ncube et al., 2018). As a
esult, they struggle to implement timely responses to pests, diseases,
r climate-induced damage. This impacts food production and hinders
conomic growth, as agriculture remains a primary source of income
nd employment in these areas. Without innovations that provide

accessible, affordable, and scalable crop monitoring solutions, the cycle
of food insecurity and economic vulnerability will likely persist. The
need for more efficient, real-time methods that can be deployed in
resource-constraint environments (Liu et al., 2024a) is critical, espe-
ially in underdeveloped regions where food security is at risk and
ccess to advanced technology is limited. These challenges emphasize
he necessity for lightweight, automated models that can accurately and
fficiently identify damaged crops from ground-level views, enabling

timely interventions to mitigate crop losses (Malek et al., 2022).
In recent years, there has been growing interest in utilizing artificial

intelligence (AI) and machine learning techniques to address complex
problems across various fields, such as healthcare (Islam et al., 2020,
2019), natural language processing (Ahammad et al., 2024) and image
processing (Alam et al., 2025; Huang et al., 2020; Islam et al., 2024b).
These successes have also motivated researchers to adapt these methods
or accurately identifying various types of crop-related diseases and

problems (Tirkey et al., 2023a; Ali et al., 2023; Meena et al., 2023).
These technologies have the potential to revolutionize crop health
management by providing timely and precise information on the type
and extent of damage, enabling farmers to implement targeted. This
can help minimize losses, enhance crop resilience, and contribute to
global food security (Ben Ayed and Hanana, 2021). Similarly, early
dentification of damaged crops can help to take proper steps to reduce
he loss of crop damage. However, identifying and classifying crop
amage accurately and promptly is a major challenge, primarily due
o the labor-intensive nature of traditional methods that require expert
nowledge and are error-prone (Thierfelder et al., 2016; Baijukya et al.,

2020).
Recent research suggest that deep Convolutional Neural Network

CNN) based models can classify and detect pests and diseases that
arm crops (Widén et al., 2022; Rani and Singh, 2022; Singh et al.,

2022; Meena et al., 2023; Kotwal et al., 2023). These models and
lgorithms include custom CNN, pest detection algorithm, meta deep

learner, and others (Kamilaris and Prenafeta-Boldú, 2018; Alam et al.,
2025; Islam et al., 2025). While these models have produced good
outcomes, they have encountered several difficulties. A primary ob-
stacle they have encountered is the need for more pictures in the
dataset, as deep learning models need a vast quantity of data for
training (Waldamichael et al., 2022; Pun et al., 2023). Another problem
is the picture quality and the things present in the image. In addition,
massive computing resources are needed for the deep learning models
to interpret the pictures and extract meaningful features (MacEachern
et al., 2023). At the same time, for precision agriculture, it is essential to
evelop methods with low computational expense (Yaqot et al., 2023).

Besides, there is still a lack of diverse datasets that can be directly used
to train the classification models for identifying damaged crops. Most
of the recent research are related to crop diseases and pest classification
rather than identifying damaged crops.
 R

2 
Considering the lack of datasets and lightweight models in the
iterature that can classify damaged crops; in this paper, we intro-
uce a meticulously pre-processed dataset derived from the original
ata provided for the Crop Damage Classification Challenge (CGIAR,

2024) by the Consultative Group for International Agricultural Re-
search (CGIAR). We have tailored the CGIAR dataset to train and
evaluate the state-of-the-art (SOTA) classification models, enhancing
its utility for deep learning applications in agriculture. Additionally,
we propose a lightweight model named Light Crop Damage Classifier
(LightCDC) that can effectively identify damaged crops. Thus, our
contributions to this study are listed as follows:

• CDC Dataset: We perform preprocessing on the imbalanced
CGIAR (CGIAR, 2024) dataset to form ‘‘Crop Damage Classifica-
tion (CDC)’’ dataset for training and testing models for binary
classification of Damaged versus Non-damaged crops.

• LightCDC: we proposed a custom model named ‘‘Light Crop Dam-
age Classifier (LightCDC)’’ leveraging the depth channel shuffling
technique of ShuffleNetv2 (Ma et al., 2018), reducing the pa-
rameters from 1.40 million to 1.13 million while achieving an
accuracy of 89.44%. LightCDC is ideal for real-time crop damage
classification in resource-constraint environments, particularly in
underdeveloped agricultural regions.

• Benchmarking the SOTA Models: We also benchmark the SOTA
classification models on our processed CDC dataset and performed
extensive ablation studies on different vital parameters of the
proposed LightCDC to make this research a foundation for future
research in this domain.

• Ensemble Techniques: Our extensive experiments on the pro-
cessed CDC dataset also involve ensemble techniques like Stack-
ing and Voting to observe the performance of these techniques for
crop damage classification.

• Focus on Ground-Level Crop Damage Classification: Unlike ex-
isting studies that use Unmanned Aerial Vehicles (UAVs) or
satellite images, our work focuses on classifying damaged ver-
sus non-damaged crops from ground-level images. To the best
of our knowledge, no other work has addressed this problem
with a lightweight solution optimized for a real-world resource-
constraint environment.

The structure of this paper is as follows: Section 2 reviews related
works, focusing on machine learning and deep learning applications in
various crop-related tasks such as disease and pest detection. Section 3
details the methodology, including the workflow, methods, techniques,
and our proposed framework. Section 4 benchmarks SOTA classifica-
tion models for damaged and non-damaged crop classification using
our CDC dataset and evaluates our proposed models. Section 5 discusses
ur study’s limitations and suggests future research directions. Finally,
ection 6 concludes the paper.

2. Related works

In recent years, Convolutional Neural Networks (CNNs) have
emerged as a powerful tool in precision agriculture, enabling re-
searchers to address various challenges related to crop health, disease
etection, and pest management. CNNs are particularly well-suited
or image-based tasks, making them an ideal choice for analyzing
igh-dimensional agricultural data such as leaf images, crop field
bservations, and drone or satellite imagery. In this section, we re-
iewed some typical applications of deep CNN-based models in various
gricultural domains to understand the current progress.

2.1. Common applications of CNNs in agriculture

One of the most common applications of CNNs in agriculture is
leaf disease detection (Bhargava et al., 2024; Sarkar et al., 2023).

esearchers have developed CNN-based models that can automatically
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identify diseases in crops by analyzing images of leaves (Karim et al.,
2024). For instance, studies have focused on detecting diseases in
crops such as wheat, rice, and maize, where CNNs have achieved high
accuracy in distinguishing between healthy and diseased leaves (Jiang
t al., 2021; Xu et al., 2023). CNN-based models have been employed to
utomatically identify pests in crop images, enabling early intervention

and reducing crop damage (Li et al., 2021). For example, CNNs have
been used to detect pests like aphids (Zhang et al., 2023), whiteflies (de
Castro Pereira et al., 2022), and locusts (Tabar et al., 2021), helping
farmers promptly prevent outbreaks. CNN models have also been ap-
lied to detect diseases in fruits and vegetables (Khattak et al., 2021).

For instance, tomato disease detection (Shanthi et al., 2024) has been
a primary focus of research. CNNs classify diseases such as bacterial
spots (Mashamba et al., 2024), leaf mold (Singh et al., 2023), and
ellow leaf curl viruses (Liu et al., 2023). In addition to disease and

pest detection, CNNs have been used for weed detection and crop
classification (Adhinata et al., 2024). Distinguishing between crops and

eeds in a field is crucial for ensuring efficient herbicide application
nd optimizing crop yield. CNN models can identify and classify weeds

among various crops, helping farmers manage their fields more effec-
ively and reduce the use of chemicals. CNNs have also been applied to
ield prediction tasks (Van Klompenburg et al., 2020). By analyzing

images of crops at different growth stages, CNN-based models can
predict the potential yield of a field. Beyond plant-based agriculture,
CNN models have been used in livestock monitoring (Chelotti et al.,
2024) to identify animal health issues and optimize feeding strategies.

In summary, CNN-based models have become a cornerstone of
odern agricultural technology, facilitating a wide range of tasks from

rop disease detection to pest management and yield prediction.

2.2. Methods in agricultural applications

Chen et al. use edge intelligence and deep learning with the tiny
version of the popular single-stage object detection method named
You Only Look Once (YOLO) on an embedded NVIDIA Jetson TX2
system to identify Tessaratoma papillose pests in fruit orchards in
real-time, which reduces pesticide-spraying routes by 19%, decreas-
ing workforce needs by 53% (Chen et al., 2021). Kasinathan et al.

ork on insect classification and detection in field crops using cus-
om CNN models and pest detection algorithm provides the prospect
f employing this algorithm to identify multiple insects and insect
hotos with varied stages of crop growth (Kasinathan et al., 2021).

Researchers also introduced an automatic method for detecting injured
leaf areas caused by insect predation for crops like blueberry, corn,
otato, and soybean (da Silva Vieira et al., 2022). Ahmad et al. devel-
ped the YOLOv5x model for real-time insect pest detection, achieving

an impressive average precision of 98.3% on a diverse dataset, with
romising applications for detecting pests and reducing pesticide use
n agriculture (Ahmad et al., 2022). The study by Sakkarvarthi et al.
pplies a CNN model for detecting and classifying tomato crop dis-
ases. It outperforms established transfer learning techniques such

as ResNet152, VGG19, and InceptionV3 (Sakkarvarthi et al., 2022).
Another team of researchers leverages a meta-deep learning technique
or the precise identification of diseases in cotton crops using a dataset
f 2385 images (Memon et al., 2022). However, due to the high

number of parameters, it might fall short of real-life applicability.
idén et al. study on using predator vocalizations to mitigate ungulate

crop damage illustrates a novel approach in wildlife management,
blending ecological understanding with technology to create a ‘land-
cape of fear’ for effective ungulate deterrence (Widén et al., 2022).

Concurrently, Rani and Singh’s work on using deep belief networks
or early detection of crop infections showcases the potential of AI
n enhancing agricultural productivity and environmental protection.
heir method efficiently identifies diseases, pests, and nutrient defi-
iencies in paddy crops, thereby enabling targeted interventions and
educing excessive chemical use (Rani and Singh, 2022). Singh et al.
3 
explore using Internet of Things sensors and machine learning to reduce
post-harvest losses in the perishable food supply chain. Using various
image types, their study achieves a 93.33% classification accuracy
with deep learning models, highlighting potential applications in qual-
ity control and waste reduction (Singh et al., 2022). Meena et al.
study on Weed, Pest, and Disease detection uses a transfer learning
approach for crop yield improvement (Meena et al., 2023). For training
nd testing, the accuracy of their feature fusion model of MobileNet,
enseNet201, and Hyperparameter Search 2D layer was 85.14% and
9.19%, respectively. T.B. Pun et al. use YOLO models, specifically
OLOv5 and YOLOv7, to detect and count root-knot nematodes in
icroscopic images. They introduce a novel application of mosaic

ugmentation for analyzing microscopic images captured with different
bjective lens magnifications (Pun et al., 2023). MacEachern et al.

applied CNN models, especially YOLOv3, YOLOv4, and their deriva-
tives, for accurate ripeness detection and ripeness estimation of wild
blueberries. They have found promising results that could revolutionize
fruit management practices (MacEachern et al., 2023). Ali et al. uti-
ize Faster-PestNet, a deep-learning approach using Faster-RCNN with
obileNet as its base network. Faster-PestNet achieves 82.43% accu-

acy on the challenging IP102 dataset, effectively addressing sample
istortions. The authors highlight the need for technologies like Faster-
estNet to enable early pest detection, mitigate crop damage, and
educe pesticide reliance in agriculture (Ali et al., 2023). In the study

of Tirkey et al. an accuracy of approximately 95% to 98% is obtained
from performance examination of AI-based systems for crop disease
identification, detection, and classification utilizing InceptionV3, CNN,
nd YOLOv5 models (Tirkey et al., 2023b). Akshy et al. used 21-
ayered CNN and combined features from both far-field satellite and

near-field images; the model achieves high efficiency and accuracy
by Using VGG16 (Dhande and Malik, 2023). Shiman et al. applied
transfer learning in tomato and rice leaf datasets with a convolutional
recurrent neural network model to overcome the challenges of in-
ufficient and imbalanced datasets, demonstrating high classification

accuracy across various crop disease classes (Mondal et al., 2022). Re-
searchers enhanced plant disease classification using CNN and 121,955
field images captured by mobile phones. Applying the RESNET-MC-
1 architecture, which combines image data with crop metadata, they
achieved 98% accuracy, significantly outperforming standard classifi-
cation methods (Picon et al., 2019). Maria et al. proposed a hybrid

odel like InceptionResNet and ResNet152 in diagnosing tomato leaf
diseases by combining VGG blocks with an inception module. The hy-
brid model retained stability during the training and validation phases
and achieved faster convergence rates by integrating multi-scale feature
extraction (Sanida et al., 2023). Other researchers investigate AI-based
solutions for real-time detection of crop diseases and insect infestations
in Soybean plants by using YOLOv5. And treatment of crop diseases,
build an Android app, and achieve significant success in improving
agricultural efficiency (Tirkey et al., 2023a). Uzair et al. introduce a
CNN model with Inception v3, designed to automate and improve the
identification of plant diseases through hyperspectral image analysis.
And create a mobile application for real-time disease detection for
agricultural practitioners (Bhatti et al., 2023). Another team worked
on their own dataset named FieldPlant, based on corn, cassava, and
tomato disease, and benchmarked the performance of SOTA CNN mod-
els, including MobileNet, VGG16, InceptionV3, and InceptionResNetV2.
These models showed their ability to classify and detect plant diseases
from the images (Moupojou et al., 2023). Moreover, Domingues et al.
provide insights in their survey about the application of different
machine learning and deep learning models for crop disease and pest
detection, emphasizing challenges in data acquisition and highlighting
the efficacy of transfer learning and few-shot learning in addressing
data limitations (Domingues et al., 2022).

Additionally, researchers have also explored the use of UAV im-
agery for various applications in agriculture, including crop classifi-
cation (Jintasuttisak et al., 2022; Tatini et al., 2022; Wibowo et al.,
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Table 1
An overview of recent studies that utilize machine learning and deep learning techniques for various agricultural tasks, focusing on crop disease identification, pest management,
and yield improvement. The table includes details such as datasets used, data accessibility, methodologies employed, and the primary objectives of each study.

Reference Dataset (Size) Public Methods Research goal

(Karim et al.,
2024)

Grape leaf dataset (27,122) ✓ MobileNetV3Large Real-time grape leaf disease classification using a
lightweight CNN model for deployment on edge devices
with explainable AI visualizations.

(Mashamba
et al., 2024)

Tomato leaves dataset
(8121)

× VGG16 Detection and classification of tomato leaf diseases,
specifically focusing on bacterial spot, early blight, late
blight, yellow leaf curl, and Septoria leaf spot.

(Tirkey et al.,
2023a)

Soybean crop leaves
(3150)

× YOLOv5, InceptionV3,
CNN

Develop deep learning solutions for real-time soybean
pest identification and classification to boost pest
management efficiency.

(Ali et al., 2023) IP102 (75,000) and local
crops dataset (1950)

✓ Faster-PestNet Develop a lightweight deep learning framework for
efficient and accurate crop pest detection and
classification.

(Meena et al.,
2023)

Plant Disease (55,449),
Weed (15,336), Pest
(3150)

✓ DenseNet201, MobileNet,
VGG16, InceptionV3

Develop a deep learning model to detect and classify
crop threats, improving yield and management.

(Sanida et al.,
2023)

PlantVillage (18,160) ✓ Hybrid CNN Enhance accuracy in tomato leaf disease identification.

(Bhatti et al.,
2023)

Images of various tree
diseases (80,848)

× CNN (InceptionV3) Automate tree disease recognition using a mobile
application for practical use in agriculture.

(Moupojou
et al., 2023)

FieldPlanDataset (5170) × Deep learning Enhance plant disease detection and classification in
field conditions using a new dataset.

(Dhande and
Malik, 2023)

Far-field crop datasets in
India

× CNNs, Transfer learning,
Ensemble learning

Design an efficient crop damage detection model using
an ensemble learning approach with deep CNNs.

(Singh et al.,
2022)

Not Specified × U-Net, DeepLab, Mask
R-CNN

To mitigate postharvest losses and improve the quality
of fruits and vegetables using machine learning.

(Rani and Singh,
2022)

Nutrient deficiency (1156),
Rice leaf diseases (3355)

✓ Deep Belief Network
(DBN)

Develop AI to detect paddy crop issues early, reducing
chemical use and environmental impact.

(Memon et al.,
2022)

Cotton leaf (2385) × VGG16, ResNet50, Meta
learner

The research develops a generalized model for
identifying cotton leaf diseases.

(Mondal et al.,
2022)

Tomato Leaf Dataset
(7113), Rice Leaf Dataset
(4422)

✓ CRNN, GRU, Transfer
Learning

Enhance automatic detection and classification of crop
leaf diseases and pest infestations using deep learning.

(Sakkarvarthi
et al., 2022)

Tomato Leaf (3000) ✓ CNN The goal of the research was to detect and classify
diseases in tomato crops using a custom CNN model.

(Kasinathan
et al., 2021)

Deng (282), IP102 (600) ✓ ANN, SVM, KNN, CNN,
Naive Bayes

Classify and detect insects in various crops using
machine learning techniques.

(Picon et al.,
2019)

Barley, corn, rice, and rape
seed (100,000)

× CNNs Enhance multi-crop disease classification by integrating
crop-specific information into CNN models.
a
d

2022; Moazzam et al., 2021; Xiong et al., 2020), disease detection (Zhu
t al., 2024; Zhao et al., 2023; Bouguettaya et al., 2021), process
onitoring (Keita et al., 2022; Shih et al., 2021; Jia et al., 2021;

Junagade et al., 2022; Piani et al., 2021), and yield estimation (Feng
et al., 2020; Yang et al., 2019; Yu et al., 2016; Zhou et al., 2021; Zhang
t al., 2020). While UAVs equipped with advanced sensory cameras

have shown great promise in automating agricultural processes, their
widespread adoption faces significant challenges (Istiak et al., 2023;
Sousa et al., 2022). A major constraint is the lack of comprehensive
flight regulations and legislation governing UAV operations in many
ountries, particularly Asia and Africa (Sousa et al., 2022). The absence

of clear policies for the commercial, scientific, leisure, and military
se of UAVs often impedes scientific research and the commercial
eployment of UAV-based precision agriculture systems (Cracknell,

2017). This regulatory gap continues to be a barrier to leveraging UAV
technology for large-scale agricultural monitoring.

Studying the recent literature works, we found many works that aim
o develop models for crop monitoring, yield prediction, pest, and dis-
ase identification using different domain adaption techniques (Istiak

et al., 2023; Ma et al., 2021; Li et al., 2023; Doha et al., 2021; Liu
t al., 2024b), as detailed in Table 1. These tasks involve the detec-

tion, identification, and classification of various CNN and traditional
achine learning-based models using ground-level and UAV imageries.
hile numerous crop type classification, pest, and disease detection

atasets are publicly available, facilitating significant research and
 a

4 
advancements in those areas, there is a notable gap regarding datasets
specifically for crop damage classification. The lack of publicly avail-
able datasets for this task has limited the development and evaluation
of CNN-based models for identifying damaged crops. This gap limits the
progress in a critical area of precision agriculture, where early and ac-
curate identification of damaged crops can lead to timely interventions,
minimizing losses and improving overall productivity. Early identi-
fication allows farmers to address damaged areas more effectively,
implementing necessary steps to mitigate the impact of pests, diseases,
or environmental stressors. In this paper, we aim to address this gap by
introducing a newly processed dataset for crop damage classification,
and our proposed LightCDC model is designed to provide a scalable
and efficient solution for real-time crop damage assessment. By filling
this void, we hope to contribute to more effective crop management
strategies, helping farmers reduce losses and increase productivity.

3. Methodology

Our study involves several steps, including data collection, cleaning,
preprocessing, and benchmarking SOTA models, culminating in propos-
ing a lightweight model for identifying damaged crops. Fig. 1 presents
n overview of our workflow. The diagram outlines the process from
ata preprocessing, which involves classifying data into non-damaged

and damaged categories, to splitting the data into training, validation,
nd test sets. Various classification models are applied, including SOTA,
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Fig. 1. An overview of the structured workflow, detailing the process from data preprocessing and splitting to model classification and result analysis, including the evaluation of
SOTA models and the proposed LightCDC model.
Table 2
Comparison between the original CGIAR dataset and the processed dataset used for crop damage classification. The original dataset includes various
classes, such as drought, nutrient deficiency, weeds, and other factors. For our binary classification task, we reclassified the images into two main
categories: Damaged (comprising multiple damage types like drought, nutrient deficiency, and weeds) and Non-damaged (healthy crops).

Original CGIAR Our processed CGIAR

Classes # of images Classes Damage type # of images

Drought (DR) 4516

Damaged

Drought (DR)

11,000Good Growth (G) 11,623 Weed (WD)
Nutrient Deficient (ND) 272 Nutrient Deficient (ND)
Weed (WD) 9238 Other (Disease, Pest, Wind)

Other (Disease, Pest, Wind) 419 Non-damaged Good Growth (G) 12,000

Total: 26,068 Total: 23,000
Fig. 2. Comparison of class distribution in between CGIAR and CDC datasets. This bar
graph illustrates the distribution of classes within the original CGIAR dataset versus our
processed CDC dataset, highlighting improvements in class balance between Damaged
and Non-damaged classes.

ensemble, and our proposed LightCDC model. The results are then

analyzed and visualized using various metrics.
5 
3.1. Dataset and preprocessing

We use the CGIAR challenge dataset (CGIAR, 2024), which was
mainly introduced to classify crops having different types of damage
such as “Drought”, “Good Growth”, “Nutrient Deficiency”, “Weed”, and
“Other” (disease, pest, wind), as also detailed in Table 2. Although the
dataset contains around 26,000 images for training, the class distribu-
tion is not balanced. As shown in Fig. 2, the good class contains around
44.6% of the images in the total number of images in the dataset,
while the “Nutrient Deficiency” class has only 1% of the total images.
This shows how imbalanced the dataset is. Besides, after reviewing the
dataset manually, we found many images that were wrongly classi-
fied, which made it a massive challenge for the classification models
to be generalized. So, we pre-process the dataset by cleaning and
reclassifying the images as follows:

• Reclassing for Binary Classification: To create a new dataset for
training and evaluating a binary classification model, such as
crop damage classification, we first formed Damaged and Non-
Damaged classes. In the Damaged class, we included images
of various types of crop damage such as “Drought,” “Nutrient
Deficiency,” “Weed,” and “Other,” as presented in Table 2.

• Data Cleaning: We discovered that many images were incorrectly
labeled after creating the two new classes. For example, some
images were categorized as damaged despite showing no damage.
We manually corrected the labels for those images. Additionally,
we identified and removed irrelevant images, such as those con-
taining only soil or fields without crops, to ensure the dataset’s
quality and improve the model’s ability to generalize for crop
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Fig. 3. A detailed illustration of our proposed LightCDC model. It uses the standard and downsampling blocks from the original ShuffleNetV2 model and adds a few custom dense
layers, contributing to the model’s capacity to predict damaged crops accurately.
damage classification. Thus, after data cleaning, our dataset con-
tains 23,000 images, where 11,000 are damaged and 12,000 are
non-damaged.

• Dataset Splitting: Finally, we split the dataset into two different
subsets. The train set contains 21,000 images, and the test set
contains 2000 images.

Table 2 illustrates which class of the original CGIAR dataset we
used as damaged and unmanaged. The class distribution after process-
ing the dataset is displayed in Fig. 2. Thus, leveraging the original
CGIAR (CGIAR, 2024) dataset, we introduce a newly processed dataset
utilizing the existing dataset that can be used to train, validate, and test
SOTA classifiers and any new models for identifying damaged crops.
Furthermore, inspired by the data-producing techniques in (Huang
et al., 2020; Islam et al., 2024b,a), we generated adverse data to further
validate the robustness of the proposed model under different real-life
adverse scenarios such as blur, low light, and fog.

3.2. Transfer learning

We use transfer learning to extract features from SOTA classification
models. Feature extraction simplifies complex data by highlighting
important patterns, enabling more efficient analysis and improving the
performance of subsequent learning algorithms, especially with high-
dimensional data like images or text. We freeze all layers except the
classifier layers of the ImageNet-trained (Deng et al., 2009) SOTA
classification models (Krizhevsky et al., 2012; Liu et al., 2022; Huang
et al., 2017; Tan and Le, 2019; Szegedy et al., 2015; Tan et al.,
2019; Sandler et al., 2018; Howard et al., 2019; He et al., 2016; Ma
et al., 2018; Iandola et al., 2016; Karen, 2014), ensuring that only the
classifier layer is trainable on our new dataset. This strategy allows
us to retain the learned representations from the pre-training phase
while adapting the model specifically to our target task. By fine-tuning
solely the classifier layer, we optimize the model’s performance for our
processed CDC dataset without altering the deeper representations, thus
effectively leveraging the power of transfer learning.
6 
3.3. Proposed model: LightCDC

We propose the LightCDC, leveraging the ShuffleNetV2 (Ma et al.,
2018) architecture as it is suitable for efficient, lightweight, and ac-
curate crop damage classification compared to the other models. We
selected ShuffleNetV2 as the baseline for our LightCDC model due to
its unique design that optimizes both efficiency and accuracy, particu-
larly in scenarios requiring low computational overhead. ShuffleNetV2
achieves this through its innovative use of channel splitting, depthwise
separable convolutions, and channel shuffling, which reduce compu-
tational complexity while maintaining the network’s ability to extract
valuable features from images.

By splitting the channels within the network, ShuffleNetV2 re-
duces the number of computations required for each convolutional
layer, allowing the model to process high-dimensional data like im-
ages more efficiently. The depthwise separable convolutions further
reduce the number of trainable parameters by decomposing the stan-
dard convolution operation into a depthwise convolution and a point-
wise convolution, which minimizes the computational cost without
sacrificing the richness of feature extraction.The channel shuffling op-
eration ensures that information is exchanged between different feature
channels, preventing the model from losing important spatial and
contextual relationships between pixels. This combination of opera-
tions allows ShuffleNetV2 to maintain a lightweight architecture while
effectively capturing complex patterns in the data, making it highly
suited for real-time applications where computational resources are
limited. By leveraging these technical advantages, ShuffleNetV2 forms
a strong foundation for our LightCDC model, enabling it to achieve high
accuracy with a low number of parameters.

Fig. 3 depicts the detailed architecture of our LightCDC model,
which consists of two primary ShuffleNetV2 blocks: (A) standard block
and (B) downsampling block. Each block performs critical operations
such as channel splitting, convolutions, depthwise separable convolu-
tions (DSD Conv), and channel shuffling to maintain computational
efficiency and effective feature extraction.
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The input image, sized 256 × 256, passes through a series of
convolutional and max-pooling layers structured into four stages, each
applying blocks (A) and (B) with varying strides and kernel sizes as
shown in Fig. 3. The output features are then flattened and passed
through fully connected (FC) layers, where we modify the final layers
to suit our specific task of crop damage classification. The model’s
final layers include dense layers with ReLU activations, batch normal-
ization, and a sigmoid activation function to output probabilities for
damaged and non-damaged crops as illustrated with different color
blocks in Fig. 3. This architecture enhances processing efficiency and
chieves high accuracy in identifying crop damage, demonstrating the

effectiveness of our LightCDC model for smart farming applications.

3.3.1. Architecture breakdown of LightCDC
In this section, we will break down the building blocks of our

proposed model from first to last to see how the model processes an
input image and extra valuable features that contribute to accurate crop
damage classification. First of all, the channel-splitting process can be
represented as follows:

𝑋 = [𝑋1, 𝑋2], where 𝑋1, 𝑋2 ∈ R𝐻×𝑊 × 𝐶
2 (1)

Here in Eq. (1), the input tensor 𝑋 is divided into two equal parts,
1 and 𝑋2, along the channel dimensions such as height (𝐻), width
𝑊 ) of the feature maps and the number of channels (𝐶). This opera-

tion allows for parallel processing in the subsequent layers. Then, One
branch (𝑋2) undergoes a 1 × 1 convolution, which reduces the number
of input channels. This step decreases computational complexity and
introduces non-linearity to the model can be presented by Eq. (2).

𝑌1 = EMish(BN(Conv1x1(𝑋2))) (2)

where, “EMish” refers to the Exponential Mish activation function, a
variant of the Mish (Misra, 2019) function that enhances non-linearity
and smoothness for better gradient flow during training, while “BN” de-
notes Batch Normalization, which helps stabilize and accelerate train-
ing by normalizing the output of the preceding convolutional layer.

𝑌2 = BN(DSD_Conv3×3,stride=2(𝑌1)) (3)

In the equations Eq. (3), 𝑌2 represents the output of a 3 × 3
epthwise separable convolution applied to the tensor 𝑌1 from the

Algorithm 1 Pseudocode for reproducing our proposed LightCDC.
1: Require: CDC Dataset (𝐷), ShuffleNetV2 (), Split 𝐷 into Train (𝐷𝑡𝑟𝑎𝑖𝑛):

80% and Validation (𝐷𝑣𝑎𝑙): 20%
2: Parameters: Epochs = 100, Batch size = 64, Image size = 256, Learning

rate = 0.001, Early stop steps = 15, Classes () = 2

3: Procedure: Initialize LightCDC Model
4: Freeze all parameters in  except the final classifier
5: 𝑓in ← number of input features to the final FC layer of 
6: Define new FC layer  as follows:
7:  ← Sequential(Linear(𝑓in, 512),ReLU(),
8: Dropout(0.5), Linear(512, 512),ReLU(),
9: BatchNorm(512), Linear(512,))

10: Replace the classifier in  with 
11: End Procedure

12: Procedure: Train LightCDC(𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑣𝑎𝑙)
13: Initialize LightCDC ()
14: for 𝑒𝑝𝑜𝑐 ℎ = 1 to 100 do
15: Train model on 𝐷𝑡𝑟𝑎𝑖𝑛
16: Evaluate model on 𝐷𝑣𝑎𝑙
17: Save model if performance improves
18: if early stopping criterion is met then
19: break
20: end if
21: end for
22: End Procedure
7 
Eq. (2), followed by batch normalization. This convolution operation
with stride 2 helps reduce the spatial dimensions while maintaining
the features extracted from 𝑌1.

𝑌3 = EMish(BN(Conv1×1(𝑌2))) (4)

𝑌𝑐 = Concat(𝑋1, 𝑌3) (5)

Next, 𝑌3 in Eq. (4) is generated by passing 𝑌2 through a 1 × 1
convolution, followed by batch normalization and “EMish” activation,
which introduces non-linearity and refines the feature representation.
Finally, the concatenated output 𝑌𝑐 is formed by combining 𝑋1 and 𝑌3
along the channel dimension, as shown in Eq. (5). This concatenation
allows information from both branches, 𝑋1 and 𝑌3, to be merged,
resulting in a richer feature representation for the subsequent layers
in the model.

𝑌 = ChannelShuffle(𝑌𝑐 ) (6)

Then Eq. (6) introduces the channel shuffle operation, which re-
arranges the channels to ensure the effective mixing of features from
different groups, reducing the overall computational cost. In this con-
text, the concatenated output 𝑌𝑐 from the previous step is processed
by a channel shuffle operation to produce the final output 𝑌 . This
operation rearranges the channels within 𝑌𝑐 , which allows better inter-
channel information exchange and ensures that features from both
branches (i.e., 𝑋1 and 𝑌3) are effectively combined.

For the downsampling block from Fig. 3(B), similar operations are
applied after channel splitting, but with a stride of 2 in the depthwise
convolution to reduce the spatial dimensions by half:

𝑍1 = EMish(BN(DSD_Conv3×3,stride=2(𝑋1))) (7)

𝑍2 = BN(Conv1×1(𝑍1)) (8)

Eqs. (7) and (8) describe the transformations applied to the first
branch of the splitter input tensor 𝑋1 in the downsampling block. In
Eq. (7), 𝑋1 is first processed by a 3 × 3 depthwise separable convolution
with a stride of 2, which helps reduce the spatial dimensions. This is
ollowed by batch normalization to stabilize and normalize the output
nd then an “EMish” activation to introduce non-linearity, resulting in
he transformed output 𝑍1. In Eq. (8), 𝑍1 is further processed by a 1 × 1

convolution, followed by batch normalization to produce 𝑍2. This 1 × 1
convolution reduces the number of channels, helping to consolidate
information while maintaining the spatial resolution.

𝑍3 = EMish(BN(Conv1×1(𝑋2))) (9)

𝑍4 = BN(DSD_Conv3×3,stride=2(𝑍3)) (10)

𝑍5 = EMish(BN(Conv1×1(𝑍4))) (11)

Similarly, in the second branch of the downsampling block in the
Fig. 3(B) the splitter input tensor 𝑋2 goes through different processing
steps as presented in the Eqs. (9)–(11). Finally, we have the processed
𝑋1 and 𝑋2 from the both branches as two separate output 𝑍2 and 𝑍5
which is concatenated as shown in Eq. (12) as follows:

𝑍𝑐 = Concat(𝑍2, 𝑍5) (12)

𝑍 = ChannelShuffle(𝑍𝑐 ) (13)

In the final step in the downsampling block in Fig. 3(B), where the
oncatenated output 𝑍𝑐 undergoes a channel shuffle operation to pro-
uce the final output 𝑍. This channel shuffle operation rearranges the
hannels within 𝑍𝑐 as we also do in Eq. (6), promoting inter-channel

information exchange and enhancing the representational power of the
etwork. This process enhances the model’s ability to learn diverse

and rich feature representations while maintaining high computational
efficiency. Then, Stages 2, 3, and 4 in this architecture as presented in

Fig. 3 progressively reduce the spatial dimensions while increasing
the
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Table 3
Detailed architecture of our proposed LightCDC model, providing a comprehensive overview of the LightCDC architecture, outlining each layer’s input
and output shapes, kernel sizes, stride, and repeat count.

Layers Input shape Kernel size Stride Repeat Output shape
[Channel, Height, Width] [Channel, Height, Width]

Input image [3, 256, 256] – – – [2]
Convolution 1 (Conv1) [3, 256, 256] 3 × 3 2 1 [24, 128, 128]
MaxPool [24, 128, 128] 3 × 3 2 1 [24, 64, 64]

Stage 2 [24, 64, 64] - 2 1 [48, 32, 32]1 3

Stage 3 [48, 32, 32] - 2 1 [96, 16, 16]1 7

Stage 4 [96, 16, 16] - 2 1 [192, 8, 8]1 3

Convolution 5 (Conv5) [192, 8, 8] 1 × 1 1 1 [1024, 8, 8]

Fully Connected (FC)
[1024] – – – [512]
[512] – – – [512]
[512] – – – [2]

Total Parameters 1,131,298
Trainable params 789,506
Non-trainable params 341,792
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the channel depth to extract increasingly abstract features. This hierar-
chical reduction in spatial dimensions and increased channels allow the

odel to focus on high-level features needed for accurate classification.
The output from Stage 4 [192 × 8 × 8] is passed through a con-

volutional layer, transforming it to [1024 × 8 × 8]. This reshaped
feature map, 𝑓in, is then flattened into a 1024-element vector for the
fully connected layers as also presented in Algorithm 1. The fully
connected layer  starts with a linear layer mapping 𝑓in to 512 dimen-
ions with ReLU activation, followed by 0.5 dropout for regularization.
nother linear layer refines it to 512 dimensions, followed by batch
ormalization and a final layer that outputs 𝐶 classes (damaged and
on-damaged crops) through the prediction probabilities achieved with
 sigmoid activation function as follows:

𝑦̂ = 𝜎(𝑊 ⋅ 𝑥 + 𝑏) where 𝜎(𝑧) = 1
1 + 𝑒−𝑧

(14)

In Eq. (14), 𝑊 represents the weight matrix, 𝑥 is the input vector,
and 𝑏 is the bias term. The sigmoid function denoted as 𝜎, maps the
linear combination of the input features to a probability value between
0 and 1, which allows the model to distinguish between the two classes
effectively. The output 𝑦̂ represents the predicted probability of the
input belonging to the “damaged” class.

Table 3 details the architecture of LightCDC, outlining each layer’s
input and output shapes, kernel sizes, stride, and repeat count. Starting
with an input image of size 256 × 256 with 3 channels, the image is
passed through an initial convolutional layer (Conv1) with a kernel size
f 3 × 3 and stride 2, producing an output of [24, 128, 128]. This is
ollowed by a max-pooling layer with a kernel size of 3 × 3 and stride 2,
educing the output to [24, 64, 64], where 24 is the number of channels
nd 64 by 64 is the dimension of the features. In Stage 2, the model
mploys a ShuffleNetV2 block with an input of [24, 64, 64], repeating

three times and producing an output of [48, 32, 32]. Here, the input
nd output shapes are presented in order of the number of channels
nd the feature vector’s dimension (height and width). Stage 3 further
rocesses the data with ShuffleNetV2 blocks (A) and (B), where the
tandard block (A) was used only once and downsample block (B) was
epeated seven times, resulting in an output of [96, 16, 16]. Stage 4 uses
 similar block, repeated thrice, with an output of [192, 8, 8]. The final
onvolutional layer (Conv5) applies a 1 × 1 convolution, maintaining
he input dimensions at [192, 8, 8] and the output dimension at [1024,
, 8]. The features are then flattened and passed through two FC
ayers of 512 with ReLu activation functions with a dropout of 0.5
n the first layer and a batch normalization layer in the second layer,
espectively, before reaching the final output layer, which classifies
he input into two categories: damaged or non-damaged using the

14). The model comprises a total of
igmoid function presented in Eq. ( e

8 
1,131,298 parameters, with 789,506 trainable parameters and 341,792
non-trainable parameters, highlighting its efficiency and suitability for
rop damage classification tasks.

Additionally, the Algorithm 1 presents the pseudocode for cus-
omizing and training the LightCDC model based on the ShuffleNetV2
rchitecture. Initially, the CDC dataset is split into training (80%) and
alidation (20%) sets. The model parameters are defined, including 100
pochs, a batch size of 64, an image size of 256 × 256 pixels, a learning
ate of 0.001, and early stopping with a patience of 15 steps.

3.4. Evaluation metrics

We employed widely recognized performance metrics, including ac-
uracy, precision, recall, F1-score, and the confusion matrix, to evaluate
he models. Additionally, we used t-SNE (Van der Maaten and Hinton,

2008), a powerful technique for visualizing high-dimensional data in a
lower-dimensional space. This method helps to uncover hidden patterns
and clusters within complex datasets, by preserving the underlying
tructure of the data as much as possible in the reduced dimensions.

𝑞𝑚𝑛 =
exp(−‖𝑧𝑚 − 𝑧𝑛‖2)

∑

𝑎≠𝑏 exp(−‖𝑧𝑎 − 𝑧𝑏‖2)
(15)

In this equation, 𝑧𝑚 and 𝑧𝑛 are the low-dimensional representations
f the high-dimensional data points 𝑥𝑚 and 𝑥𝑛, respectively. The term
refers to the number of nearest neighbors in the high-dimensional

pace, and 𝑞𝑚𝑛 denotes the joint probability that points 𝑚 and 𝑛 are
lose neighbors in the lower-dimensional space.

3.5. Explainable AI and GradCAM

Deep learning models are often perceived as black boxes because
they lack transparency. Explainable AI (XAI) aims to address this by
making these models more interpretable. We leverage Gradient Class
Activation Mapping (GradCAM) (Selvaraju et al., 2017) to provide
nsights into the model’s predictions. GradCAM identifies the key re-

gions in an image that influence the model’s decision by analyzing the
gradients in the final convolutional layer, and it produces a heatmap:

𝐿𝑑
GradCAM = ReLU

(

∑

𝑗
𝛽𝑑𝑗 𝐵

𝑗

)

(16)

In this equation, 𝛽𝑑𝑗 represents the weights derived from the global
verage pooling of the gradients of the feature map 𝐵𝑗 for class 𝑑.
his method provides a visual explanation of the model’s behavior,
nhancing the interpretability of its decision-making process.
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Table 4
Performance comparison of SOTA Models on the testset of our processed CDC Dataset. Models are evaluated based on various performance metrics and
computational demands. The top 3 models are marked by bold.

Models Accuracy Precision Recall F1-score # of params (M) Model size (MB) GFLOPS

AlexNet 85.85 85.89 85.85 85.85 233.10 0.71 0.77
ConvNeXtLarge 89.15 89.17 89.15 89.15 197.80 754.50 34.36
DenseNet121 86.30 86.47 86.30 86.28 7.98 30.80 2.83
DenseNet161 86.70 86.76 86.70 86.69 28.70 110.40 7.73
DenseNet169 87.25 87.33 87.25 87.24 14.15 54.70 3.36
DenseNet201 86.95 86.96 86.95 86.95 20.01 77.40 4.29
EfficientNet_B0 84.85 84.93 84.85 84.84 5.30 20.50 0.39
EfficientNetV2Large 85.00 85.01 85.00 85.00 118.50 454.60 56.08
GoogleNet 80.90 81.04 80.90 80.88 6.62 49.70 1.50
MNasNet 84.15 84.15 84.15 84.15 2.20 8.60 0.10
MobileNetV2 85.90 85.91 85.90 85.90 3.50 13.60 0.30
MobileNetV3 84.35 84.36 84.35 84.35 5.50 21.10 0.22
ResNet50 87.75 87.77 87.75 87.75 25.60 97.80 4.09
ResNet101 88.20 88.20 88.20 88.20 44.50 170.50 7.80
ResNet152 86.80 86.90 86.80 86.79 60.19 203.50 11.51
ShuffleNetV2 88.30 88.30 88.30 88.30 1.40 5.30 0.04
SqueezeNet1_1 87.20 87.24 87.20 87.20 1.20 4.70 0.35
VGG16 81.55 81.56 81.55 81.55 138.40 527.80 15.47
VGG19 82.30 82.30 82.30 82.30 138.40 527.80 15.47
Table 5
Performance evaluation of ensemble techniques, such as stacking and voting, utilizing different combinations of SOTA models to classify damaged and non-damaged crops.

Techniques Used SOTA models Accuracy Precision Recall F1-score

ConvNeXtLarge ShuffleNetV2 ResNet101 ResNet50 DenseNet169

Stacking1 ✓ ✓ ✓ × × 89.05 89.05 89.05 89.05
Stacking2 ✓ ✓ × × × 89.20 89.20 89.20 89.20
Stacking3 ✓ × ✓ × × 88.75 88.75 88.75 88.75
Stacking4 ✓ ✓ ✓ ✓ × 89.65 89.66 89.65 89.65
Stacking5 ✓ ✓ ✓ ✓ ✓ 89.15 89.18 89.15 89.15
Voting1 ✓ ✓ ✓ × × 89.35 89.36 89.35 89.35
Voting2 ✓ ✓ × × × 88.40 88.64 88.40 88.38
Voting3 ✓ × ✓ × × 46.00 45.12 46.00 43.46
Voting4 ✓ ✓ ✓ ✓ × 89.20 89.30 89.20 89.19
Voting5 ✓ ✓ ✓ ✓ ✓ 89.40 89.40 89.40 89.40
G
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3.6. Experimental setups

Following the workflow outlined in Fig. 1, we begin our experiments
by training SOTA classification models on the CDC dataset for crop
amage classification. We employ transfer learning techniques to train

these pre-trained models. After training, we evaluate their performance
on a test set from the CDC dataset. Subsequently, we conduct further
experiments involving ensemble learning techniques, utilizing the top-
performing SOTA models (Krizhevsky et al., 2012; Liu et al., 2022;
Huang et al., 2017; Tan and Le, 2019; Szegedy et al., 2015; Tan et al.,
2019; Sandler et al., 2018; Howard et al., 2019; He et al., 2016;
Ma et al., 2018; Iandola et al., 2016; Karen, 2014) from the initial
evaluations. We train the SOTA models for these experiments with
 batch size of 32, a learning rate of 0.001, and an image size of
56 × 256 over 50 epochs.

In addition, we conduct an extensive ablation study on our proposed
LightCDC model to determine the optimal set of parameters for achiev-
ng the highest accuracy. We train the model with varying batch sizes,
anging from 8 to 128, learning rates, ranging from 0.1 to 0.0001, and
ifferent optimizers. We also incorporate techniques like early stopping
nd a learning scheduler during the ablation studies of LightCDC.

4. Results and discussion

Our research workflow involves experimenting with SOTA classifi-
cation models and ensemble techniques such as stacking and voting.
Besides we perform various ablation studies on our proposed LightCDC
model. In addition, we do quantitative analysis based on the metrics
9 
mentioned in Section 3.4. The results of each experiment are discussed
in detail in the following sections.

4.1. Performance of SOTA models

The experimental results presented in Table 4 present a performance
comparison of various SOTA classification models on the CDC dataset,
evaluating their accuracy, precision, recall, F1-score, and computa-
tional demands such as the number of parameters, model size, and

FLOPS. Among the models, ConvNeXtLarge, ResNet101, and Shuf-
leNetV2 demonstrated the highest performance, with ConvNeXtLarge

achieving the best overall accuracy, precision, recall, and F1-score at
89.15%. ResNet101 and ShuffleNetV2 followed closely with accuracies
f 88.20% and 88.30%, respectively. Despite their high performance,

ConvNeXtLarge has a significantly larger model size (754.5 MB) and
computational complexity (34.36 GFLOPS) compared to the more ef-
ficient ShuffleNetV2, which has a model size of 5.3 MB and only
0.04 GFLOPS. This highlights ShuffleNetV2’s suitability for applications
requiring a balance between high accuracy and low computational
esource usage. Other models like DenseNet169 and DenseNet201 also

performed well, with accuracies above 87% but varying model sizes
and complexities. Overall, this table underscores the trade-offs between
model performance and computational efficiency, guiding the selection
of appropriate models for crop damage classification tasks.

Delving deeper into the analysis of model complexity, it becomes
vident that the number of parameters and model size vary significantly

across the evaluated models. For instance, ConvNeXtLarge, with 197.8
million parameters and a model size of 754.5 megabytes, showcases
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Table 6
Comparative analysis of LightCDC with top-performing SOTA models based on various metrics, highlighting the efficiency and effectiveness of the LightCDC model in classifying
amaged crops. MIT (ms): Mean Inference Time in milliseconds.
Models Accuracy Precision Recall F1-score Params (M) Size (MB) GFLOPS MIT (ms)↓

ConvNeXtLarge 89.15 89.17 89.15 89.15 197.80 754.50 34.36 3772.60
ResNet101 88.20 88.20 88.20 88.20 44.50 170.50 7.80 450.80
ShuffleNetV2 88.30 88.30 88.30 88.30 1.40 5.30 0.04 15.04
SqueezeNet1_1 87.20 87.24 87.20 87.20 1.20 4.70 0.35 14.03

LightCDC 89.44 89.44 89.44 89.44 1.13 4.53 0.06 13.37
Table 7
Ablation study on Batch Size for the LightCDC model while training the models using and not using transfer learning approaches. This table evaluates the performance of the
ightCDC model at different batch sizes, maintaining a constant learning rate of 0.001 and using the Adam optimizer employing the early stopping technique of step 10.
Models Varying With transfer learning Without transfer learning

Batch size Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

LightCDC

8 88.40 88.40 88.40 88.40 87.80 88.01 87.80 87.78
16 88.40 88.40 88.40 88.40 88.00 88.05 88.00 88.00
32 88.50 88.51 88.50 88.50 88.50 88.79 88.50 88.48
64 88.65 88.66 88.65 88.65 89.44 89.44 89.44 89.44
128 88.30 88.30 88.30 88.30 88.30 88.30 88.30 88.30
a
a
a
1
G

T

a more intricate architecture, enabling it to capture intricate features
n the data. Conversely, models like AlexNet and SqueezeNet1_1 exhibit
elatively fewer parameters and smaller model sizes, making them com-
utationally efficient options for scenarios where resource constraints
re a concern.

Interestingly, ShuffleNetV2 is a compelling choice due to its
lightweight design, achieving an accuracy of 88.3% with a mere 1.4
million parameters and a compact model size of 5.3 megabytes. This
nderscores the importance of considering not only performance met-
ics but also space efficiency when selecting models for deployment

in real-world applications. Moreover, the inclusion of metrics such as
GFLOPS (floating-point operations per second) further enhances our
understanding of the computational requirements associated with each
model, facilitating informed decision-making in the selection process.

While the models evaluated in this study exhibit promising perfor-
ance, there remains room for further exploration and optimization.

uture research endeavors should focus on refining existing archi-
ectures, exploring novel model architectures tailored to the specific
haracteristics of crop damage data, and leveraging techniques such as
ransfer learning to enhance model generalization and adaptability.

4.2. Performance of ensemble techniques

In Table 5, we present the results of our supplementary experiments,
where we explore ensemble techniques such as stacking and majority
voting. These techniques aim to harness multiple models’ collective in-
telligence to enhance classification performance potentially. The table
showcases the accuracy achieved by each ensemble model and provides
insight into the constituent models utilized within each ensemble.

Upon scrutinizing the results, Stacking4 emerges as the standout
performer, achieving an impressive accuracy of 89.65%. Remarkably,
this accuracy surpasses that of ConvNeXtLarge, a leading single-model
performer identified in our preliminary experiments with SOTA models.
However, it is important to note that the success of Stacking4 comes
at the cost of increased model complexity. As indicated in Table 5,
Stacking4 amalgamates four distinct models, resulting in a heavier
omputational burden.

In contrast, our investigation into majority voting reveals that Vot-
ing5 achieves the highest accuracy among the voting models, reach-
ing 89.40%. By aggregating predictions from five individual models,
Voting5 demonstrates the potential for ensemble techniques to yield
incremental improvements in classification accuracy. Nonetheless, it
is crucial to acknowledge the trade-offs associated with employing
multiple models within an ensemble. While ensemble methods can offer
10 
performance gains, they often entail increased computational overhead,
leading to longer inference times.

Overall, our experimentation with ensemble techniques illuminates
their efficacy in enhancing classification accuracy, albeit with associ-
ated complexities and computational costs. These findings underscore
the importance of carefully weighing the benefits and drawbacks of
ensemble methods in the context of specific application requirements
and resource constraints.

4.3. Performance of LightCDC

A comprehensive performance comparison of our proposed LightCDC
model with top-performing SOTA models, including ConvNeXtLarge,
ResNet101, SqueezeNet1_1, and ShuffleNetV2, is presented in Table 6.
LightCDC achieves the highest accuracy, precision, recall, and F1-score
of 89.44%, outperforming all other SOTA models tested against the
CDC test dataset for classifying damaged and non-damaged crops. This
indicates that LightCDC delivers superior classification performance
nd excels in computational efficiency. While ConvNeXtLarge achieves
n accuracy of 89.15%, making it the second highest in terms of
ccuracy, it requires significantly more computational resources, with
97.80 million parameters, a model size of 754.50 MB, and 34.36
FLOPS, resulting in a mean inference time (MIT) of 3772.60 ms.

In contrast, LightCDC is highly efficient with only 1.13 million
parameters, a model size of 4.53 MB, and requiring just 0.06 GFLOPS.

his efficiency translates to a much lower MIT of 13.37 ms, making
LightCDC far more suitable for real-time applications and resource-
constrained environments. Additionally, LightCDC outperforms
ResNet101, ShuffleNetV2, and SqueezeNet1_1 in terms of computa-
tional efficiency while maintaining competitive accuracy and precision.
For instance, ResNet101 achieves an accuracy of 88.20% but requires
44.50 million parameters and has an MIT of 450.80 ms. Similarly, Shuf-
fleNetV2 and SqueezeNet1_1, while efficient, do not match LightCDC’s
balance of accuracy and computational cost.

This comparison highlights LightCDC’s advantage in balancing per-
formance and computational demands. While ConvNeXtLarge
achieves slightly lower accuracy, the substantial computational re-
sources it requires make LightCDC a more practical and efficient
choice for crop damage classification. This efficiency is critical for
deploying machine learning models in real-world agricultural scenarios
where computational resources are limited, and real-time processing
is essential. Therefore, LightCDC offers a compelling solution with its
excellent trade-off between high accuracy and low computational cost.
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Table 8
Performance comparison of LightCDC model across different optimizers. This table showcases the impact of various optimizers on the LightCDC model’s performance, maintaining
a constant batch size of 64, learning rate of 0.001, and employing early stopping with a step setup of 10. It presents metrics including accuracy, precision, recall, and F1-score
for each optimizer tested.

Models Parameters With transfer learning Without transfer learning

Batch size Optimizer Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

LightCDC

64 Adam 88.65 88.66 88.65 88.65 89.44 89.44 89.44 89.44
64 Adagrad 43.45 42.74 43.45 42.03 41.25 40.61 41.25 40.23
64 AdamW 53.35 53.39 53.35 53.23 51.75 51.75 51.75 51.15
64 RMSprop 52.75 52.75 52.75 52.73 52.05 52.18 52.05 51.34
64 Adadelta 48.55 48.55 48.55 48.54 49.20 49.12 49.20 48.06
64 Adamax 44.20 43.10 44.20 41.88 52.05 52.18 52.05 51.34
64 ASGD 54.80 54.80 54.8 54.80 49.20 49.12 49.20 48.06
64 Rprop 44.95 44.75 44.95 44.42 52.05 52.18 52.05 51.34
64 SparseAdam 57.40 58.79 57.40 55.64 49.20 49.12 49.20 48.06
Table 9
Influence of different learning rates (LR) on the accuracy, precision, recall, and F1-score of the proposed LightCDC model, using a consistent batch size (BS) of 64, the Adam
optimizer, and employing early stopping with a step setup of 10. The table compares results with and without transfer learning.

Models Parameters With transfer learning Without transfer learning

BS Optimizer LR Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

LightCDC

64 Adam 0.1 87.80 87.80 87.80 87.80 86.80 86.83 86.80 86.80
64 Adam 0.01 88.15 88.16 88.15 88.15 88.95 89.07 88.95 88.94
64 Adam 0.001 88.65 88.65 88.65 88.65 89.44 89.44 89.44 89.44
64 Adam 0.0001 87.95 87.95 87.95 87.95 89.30 89.31 89.30 89.30
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4.4. Ablation study

This section presents a comprehensive analysis of the LightCDC
odel’s performance under various training conditions through a series

of ablation studies. These studies investigate the effects of different
batch sizes, optimizers, learning rates, and combinations of transfer
earning and data augmentation on the model’s accuracy, precision,
ecall, and F1-score. By systematically varying these parameters and
ethodologies, we aim to identify the optimal configurations that

nhance the efficiency and effectiveness of the LightCDC model for
lassifying damaged and non-damaged crops. Tables 7 to 10 pro-
ide detailed insights into these experiments, highlighting the model’s
erformance across different scenarios.

4.4.1. Impact of batch size
Table 7 presents an ablation study on the impact of varying batch

izes on the performance of the LightCDC model, both with and without
ransfer learning. The model was trained with batch sizes of 8, 16, 32,
4, and 128, maintaining a constant learning rate of 0.001 and using
he Adam optimizer with an early stopping technique of step 10.

With transfer learning, the highest accuracy, precision, recall, and
1-score were achieved with a batch size of 64, all at 88.65%. Smaller

batch sizes, such as 8 and 16, resulted in lower performance, with all
etrics at 88.40%. Increasing the batch size to 128 caused a slight drop

in performance to 88.30% across all metrics.
Without transfer learning, the highest performance was observed

ith a batch size of 64, achieving 89.44% in accuracy, precision, recall,
nd F1-score. Smaller batch sizes, such as 8 and 16, showed lower per-

formance, with accuracy at 87.80% and 88.00%, respectively. Larger
batch sizes, such as 128, resulted in a minor decrease in performance,
with an accuracy of 88.30%. This suggests that a batch size of 64 is
optimal for training the LightCDC model, providing the best balance
between performance and computational efficiency.

Some of the key observations from the table are as follows:

• For both training scenarios (with and without transfer learn-
ing), batch size 64 consistently provided the best performance,
indicating it is the optimal batch size for the LightCDC model.

• Smaller batch sizes (e.g., 8 and 16) tend to underperform com-
pared to larger batch sizes, likely due to less stable gradient
estimates.
11 
• Extremely large batch sizes such as 128 also show a decrease in
performance.

4.4.2. Impact of optimizers
As with Table 7, which uses the same set of parameters, Table 8

compares the performance of the LightCDC model using different opti-
mizers, both with and without transfer learning.

With transfer learning, the Adam optimizer achieved the high-
est performance, with an accuracy, precision, recall, and F1-score of
88.65%. Other optimizers such as Adagrad, AdamW, and RMSprop
showed significantly lower performance, with accuracy ranging from
3.45% to 57.40% and F1-scores ranging from 42.03% to 55.64%.

Without transfer learning, the Adam optimizer again achieved the
ighest performance, with all metrics at 89.44%. Among other opti-
izers, RMSprop, Adamax, and Rprop demonstrated relatively better
erformance, with accuracy and precision reaching up to 52.05%, but
till significantly lagged behind Adam. Some of the key observations
rom the table are as follows:

• The Adam optimizer consistently delivered the best performance
for LightCDC, indicating its robustness and efficiency.

• Other optimizers showed lower accuracy and F1-scores, making
Adam the most suitable choice.

4.4.3. Impact of learning rates
Table 9 examines the effect of varying learning rates on the perfor-

mance of the LightCDC model, both with and without transfer learning.
The experiments were conducted using a consistent batch size of 64, the
Adam optimizer, and early stopping with a step setup of 10. The table
presents metrics including accuracy, precision, recall, and F1-score for
each learning rate tested.

With transfer learning, the highest performance was achieved with
 learning rate of 0.001, showing an accuracy, precision, recall, and
1-score of 88.65%. Lower learning rates (0.0001) and higher learn-
ng rates (0.1) resulted in reduced performance, with accuracy and

F1-scores dropping to 87.80% and 87.95%, respectively.
Without transfer learning, the optimal learning rate was also 0.001,

chieving the highest accuracy, precision, recall, and F1-score of
89.44%. Lower learning rates (0.0001) and higher learning rates (0.1)
howed decreased performance, with accuracy and F1-scores around

86.80% and 89.30%, respectively. Some of the key observations from
the table are as follows:
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Table 10
Evaluation results of our proposed LightCDC while training it with different approaches, including using transfer learning, without transfer learning, and
with or without data augmentations. We train these combinations with a set of the best parameters that we get from our previous ablation studies in
Tables 7, 8, and 9.

Variables Proposed LightCDC

Accuracy Precision Recall F1-score

Without transfer learning 89.44 89.44 89.44 89.44
Without transfer learning + Data augmentation 87.80 87.87 87.80 87.79
With transfer learning 88.65 88.66 88.65 88.65
With transfer learning + Data augmentation 87.40 87.43 87.40 87.40
p

t

l

f

d
L
c
s

m
L
e
c
a

t

t

• A learning rate of 0.001 consistently provided the best perfor-
mance for LightCDC, with or without transfer learning.

• Both higher (0.1) and lower (0.0001) learning rates resulted in
poorer performance.

4.4.4. Impact of transfer learning and data augmentation
Table 10 evaluates the performance of the LightCDC model under

different combinations of transfer learning and data augmentation. The
xperiments used the best parameters identified in previous ablation
tudies as presented in Tables 7–9.

Key observations from the table indicate that the highest perfor-
ance was achieved without transfer learning, with all metrics (accu-

racy, precision, recall, and F1-score) at 89.44%. Adding data augmen-
ation without transfer learning resulted in a performance drop, with
ccuracy and F1-score decreasing to 87.80% and 87.79%, respectively.
hen using transfer learning, the model achieved high performance,

with accuracy, precision, recall, and F1-score of 88.65%. However,
combining transfer learning with data augmentation further reduced
erformance, with accuracy and F1-score at 87.40%.

4.4.5. Adverse real-life scenerios
The validation results of the robustness of our model under adverse

real-life scenarios such as blur, low-light, and fog, applied at different
intensity levels: light, moderate, and dense are presented in Table 11.
Observing the table thoroughly, we noticed that the model consistently
performed well for the light and moderate intense levels of different
types of hazes, where it achieved 89.44% accuracy, precision, recall,
and f1-score, which was also the accuracy of the model when tested on
the original, unaltered test dataset. In addition, we found a noticeable
but minimal decrease in performance as the severity of adverse condi-
tions increases. For example, in the presence of dense blur, low-light,
and fog, the accuracy drops slightly to 89.38%, 89.33%, and 89.31%,
respectively. Overall, averaging all the values, we found the accuracy
degree by only 0.03% even though we tested against a diverse unseen
adverse dataset.

This slight degradation demonstrates that while our model is robust
and can maintain high performance under mild and moderate adverse
conditions, extreme situations like dense fog or low-light can challenge
the model. However, even under the most adverse conditions, the
performance metrics remain above 89%, showcasing the model’s abil-
ity to generalize and reliably classify crops in challenging real-world
scenarios. This further validates the robustness of LightCDC, making
t suitable for deployment in diverse agricultural environments where
uch conditions may occur.

4.5. Visual results

For further analysis of our experimental results, we present loss
urves for monitoring the training and validation losses over epochs, t-

SNE for visualizing the high-dimensional feature representations
learned by the models, confusion matrix for assessing the model’s
performance in classifying different classes and identifying any patterns
f misclassification, GradCAM for understanding the regions of input
12 
Table 11
Performance of the LightCDC under different adverse conditions such as Blur, Low-light,
and Fog with varying intensity levels (Light, Moderate, and Dense).

Effects Intensity Accuracy Precision Recall F1-score

Blur
Light 89.44 89.44 89.44 89.44
Moderate 89.44 89.44 89.44 89.44
Dense 89.38 89.41 89.35 89.40

Low-light
Light 89.44 89.44 89.44 89.44
Moderate 89.44 89.40 89.43 89.40
Dense 89.33 89.39 89.32 89.34

Fog
Light 89.44 89.44 89.44 89.44
Moderate 89.44 89.44 89.44 89.44
Dense 89.31 89.39 89.31 89.39

Average 89.41 89.40 89.40 89.42

images that contribute most to the model’s predictions. Finally, we
show some single-input image inference results using our proposed
LightCDC model.

The training and validation loss and accuracy curves for ConvNeXt-
Large, ShuffleNetV2, ResNet101, and the proposed LightCDC model
across 100 epochs, with a batch size of 64 and an early stopping
atience of 15 steps are displayed in Fig. 4. ConvNeXtLarge shows a

steady decrease in both training and validation losses, with high and
consistent accuracy, indicating effective learning and good generaliza-
ion. ShuffleNetV2 exhibits similar trends, with rapid improvement in

accuracy and stabilization. ResNet101’s loss curves show more fluc-
tuations, particularly in validation loss, suggesting some instability,
though accuracy remains consistent. The LightCDC model demonstrates
a smooth decrease in training loss and minor fluctuations in validation
oss that cause higher training accuracy over validation accuracy.

the t-SNE plots of the feature embeddings for ConvNeXtLarge, Shuf-
leNetV2, ResNet101, and the proposed LightCDC model are presented

in Fig. 5. Each plot visualizes the distribution of the high-dimensional
features in a 2D space, where green and red dots represent the non-
amaged and damaged crop samples, respectively. ConvNeXtLarge and
ightCDC display well-separated clusters, indicating strong feature dis-
rimination between damaged and non-damaged crops. ShuffleNetV2
hows very distinct linear separations, suggesting effective clustering

but with a simpler structure. ResNet101, while showing clusters, has
ore overlap between the classes compared to ConvNeXtLarge and

ightCDC. These visualizations demonstrate that the LightCDC model
ffectively differentiates between damaged and non-damaged crops,
omparable to ConvNeXtLarge and better than ResNet101, making it
 viable option for crop damage classification.

The confusion matrices are presented in Fig. 6, comparing the classi-
fication performance of ConvNeXtLarge, ShuffleNetV2, ResNet101, and
LightCDC on the test set of the CDC dataset. Each matrix illustrates
he distribution of actual versus predicted classes for damaged and

non-damaged crops.
ConvNeXtLarge (A) shows 880 true positives and 903 true nega-

ives, with 120 false positives and 97 false negatives, indicating good
overall performance but slightly lower precision due to a higher num-
ber of false positives. ShuffleNetV2 (B) has 885 true positives and
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Fig. 4. Training and Validation Loss and Accuracy Curves for Different Models. The graphs display the training and validation loss and accuracy across epochs for ConvNeXtLarge,
ShuffleNetV2, ResNet101, and the proposed LightCDC model.
881 true negatives, with 115 false positives and 119 false negatives,
displaying a balanced performance but a notable number of false neg-
atives impacting recall. ResNet101 (C) demonstrates 877 true positives
and 887 true negatives, with 123 false positives and 113 false nega-
tives, showing comparable performance to ConvNeXtLarge but slightly
higher false positives and negatives, affecting both precision and recall.
13 
LightCDC (D) performs best among the models, with 879 true positives,
909 true negatives, and only 121 false positives and 91 false negatives.
This model collectively exhibits the highest accuracy and precision,
attributed to the lowest number of false positives and negatives.

In Fig. 7, we provide GradCAM visualizations for test images used
in crop damage classification. Here, we applied GradCAM to visualize
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Fig. 5. Visualization of t-SNE plots for ConvNeXtLarge, ShuffleNetV2, ResNet101, and LightCDC, showcasing how each model clusters “Damaged (red)” and “Non-damaged
(green)”s classes, thus illustrating the effectiveness of each model in feature separation by dimensionality reduction.
the areas of attention for four different models: ConvNeXtLarge,
ResNet101, ShuffleNetV2, and our proposed LightCDC model. The
heatmaps in the Fig. 7 illustrate the regions where each model focuses
when classifying crops as Damaged or Non-damaged. The highlighted
areas (colored regions) indicate the features and image regions that
contributed most to the model’s final classification. For instance, the
heatmaps generated by LightCDC clearly show its focus on the damaged
parts of crops in the ‘‘Damaged’’ class, such as dry or discolored
regions of the leaves and stems. Similarly, in the ‘‘Non-damaged’’
class, the attention is drawn to the lush, healthy regions of the crop,
which are distinctly different from the damaged images. Furthermore,
Fig. 7 also enables a comparative analysis between different mod-
els. ConvNeXtLarge and ResNet101, while producing clear heatmaps,
tend to distribute attention across larger areas, which could introduce
ambiguity in highly detailed tasks such as detecting specific types of
crop damage. In contrast, ShuffleNetV2 and LightCDC exhibit more
focused attention, particularly the LightCDC model, which effectively
isolates the regions of crop damage, showing superior interpretability
and robustness for this task. This makes LightCDC more suitable for
practical applications where precise damage localization is critical.

Fig. 8 presents the results of single image inferences using LightCDC
on test images from the processed CDC dataset. The figure showcases
the model’s correct and incorrect predictions, with the predicted class,
prediction probability, and whether the prediction was correct (green)
or wrong (red) clearly indicated. Each image is classified as either Dam-
aged or Non-damaged with varying levels of prediction probability. The
model successfully predicts most cases as presented in the examples
in Fig. 8, demonstrating high confidence in identifying damaged and
healthy crops. However, a few cases, such as the images in the second
column, show incorrect predictions, indicating the challenge the model
faces in distinguishing subtle differences in crop health, especially
14 
under visually ambiguous conditions such as mixed crop health. These
results highlight the overall robustness of the LightCDC model while
also demonstrating areas where improvements in accuracy could be
made, particularly in complex real-world scenarios.

In Fig. 9, the input images are from the ‘‘Non-damaged’’ class, while
in Fig. 10, the input images belong to the ‘‘Damaged’’ class of our test
dataset. We applied various adverse effects for both figures that the
model might face under real-world scenarios, including blur, low light,
and fog, at three intensity levels: light, moderate, and dense. These
figures present the prediction outcomes and the model’s prediction
confidence scores. We tested the model with two types of inputs:
(A) relatively easy-to-predict images that are perceptually distinguish-
able and (B) relatively hard-to-predict images that are challenging to
distinguish perceptually.

In Fig. 9 (Non-damaged class), for the relatively easy-to-predict
images in part (A), the model performs consistently well with high
confidence, even under moderate and dense adverse conditions. In
contrast, in part (B), where the images are perceptually challenging, the
model shows a slight decline in performance, particularly under dense
low-light and foggy conditions. However, for light and moderate, it still
can predict the classes correctly with a reasonable confidence score.

Observing the prediction outcomes for the damaged class input
image shown in Fig. 10, we found LightCDC to perform accurately and
with high confidence for the easy-to-predict images in part (A). Even
though part (B) contains a more perceptually challenging input image,
the model accurately predicted all the damaged crop images with high
confidence scores for all the adverse effects like blur, low light, and
fog. Which again validates the robustness of our proposed LightCDC
in real-world scenarios. Overall, testing LightCDC against these unseen
adverse data further validates its robustness and real-life applicability.
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Fig. 6. Confusion matrices for ConvNeXtLarge, ShuffleNetV2, ResNet101, and LightCDC, illustrating their classification performance on the test set of the CDC dataset by comparing
actual versus predicted classes for “Damaged” and “Non-damaged classes”.

Fig. 7. Random test images of “Damaged” and “Non-Damaged” crops alongside GradCAM heatmaps generated by different models (ConvNeXtLarge, ResNet101, ShuffleNetV2,
LightCDC), illustrating the models’ focus areas that influenced their classification decisions.
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Fig. 8. Results of some single input image inference using our proposed LightCDC model. These images are from the test dataset of CDC dataset.
Fig. 9. Inference results on two example input images of class “Non-damage” from the test subset, where different effects such as blur, low-light, and fog at three intensity levels
(light, moderate, and dense) were applied to test the model’s robustness under real-life adverse conditions. (A) shows an example of a relatively easy-to-predict image, while (B)
presents a more challenging image.
5. Limitations

Despite the promising results demonstrated by the LightCDC model
for crop damage classification, several limitations should be acknowl-
edged. Firstly, while the CDC dataset used in this study is comprehen-
sive, it may not encompass the full diversity of crop damage scenarios
encountered in different geographical regions, climates, and agricul-
tural practices. For instance, the dataset may lack representations of
specific crops, damage types, or agricultural diseases prevalent in other
regions, limiting the model’s generalizability to unseen conditions.
Future work could expand the dataset to include a broader range of
crops and environmental factors to improve model robustness.

Additionally, variations in weather and lighting conditions during
image capture, such as low-light scenarios, shadows, fog, or rain,
were not explicitly addressed in this study. While we performed some
ablation studies in adverse conditions, they set a foundation for future
dataset extension with more diverse real-life adverse scenes. These en-
vironmental factors, common in real-world agricultural settings, could
impact the model’s performance and reduce classification accuracy
when deployed in diverse field conditions. For instance, the model may
struggle to distinguish between damaged and non-damaged crops under
heavy foggy weather conditions, where the visibility of key features
could be compromised. Training the model with a more diverse dataset
16 
captured under these adverse conditions and incorporating more ad-
vanced data augmentation techniques that simulate such scenarios in
the training process could be a potential area for improvement.

Moreover, while advantageous for deployment in resource-
constrained environments, the model’s lightweight architecture could
limit its capacity to handle more complex features or very subtle
damage types that heavier, more computationally intensive models
might capture more effectively. Future improvements could focus on
balancing model efficiency with performance, potentially by explor-
ing hybrid models or combining multiple lightweight architectures to
improve accuracy without significantly increasing computational costs.

Lastly, while explainability techniques such as GradCAM provide in-
sights into the model’s decision-making process, further work is needed
to enhance interpretability for end-users, particularly farmers and agri-
cultural workers, who may need more intuitive tools for understanding
and acting on model outputs.

6. Conclusion

Crop damage classification is crucial for improving agricultural pro-
ductivity and mitigating losses due to pests and diseases. In this study,
we also introduced a newly processed dataset named CDC that can be
used for binary classification to identify damaged crops. Leveraging
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Fig. 10. Inference results on two example input images of class “Damage” from the test subset, where different effects such as blur, low-light, and fog at three intensity levels
(light, moderate, and dense) were applied to test the model’s robustness under real-life adverse conditions. (A) shows an example of a relatively easy-to-predict image, while (B)
presents a more challenging image.
the dataset, we also developed the LightCDC model for crop damage
classification. We leverage the ShuffleNetV2 architecture in our model
to balance high performance with low computational requirements,
making it suitable for real-time applications in resource-constrained
environments. Our extensive experiments demonstrated that LightCDC
achieves competitive accuracy, precision, recall, and F1-score com-
pared to top-performing SOTA models while significantly reducing
model size and inference time. Visual analyses, including GradCAM
visualizations and t-SNE plots, confirmed the model’s robust feature ex-
traction and decision-making capabilities. Additionally, the confusion
matrices illustrated LightCDC’s strong classification performance with
a low misclassification rate.

Despite these promising results, we identified several limitations,
such as the need for a more diverse dataset and the impact of varying
weather and lighting conditions on model performance. Future re-
search should focus on expanding the dataset to include various crops,
damage types, and environmental conditions from different regions.
This will improve the model’s generalizability across different agri-
cultural landscapes and conditions. Additionally, optimizing LightCDC
for deployment in resource-constrained environments remains a critical
area for future work. This could involve exploring the integration of
adaptive learning techniques, enabling the model to improve and adapt
to new data continuously. Such adaptive capabilities could help address
challenges posed by changing environmental conditions or new types
of crop damage.

Moreover, future research could explore the cross-modality feature
alignment techniques (Li et al., 2024) to integrate additional sen-
sor data alongside visual crop data. This could further enhance the
robustness and accuracy of crop damage classification models in var-
ied agricultural environments. Additionally, developing multi-modal
models that combine ground-level data with satellite or UAV imagery
provides a more holistic view of crop health (Radoglou-Grammatikis
et al., 2020), which could improve classification accuracy in larger
fields. Another direction for extending this research is to employ YOLO
models by labeling the dataset for detecting damaged areas in crops and
subsequently classifying them. Although these approachs may increase
the number of parameters, it has the potential to improve accuracy
in crop damage detection and classification, which can be explored in
future work.

In summary, our study and the proposed LightCDC model represent
a significant step forward in applying advanced machine learning
17 
techniques to precision agriculture. By offering a scalable, efficient
solution for real-time crop damage assessment, our approach lays the
groundwork for future innovations in agricultural technology that can
contribute to global food security and sustainable farming practices.
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