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ABSTRACT

Including code in the pre-training data mixture, even for models not specifically
designed for code, has become a common practice in LLMs pre-training. While
there has been anecdotal consensus among practitioners that code data plays a vi-
tal role in general LLMs’ performance, there is only limited work analyzing the
precise impact of code on non-code tasks. In this work, we systematically in-
vestigate the impact of code data on general performance. We ask “what is the
impact of code data used in pre-training on a large variety of downstream tasks
beyond code generation”. We conduct extensive ablations and evaluate across a
broad range of natural language reasoning tasks, world knowledge tasks, code
benchmarks, and LLM-as-a-judge win-rates for models with sizes ranging from
470M to 2.8B parameters. Across settings, we find a consistent results that code
is a critical building block for generalization far beyond coding tasks and im-
provements to code quality have an outsized impact across all tasks. In particular,
compared to text-only pre-training, the addition of code results in up to relative
increase of 8.2% in natural language (NL) reasoning, 4.2% in world knowledge,
6.6% improvement in generative win-rates, and a 12x boost in code performance
respectively. Our work suggests investments in code quality and preserving code
during pre-training have positive impacts.

1 INTRODUCTION

The role of data has taken on critical significance in recent breakthroughs. State-of-the-art models
highlight the importance of the pre-training data mixture, diversity of data sources (Brown et al.,
2020; Longpre et al., 2023; Singh et al., 2024) combined with compute availability as key drivers on
performance (Dubey et al., 2024; Üstün et al., 2024; Team et al., 2023; Aryabumi et al., 2024). A
critical question is what properties of data impart the best general performance?

Perhaps surprisingly, code is often included in pre-training even if a model is not explicitly intended
to generate high-quality code. Code datasets differ significantly in terms of structure and textural
characteristics from high-quality web datasets (Wikimedia; Raffel et al., 2019). Despite this, several
previous generations of LLMs like PaLM (Chowdhery et al., 2022), Gopher (Rae et al., 2022) and
Bloom (Workshop et al., 2023) that were not explicitly intended to support code generation, included
code data together with high-quality natural language data in their pre-training mixture.

In current state-of-the-art models, it is an accepted norm to not only include code data but further
increase the proportion – for instance, Llama 3 (Dubey et al., 2024) has four times more code data
in proportion (17%), of its pre-training mixture than Llama 2 (4.5%) (Touvron et al., 2023). While
there has been consensus anecdotally among practitioners that code data plays a vital role in LLMs’
performance, there has been only limited work analyzing the precise impact of code on non-code
tasks. Prior work shows particular side benefits of the inclusion of code data, such as impact on
scaling in limited data regime (Muennighoff et al., 2023a), entity tracking capabilities (Kim et al.,
2024), and mathematical reasoning (Razeghi et al.). However, there has been no exhaustive study to
date that systematically investigates the impact of code data on general performance. In this work,
we ask “what is the impact of code data used in pre-training on a large variety of downstream tasks
beyond code generation?”.

1



Published as a conference paper at ICLR 2025

We embark on an exhaustive set of large-scale controlled pre-training experiments. This includes a
consideration of where in the training process adding code is beneficial, code proportions, the role
of scaling, and the quality and properties of code added. While a costly endeavor to perform these
ablations in a rigorous way, we find consistent and valuable results that code provides critical im-
provements to non-code performance. In particular, compared to text-only pre-training, for our best
variant, the addition of code results in relative increase of 8.2% in natural language (NL) reasoning ,
4.2% in world knowledge, 6.6% improvement in generative win-rates, and a 12x boost in code per-
formance respectively. Further performing cooldown with code, improves NL reasoning by 3.7%,
World knowledge by 6.8%, and code by 20%, relative to cooldown without code and leads to a 4.1%
additional win-rate increase.

Here, several factors matter including getting the proportion of code correct, improving the quality of
code by including synthetic code and code adjacent data such as commits, and leveraging code across
multiple stages of training including during cooldown. Our results suggest code is a critical building
block for generalization far beyond coding tasks and improvements to code quality have an outsized
impact on performance. We conduct an extensive evaluation on a broad range of benchmarks, which
cover world knowledge tasks, natural language reasoning, and code generation, as well as LLM-as-
a-judge win-rates. Across experiments on models ranging from 470 million to 2.8 billion parameter
models, we find the following detailed results:

1. Code provides critical improvements to non-code performance. Initialization with code pre-
trained models results in improved performance for natural language tasks. In particular, com-
pared to text-only pre-training, for our best variant, the addition of code results in a relative
increase of 8.2% in NL reasoning, 4.2% in world knowledge, 6.6% improvement in generative
win-rates, and a 12x boost in code performance respectively.

2. Code quality and properties matter. Using markup-style programming languages, code-
adjacent datasets such as GitHub commits and synthetically generated code improves the per-
formance in pre-training. In particular, training on a higher quality synthetically generated code
dataset results in a 9% and 44% increase in natural language reasoning and code performance, re-
spectively, compared to web-based code data in pre-training. Additionally, continual pre-training
from a code model that includes synthetic data results in 1.9% and 41% relative increases in
natural language reasoning and code performance respectively, compared to initialization from a
code model that does not include code data.

3. Code in cooldown enables further improvement across all tasks. Including code data in pre-
training cooldown, where high-quality datasets are up-weighted, leads to an increase of 3.6% in
NL reasoning, 10.1% in world knowledge, and 20% in code performance relative to no cooldown.
More significantly, cooldown with code beats the baseline (no cooldown) by 52.3% win-rates,
where win-rates are 4.1% higher compared to cooldown without code.

2 METHODOLOGY

We describe the details of our Pre-training Data (§ 2.1), Evaluation (§ 2.2), Training and Model
details (§ 2.3). Figure 1 shows the high-level experimental framework. Precise details for each
experiment and their results are presented in Section 3.

2.1 PRE-TRAINING DATA

In this section, we describe the details of our pre-training and cooldown datasets. We aim to evaluate
the role of code in pre-training, following current state-of-art practices. Hence, we consider pre-
training runs that consist of two phases: 1) continued pretraining and 2) cooldown. Continued
pre-training refers to training a model that is initialized from a pre-trained model and trained for a
fixed token budget. Cooldown (Team et al., 2023; Parmar et al., 2024) involves up-weighting high-
quality datasets and annealing the learning rate for a relatively small number of tokens during the
final stages of training. This up-weighting of high-quality datasets for a smaller amount of steps at
the end of training can significantly boost model quality.

Text dataset. We use the SlimPajama pre-training corpus (Soboleva et al., 2023) as our source
of natural language text data. SlimPajama is a de-duplicated, quality-filtered, multi-corpora, open-
source dataset based on RedPajama-1.2T (Computer, 2023). SlimPajama consists of documents
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Figure 1: Overview of our experimental framework: We exhaustively evaluate the impact of
code by varying: 1) the proportion of code in pre-training, 2) code quality and properties, 3) model
initialization, 4) model scale, and 5) stage of training at which code is introduced. We evaluate
the resulting model on a wide-ranging set of tasks, including natural language reasoning, world
knowledge, code, and open-ended generations.

from CommonCrawl, C4, GitHub, Books, ArXiv, Wikipedia, and StackExchange. We filter out all
documents from GitHub and StackExchange to remove code and code-adjacent data sources and
ensure this is a text-only source. SlimPajama has a total of 627B tokens. After removing all code
sources, this results in our text pre-training corpus with a total of 503B tokens.

Code datasets. To explore the impact of different properties of code data, we use multiple sources
of code in our experiments:

• WEB-BASED CODE DATA: For our main source of code data, we start with the Stack
dataset (Kocetkov et al., 2022) that was used to train StarCoder (Li et al., 2023a). The
Stack consists of permissively licensed code data scraped from GitHub. We apply quality
filters1 and restrict to the top 25 programming languages based on document count 2. After
all filtering steps, the size of the code-only and markup subset is 139B tokens.

• MARKDOWN DATA We also separately process markup-style languages such as Markdown,
CSS, and HTML.2 After all filtering steps, the size of this markup subset is 180B tokens.

• SYNTHETIC CODE DATA: To ablate the quality of the code dataset, we use a proprietary
synthetically generated code dataset that consists of Python programming problems that
have been formally verified. We treat this as a high-quality source of code data (See the
details in § 3.4). The final synthetic dataset consists of 3.2B code tokens.

• CODE ADJACENT DATA: Finally, to explore different properties of code data, we include
a version of the code data which includes auxiliary data such as GitHub commits, jupyter
notebooks, StackExchange threads. For GitHub commits, and jupyter notebooks we use
the datasets provided as part of the Stack (Kocetkov et al., 2022). We use the version of
StackExchange that is part of SlimPajama (Soboleva et al., 2023). In total we have 21.4B
tokens of code-adjacent data.

Pre-training cooldown datasets. Cooldown involves up-weighting higher quality datasets for the
final steps of pre-training and has been found to improve performance on downstream tasks (Parmar
et al., 2024; Team et al., 2023), in particular to impart instruction-following capabilities. We choose
a cooldown mixture comprising high-quality text, math, code, and instruct-style text datasets.

1See Appendix C.1 for details about quality filters
2Refer to Appendix C.2, C.3 for the full list of programming and markup-style languages included
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2.2 EVALUATION

Our goal is to systematically understand the impact of code on general performance, which requires
a broad evaluation suite that extends to a large variety of downstream tasks beyond code generation.
To achieve this, we evaluate models on benchmarks that are reasonable proxies for model ability on
1) world knowledge, 2) natural language reasoning, and 3) code performance. In addition, we report
win-rates as evaluated by an LLM-as-a-judge. Table 1 (Appendix A) shows the full evaluation suite
and their respective grouping, along with the metric used.

For World knowledge, we use benchmarks to measure knowledge memorization, retrieval, and
question answering capability given context. We include Natural Questions Open (Kwiatkowski
et al., 2019), and TriviaQA (Joshi et al., 2017) as the datasets. Natural language reasoning suite
consists of 11 benchmarks that involve natural language based reasoning such as Question Answer-
ing, natural language inference (NLI), sentence completion, co-reference resolution, and general
intelligence. We include the full list of the constituent benchmarks with references in Table 1. Fi-
nally, while our main focus is general performance, we also want to measure any changes to code
generation performance. For Code benchmarks, we focus on the function completion task where
we use HumanEval-Python (Chen et al., 2022) and MBPP (Austin et al., 2021).

We evaluate performance at two scales: 470M to 2.8B parameter models. At 470M scale, model
capabilities are limited, thus to ensure fair comparisons, we only compare benchmarks for which all
models achieve scores above random similar to Muennighoff et al. (2023a); Lozhkov et al. (2024).

LLM-as-a-judge win-rates. In addition to task-specific discriminative performance, to allow for
a more holistic view across all performance measures, we also evaluate generative performance
using LLM-as-a-judge win-rates. This is particularly valuable given recent work that has shown that
as performance on open-ended generations improves, there is deterioration in traditional academic
tasks (Üstün et al., 2024; Ouyang et al., 2022; Iyer et al., 2022; Muennighoff et al., 2023c). The
use of LLMs-as-a-Judge benchmarks (Fu et al., 2023; Liu et al., 2023; Chiang & yi Lee, 2023;
Shimabucoro et al., 2024) has gained traction as an alternative to performing human evaluation,
which tends to be laborious and expensive (Wang et al., 2023; Boubdir et al., 2023). LLMs as
evaluators compare two completions based upon detailed prompts and are reasonable proxies aligned
with human preference (Üstün et al., 2024; Dubois et al., 2024).

We use the Dolly-200 English dataset (Üstün et al., 2024; Singh et al., 2024), which consists of 200
hand-picked examples from the Dolly-15K dataset (Conover et al., 2023). These prompts are open-
ended and capture general-purpose non-code use cases making them a valuable proxy for how code
impacts more fluid and often open-ended tasks. For our win-rate evaluations, we use Command-R+3

as the LLM judge. Details about the prompt are provided in Appendix D.

2.3 TRAINING AND MODEL DETAILS

We use 470M and 2.8B parameters decoder-only auto-regressive Transformer models (Radford
et al., 2019) that are trained with a standard language modeling objective. We use parallel atten-
tion layers, (Chowdhery et al., 2022; Wang & Komatsuzaki, 2021), SwiGLU activation (Shazeer,
2020), no biases in dense layers, and a byte-pair-encoding tokenizer with a vocabulary size of 256K.
All models are pre-trained using AdamW (Loshchilov & Hutter, 2019) with a max sequence length
of 8192, batch size of 512 and a cosine LR schedule with a warmup of 1325 steps.

Infrastructure. We use TPU v5e chips (Jouppi et al., 2017) for training and evaluation. All models
are trained using Jax (Bradbury et al., 2018) framework. We pre-train 64 models in total. This is an
enormous endeavour given the scale and computational resources required. Each pre-training run for
200B tokens takes 4736 TPU-chip hours for 470M and 13824 TPU-chip-hours for 2.8B parameter
models. Each cooldown run for 40B tokens takes 1024 TPU-chip hours for 470M models.

3 RESULTS AND DISCUSSION

In this section, we will report descriptions and results for each experimental variants. We systemati-
cally investigate, (1) initializing an LLM with code pre-trained models (§ 3.1), and (2) the impact of

3https://huggingface.co/CohereForAI/c4ai-command-r-plus
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Figure 2: Impact of initialization using code pre-trained models: Initializing model training with
code pre-trained models improves reasoning and code generation compared to text-only models,
where the improvement is the most when continued pre-training with high percentage text (Bal-
anced→Text, Code→Text). Note that these variants are designed to isolate the role of initialization,
so do not include cooldown.

model scale (§ 3.2), (3) varying proportion of code in pre-training data (§ 3.3), (4) quality and prop-
erties of the code data (§ 3.4), (5) code data in pre-training cooldown (§ 3.5). Finally, we compare
the resulting pre-training recipes (§ 3.6). Figure 1 shows the key levers of our experimental design.

3.1 INITIALIZING AN LLM WITH CODE PRE-TRAINED MODELS

We explore different initializations of pre-trained models to understand if using an LM with a large
portion of code data as initialization improves the performance. These key ablations, along with
their token counts, are summarized in Table 2. We briefly describe below:

• Text LM (TEXT-ONLY BASELINE): Pre-trained model from scratch using glorot-normal
initialization (Glorot et al., 2011) on the text-only data for 400B tokens.

• Balanced LM (BALANCED-ONLY): A model is trained with an equal ratio of code and text
data (50% text and 50% code) in pre-training for 400B tokens.

• Balance-initialized Text LM (BALANCED → TEXT): This model is initialized with a bal-
anced LM (50% text and 50% code) and further pre-trained using text data for 200B tokens.

• Code-initialized Text LM (CODE → TEXT): Different from other variants, this model is
initialized with a code-LM which is pre-trained on a code dataset for 200B tokens. The
code dataset contains a mixture of 80% code data and 20% markup-style code data. We
then continually pre-train this model on text for another 200B tokens.4

Natural Language Reasoning As seen in Figure 2, initializing with 100% code pre-trained model
(code→text) has the best performance for NL Reasoning benchmarks, and is closely followed
by the balanced→text model. The code→text model and balanced→text model beat the
text-only baseline on NL reasoning tasks by 8.8% and 8.2% relative improvement respectively.
The balanced-only model improves upon the baseline by 3.2%. This shows that initialization
from a pre-trained model with a mix of code has a strong positive effect on NL reasoning tasks.
Further using a text mix with a small percentage of code for continual pre-training results in the best
performance as evidenced by both the code→text and balanced→text models.

World Knowledge For World Knowledge tasks, we see that the balanced→text model has the
best performance over all other variants, beating the code→text by 21% and text-only by
4.1% relative improvement. This suggests that performance on world knowledge tasks depends on
a more balanced data mixture for initialization and a larger proportion of text in the continual pre-
training stage. Overall, code data is still beneficial compared to text-only pre-training for world
knowledge tasks.

4We use a 10% of code in text mixture data during continual pre-training of code-initialized models
(balanced→text, code→text) to avoid a full distribution shift and maintain the benefits of code.
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Figure 3: Impact of model scale on different tasks. We observe that scale provides pronounced
gains across tasks of up-to 2.7x increase, however the overall trend remains the same across scales
showing consistency of findings across model sizes.

Trade-offs between NL tasks and code generation For code generation, balanced-only
achieves the best performance, where we see a 46.7% and 54.5% relative improvement over
balanced→text and code→text. This is expected as balanced-only includes 50% code
throughout pre-training. However, this model trades off better code generation with lower perfor-
mance in NL tasks. code→text and balanced→text achieves 2.9% and 2.3% relative increase
in NL reasoning, and 17.3% and 22.2% relative increase in world knowledge respectively compared
to balanced-only.

Generative quality win-rates comparison Additionally, we compare the generative performance
of each code variant (code→text and balanced-only) against the text-only model. We
report win-rates and observe that the presence of code has a strong positive impact on generation
quality. Both code→text and balanced-only) models beat the text-only variant by a
6.6% difference in win-loss rates. We again note that Dolly-200-English evaluation set we use for
win-rate calculation is curated to reflect open ended questions and is a non-code evaluation. This
confirms that code data in the pre-training mix does not only improves reasoning but also helps the
model produce better quality generations.5

3.2 IMPACT OF SCALE

To understand if the findings of Section 3.1 transfer to larger models, we train 2.8B parameters
models with the same token budget following the same model variants at 470M scale. Figure 3
shows the results of 2.8B models in comparison with 470M results.

Comparison between 2.8B and 470M models Scaling model size to 2.8B enables higher perfor-
mance for all model variants in all task categories, compared to 470M results. In terms of average
performance across NL reasoning and world knowledge, balanced→text model benefits from
scaling-up by a 33.1% increase relative to the same model with 470M size. The improvement for
code→text and balanced-only are 31.7% and 30% relative increase.

We find that the improvements in NL reasoning are relatively modest with 5.3%, 9.2%, and 5.2%
relative gains for balanced→text, code→text, and balanced-only respectively. However,
world knowledge and code performance nearly triples for all the model variants. In particular,
2.8B balanced→text results increase by 2.7x in world knowledge and 2.5x in code evaluation
compared to 470M.

Trends between model variants in 2.8B Notably, in terms of initialization with code pre-trained
models, the same trends seen in 470M parameter scale hold at 2.8B models. code→text and
balanced→text models improve over balanced models by 6.9% and 6.1% relative gain, how-
ever, fall significantly behind in code generation performance with 43.1% and 46.3% relative drop.
These results show that the trade-off between NL tasks and code generation increases with the model
size. Overall our experiments scaling to a larger size shows that our results hold and are consistent
with the trends we observe at 470M parameter ablations.

5We include the extended Win-rates for these experiments in Appendix E.
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Figure 4: Impact of the proportion of code in pre-training for different tasks: We observe that
as the code proportion of pre-training increases, the performance on code tasks increases linearly.
In contrast, there is more sensitivity for NL reasoning and World knowledge tasks and an optimal
range of code proportions where benefits are most tangible. Model size is 470M parameters and
trained for 200B tokens.

3.3 CODE DATA PROPORTION IN PRE-TRAINING

In these experiments, we ablate the proportions of code data in the pre-training mixture to understand
what is the optimal amount of code to maximize performance on non-code tasks. Here, we focus
on the first phase of pre-training with random initialization. We train six models for 200B tokens
with increasing code proportions: 0%, 25%, 50%, 75%, 90%, and 100%. The remaining proportion
is filled with text data. For each variant, we train a new model independently in order to carefully
ablate the impact of varying code proportions.

Natural Language Reasoning and World Knowledge For NL Reasoning, as the amount of code
increases, in Figure 4 we see an increase in performance compared to a text-only (0% code) model.
The best performance is from a model with 25% code and 75% text, with a 3.4% relative improve-
ment over a model with 0% code. While performance is maintained up to 75% code, it starts to
rapidly erode at higher proportions with a sharp relative drop of 18.3% when the model is trained on
100% code compared to a model with no code.

For World Knowledge tasks, we see an inverse relationship with increasing the amount of code. As
seen in Figure 4 middle inset, there is a slight relative drop of 3.4% at 25% code and this relative
drop worsens to 31% at 75% code compared to the no-code model. The fully code model (100%
code) is unable to perform in world knowledge task (86% drop relative to text-only) as there are no
data sources to acquire the required knowledge in the pre-training mix.

Performance on Code For code evaluation, there is a linear increase in performance as the amount
of code increases, with the best model being a code-only model. As observable in Figure 4 right
inset, the 100% code leads to a 2.6x increase in the code benchmarks compared to the 25% code
model. As expected, for the model with 0% code, the average pass@1 score drops to 0.

3.4 INFLUENCE OF CODE QUALITY AND PROPERTIES ON GENERAL PERFORMANCE

In this section, we investigate the properties of code data by varying its quality and composition. We
study this firstly (a) from the perspective of training from scratch, as we want to isolate the exact
effects of different properties of code data. Secondly (b), we incorporate the best variant of the code
data (high-quality synthetic code), in our continual pre-training experiments to see if the impact of
the code quality transfer. We report performance on NL reasoning and Code tasks.

We study the effect of the following properties: (1) MARKUP-STYLE DATA: we separate markup-
style programming languages (§ 2.1) from the rest of web-based code (Appendix C.3). We replace
20% of code-only tokens with markup-style tokens. (2) CODE ADJACENT DATA: Instead of us-
ing purely web-based code data, we replaced 15% percentage of code tokens with code-adjacent
datasets - GitHub issues (5%), StackExchange (5%) and Jupyter Notebooks (5%), resulting in a
code-adjacent model. (3) CODE QUALITY: To control the quality of the code, we replaced
10% of existing code tokens with a synthetically generated high-quality code dataset. The remain-
ing proportions of web-based code data are kept the same, resulting in a code-synth model.
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(a) Code-only Pre-training (b) Continual Pre-training

Figure 5: Impact of using different properties of code data: (a) As the most impactful code data
source, synthetically generated high-quality code improves NL reasoning and code performance for
code pre-training. (b) These improvements with synthetically generated high-quality code data also
transfer the continual pre-training setting. All models are of size 470M parameters.

Code-only pre-training We compare the above variants to a model that is trained only on web-
based code data (code) from the stack dataset (Kocetkov et al., 2022), which forms our baseline
model. All the variants are pre-trained using the same amount of tokens (200B) for fair comparison.

In Figure 5a, we evaluate the impact of code quality and code composition. We observe that across
all variants, including diverse code sources and also synthetic code leads to gains in natural language
performance relative to code, however, only synthetically generated code improves the code bench-
marks. We relate this to our code evaluation where we measure performance in python, thus different
programming languages or code-adjacent data slightly decrease the results. Here, code+markup
and code+adjacent leads to 2.8% and 6.3% relative improvement in NL reasoning compared to
code (web-code-only), but cause 15.7% and 9.4% drop in code evaluation.

Our synthetic code data (code+synth) is the most impactful ablation. It is particularly impres-
sive given its relatively small share of the overall dataset. Despite a small weighting of 10%, the
inclusion of synthetic data leads to relative improvements of 9% on NL reasoning, and 44.9% on
code benchmarks compared to the baseline of web-code-only. We note that the lifts observed for
synthetic data are even more impressive given the limited amount of synthetic data available com-
pared to code-adjacent data (3.2B tokens vs 21.4B tokens) or code+markup data (3.2B tokens vs
40B tokens), and the weighting during pre-training allocation (10% vs 15% vs 20% for synthetic
data, code-adjacent, code-markup respectively). This suggests a key future lever of improvement is
increasing the proportion of such high-quality code data sources.

Continual pre-training Here, based on the findings from code-only pre-training, we incorporated
code+synth into our best continual pre-training variant (balanced+synth→text). We com-
pare this against the same variant without synthetic code data (balanced→text) to evaluate the
benefits of synthetic data. We use the same amount of code and text tokens in these experiments.

As shown in Figure 5b, balanced+synth→text achieves 2% and 35% relative improvement
over balanced→text in NL reasoning and code, respectively. This further confirms that even a
small percentage of a high-quality code data, not only improves performance in code pre-training
but also increases code and non-code performance after continual pre-training with text data.

3.5 CODE IN PRE-TRAINING COOLDOWN

In this section, we evaluate the impact of code at the final stage of pre-training. Here, we consider
cooldown, where we up-weight high-quality text, math, code, and instruct-style datasets. We change
the learning rate schedule from cosine-based to linear annealing with a final learning rate of 1e− 6.
We evaluate the impact of code in cooldown by comparing 3 models: a pre-trained model before
cooldown, cooldown without code data, and cooldown with 20% code data. For our pre-trained
model, we use balanced→text as it is our best pre-trained variant. We preserve the same token
budget across variants – 40B tokens which is 10% of the token budget of the pre-trained model.

Impact of code used during cooldown in different tasks In Figure 6a, we evaluate the impact of
code in cooldown on model performance in NL Reasoning, world knowledge, and code benchmarks.
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(a) Downstream tasks (b) Generative win-rates

Figure 6: Impact of code data in pre-training cooldown: Including code data in the cooldown
phase improves downstream relative to cooldown with no code. All cooldown variants benefit for
downstream tasks and especially generative quality. We find the largest gains from cooldown with
code, with the highest win-rates of 52.3 % over a model with no cooldown.

Across tasks, we find that a cooldown with code data is most beneficial with 3.6%, 10.1%, and 20%
in NL reasoning, world knowledge, and code relative to the model without cooldown.

In contrast, we find that cooldown without code does not provide any increases for both NL reason-
ing and Code, while providing a relative improvement of 3.1% in World Knowledge tasks compared
to no cooldown, showing the critical role of code data in also cooldown phase of pre-training.

Generative win-rates after cooldown As expected, cooldown has a significant impact on gener-
ative performance as measured by win-rates (seen in Figure 6b). This is because we up-weight
high-quality data sources in pre-training mix including instruction-style datasets such as Dolly v2
(Conover et al., 2023). Both cooldown variants (cooldown w/o code, cooldown w/ code)
beat no-cooldown model by large win-rates (48.2% and 52.3%) as seen in Figure 6b. Compar-
ing the cooldown variants, including code leads an additional 4.1% generative win-rates against
no-cooldown compared to cooldown without code.

3.6 COMPARING PRE-TRAINING RECIPES

Considering all our experiments, we summarize our findings and recommend recipes for pre-training
with code data. Table 2 (Appendix B) shows the different variants along with pre-training phases.

Best recipe for natural language tasks As seen in Sections 3.1, 3.3, and 3.5, including code in
all phases of pre-training provides improvements across all task categories. When looking at the
final recipes, we find that balanced→text model followed by cooldown that includes code data
corresponds to the best overall performance in natural language tasks considering NL reasoning,
world knowledge, and generative performance. Notably this model achieves the highest generative
win-rates with 37.7% vs 33.7 against text-only as shown in Figure 7.

Best recipe for code performance Among complete recipes shown in Table 2, balanced-only
provides the best performance in code benchmarks. This model achieves 20% relative gain com-
pared to second best code→text and 55% relative gain compared to balanced→text. How-
ever, balanced-only falls behind in natural language performance by 2.5% relative difference
and 5.0% win-rate difference (vs text-only), both compared to balanced→text.

Including code in all phases of pre-training is beneficial across our three task categories and gener-
ative performance. Our recommendation for the best overall performance is to include a balanced
mixture of code and text data during pre-training from scratch (§ 3.3), use a relatively lower code
percentage during continual pre-training (§ 3.1), and include code data into cooldown mixture. Fur-
ther, we recommend including high-quality code data during all phases of pre-training (§ 3.4).

4 RELATED WORK

Understanding the impact of pre-training mixes Several works have studied the effects of data
age, quality, toxicity and domain of pre-training data (Longpre et al., 2023; Üstün et al., 2024). Sev-
eral works have looked at the impact of filtering (Raffel et al., 2020; Rae et al., 2021; Penedo et al.,
2023), de-duping (Zhang et al., 2022) and data pruning (Lozhkov et al., 2024; Marion et al., 2023;
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Figure 7: Generative performance as measured by win-rates for variants with full-cooldown.

Chimoto et al., 2024; Boubdir et al., 2023). Furthermore, several works have considered the role of
synthetic data at improving performance (Shimabucoro et al., 2024; Dang et al., 2024; Aakanksha
et al., 2024) and helping bridge the gap in performance between open weights and proprietary mod-
els (Gunasekar et al., 2023; Li et al., 2023b). In contrast to our work which focuses explicitly on
understanding the role of code, these studies focus on characteristics of training data as a whole.

Understanding the role of code Including code in the pre-training data mixture, even for mod-
els not specifically designed for code, has been a common practice in LLMs pre-training (Dubey
et al., 2024; Gemini-Team et al., 2024; Groeneveld et al., 2024). In addition to serving the pop-
ular use case in code completion and generation (Chen et al., 2021), previous studies suggest that
the addition of code improves the performance of LLMs on various NLP tasks, such as entity link-
ing (Kim et al., 2024) and commonsense reasoning (Madaan et al., 2022b)), mathematical reasoning
tasks (Liang et al., 2022; Madaan et al., 2022a; Gao et al., 2023; Shao et al., 2024), and general
reasoning capabilities (Muennighoff et al., 2023a; Fu & Khot, 2022; Ma et al., 2023). Muennighoff
et al. (2023b) demonstrated Python code data can be used to improve pretraining performance. They
focused on a low-resource pre-training regime with limited data and an evaluation set-up limited to
perplexity evaluations. Zhang et al. (2024) investigated the impact of code on LLMs’ internal rea-
soning capability across various tasks and model families. They only focus on the effect of code
in the supervised fine-tuning stage (SFT) primarily measuring the impact on reasoning. Zhu et al.
(2024) report the performance of their DeepSeek-Coder-V2 models on General Natural Language
benchmarks. They compare chat and instruct models, and do not investigate different phases of
pre-training and properties of code.

To the best of our knowledge, this work is the first study that presents a thorough investigation of
the impact of code in pre-training on non-code tasks. Our experiment spans several axes and a
exhaustive evaluation suite, with costly ablations at scale including model initialization strategies,
different proportions and properties of code data, and model scales.

5 CONCLUSION

We perform a first-of-its-kind systematic study to answer “what is the impact of code data used in
pre-training on a large variety of downstream tasks beyond code generation”. We focus, not just on
code performance but on downstream natural language performance, as well as generative quality
using LLM-as-a-judge win-rates. We conduct ablations that look at initialization, proportions of
code, quality and properties of code, and role of code in pre-training cooldown. We find across all
scales of experiments that code provides critical improvements to performance on non-code tasks.
Compared to text-only pre-training, for our best variant, the addition of code results in relative
increase of 8.2% in natural language (NL) reasoning, 4.2% in world knowledge, 6.6% improvement
in generative win-rates, and a 12x boost in code performance respectively. Further performing
cooldown with code, improves 3.6%, 10.1%, and 20% in NL reasoning, world knowledge, and
code relative to the model before cooldown and leads 52.3% generative win-rates. Finally, we find
that adding a small amount of high-quality synthetic data can have an outsized impact on both NL
reasoning (9% relative increase) and code performance (44.9% relative increase).
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can speak many languages: Unlocking multilingual preference optimization for llms, 2024. URL
https://arxiv.org/abs/2407.02552.

Marie-Catherine de Marneffe, Mandy Simons, and Judith Tonhauser. The commitmentbank: Inves-
tigating projection in naturally occurring discourse, 2019.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh Goyal, Anthony
Hartshorn, Aobo Yang, Archi Mitra, Archie Sravankumar, Artem Korenev, Arthur Hinsvark,
Arun Rao, Aston Zhang, Aurelien Rodriguez, Austen Gregerson, Ava Spataru, Baptiste Roziere,
Bethany Biron, Binh Tang, Bobbie Chern, Charlotte Caucheteux, Chaya Nayak, Chloe Bi, Chris
Marra, Chris McConnell, Christian Keller, Christophe Touret, Chunyang Wu, Corinne Wong,
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien Allonsius, Daniel Song, Danielle Pintz, Danny
Livshits, David Esiobu, Dhruv Choudhary, Dhruv Mahajan, Diego Garcia-Olano, Diego Perino,
Dieuwke Hupkes, Egor Lakomkin, Ehab AlBadawy, Elina Lobanova, Emily Dinan, Eric Michael
Smith, Filip Radenovic, Frank Zhang, Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis Ander-
son, Graeme Nail, Gregoire Mialon, Guan Pang, Guillem Cucurell, Hailey Nguyen, Hannah
Korevaar, Hu Xu, Hugo Touvron, Iliyan Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Ishan
Misra, Ivan Evtimov, Jade Copet, Jaewon Lee, Jan Geffert, Jana Vranes, Jason Park, Jay Ma-
hadeokar, Jeet Shah, Jelmer van der Linde, Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy
Fu, Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie Wang, Jiecao Yu, Joanna Bitton, Joe Spisak,
Jongsoo Park, Joseph Rocca, Joshua Johnstun, Joshua Saxe, Junteng Jia, Kalyan Vasuden Al-
wala, Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth Heafield, Kevin Stone, Khalid El-Arini,
Krithika Iyer, Kshitiz Malik, Kuenley Chiu, Kunal Bhalla, Lauren Rantala-Yeary, Laurens van der
Maaten, Lawrence Chen, Liang Tan, Liz Jenkins, Louis Martin, Lovish Madaan, Lubo Malo,
Lukas Blecher, Lukas Landzaat, Luke de Oliveira, Madeline Muzzi, Mahesh Pasupuleti, Man-
nat Singh, Manohar Paluri, Marcin Kardas, Mathew Oldham, Mathieu Rita, Maya Pavlova,

12

https://arxiv.org/abs/2204.02311
https://aclanthology.org/N19-1300
https://github.com/togethercomputer/RedPajama-Data
https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm
https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm
https://arxiv.org/abs/2407.02552


Published as a conference paper at ICLR 2025

Melanie Kambadur, Mike Lewis, Min Si, Mitesh Kumar Singh, Mona Hassan, Naman Goyal,
Narjes Torabi, Nikolay Bashlykov, Nikolay Bogoychev, Niladri Chatterji, Olivier Duchenne, Onur
Çelebi, Patrick Alrassy, Pengchuan Zhang, Pengwei Li, Petar Vasic, Peter Weng, Prajjwal Bhar-
gava, Pratik Dubal, Praveen Krishnan, Punit Singh Koura, Puxin Xu, Qing He, Qingxiao Dong,
Ragavan Srinivasan, Raj Ganapathy, Ramon Calderer, Ricardo Silveira Cabral, Robert Stojnic,
Roberta Raileanu, Rohit Girdhar, Rohit Patel, Romain Sauvestre, Ronnie Polidoro, Roshan Sum-
baly, Ross Taylor, Ruan Silva, Rui Hou, Rui Wang, Saghar Hosseini, Sahana Chennabasappa,
Sanjay Singh, Sean Bell, Seohyun Sonia Kim, Sergey Edunov, Shaoliang Nie, Sharan Narang,
Sharath Raparthy, Sheng Shen, Shengye Wan, Shruti Bhosale, Shun Zhang, Simon Vandenhende,
Soumya Batra, Spencer Whitman, Sten Sootla, Stephane Collot, Suchin Gururangan, Sydney
Borodinsky, Tamar Herman, Tara Fowler, Tarek Sheasha, Thomas Georgiou, Thomas Scialom,
Tobias Speckbacher, Todor Mihaylov, Tong Xiao, Ujjwal Karn, Vedanuj Goswami, Vibhor Gupta,
Vignesh Ramanathan, Viktor Kerkez, Vincent Gonguet, Virginie Do, Vish Vogeti, Vladan Petro-
vic, Weiwei Chu, Wenhan Xiong, Wenyin Fu, Whitney Meers, Xavier Martinet, Xiaodong Wang,
Xiaoqing Ellen Tan, Xinfeng Xie, Xuchao Jia, Xuewei Wang, Yaelle Goldschlag, Yashesh Gaur,
Yasmine Babaei, Yi Wen, Yiwen Song, Yuchen Zhang, Yue Li, Yuning Mao, Zacharie Delpierre
Coudert, Zheng Yan, Zhengxing Chen, Zoe Papakipos, Aaditya Singh, Aaron Grattafiori, Abha
Jain, Adam Kelsey, Adam Shajnfeld, Adithya Gangidi, Adolfo Victoria, Ahuva Goldstand, Ajay
Menon, Ajay Sharma, Alex Boesenberg, Alex Vaughan, Alexei Baevski, Allie Feinstein, Amanda
Kallet, Amit Sangani, Anam Yunus, Andrei Lupu, Andres Alvarado, Andrew Caples, Andrew
Gu, Andrew Ho, Andrew Poulton, Andrew Ryan, Ankit Ramchandani, Annie Franco, Aparajita
Saraf, Arkabandhu Chowdhury, Ashley Gabriel, Ashwin Bharambe, Assaf Eisenman, Azadeh
Yazdan, Beau James, Ben Maurer, Benjamin Leonhardi, Bernie Huang, Beth Loyd, Beto De
Paola, Bhargavi Paranjape, Bing Liu, Bo Wu, Boyu Ni, Braden Hancock, Bram Wasti, Brandon
Spence, Brani Stojkovic, Brian Gamido, Britt Montalvo, Carl Parker, Carly Burton, Catalina
Mejia, Changhan Wang, Changkyu Kim, Chao Zhou, Chester Hu, Ching-Hsiang Chu, Chris
Cai, Chris Tindal, Christoph Feichtenhofer, Damon Civin, Dana Beaty, Daniel Kreymer, Daniel
Li, Danny Wyatt, David Adkins, David Xu, Davide Testuggine, Delia David, Devi Parikh, Di-
ana Liskovich, Didem Foss, Dingkang Wang, Duc Le, Dustin Holland, Edward Dowling, Eissa
Jamil, Elaine Montgomery, Eleonora Presani, Emily Hahn, Emily Wood, Erik Brinkman, Es-
teban Arcaute, Evan Dunbar, Evan Smothers, Fei Sun, Felix Kreuk, Feng Tian, Firat Ozgenel,
Francesco Caggioni, Francisco Guzmán, Frank Kanayet, Frank Seide, Gabriela Medina Flo-
rez, Gabriella Schwarz, Gada Badeer, Georgia Swee, Gil Halpern, Govind Thattai, Grant Her-
man, Grigory Sizov, Guangyi, Zhang, Guna Lakshminarayanan, Hamid Shojanazeri, Han Zou,
Hannah Wang, Hanwen Zha, Haroun Habeeb, Harrison Rudolph, Helen Suk, Henry Aspegren,
Hunter Goldman, Igor Molybog, Igor Tufanov, Irina-Elena Veliche, Itai Gat, Jake Weissman,
James Geboski, James Kohli, Japhet Asher, Jean-Baptiste Gaya, Jeff Marcus, Jeff Tang, Jennifer
Chan, Jenny Zhen, Jeremy Reizenstein, Jeremy Teboul, Jessica Zhong, Jian Jin, Jingyi Yang, Joe
Cummings, Jon Carvill, Jon Shepard, Jonathan McPhie, Jonathan Torres, Josh Ginsburg, Junjie
Wang, Kai Wu, Kam Hou U, Karan Saxena, Karthik Prasad, Kartikay Khandelwal, Katayoun
Zand, Kathy Matosich, Kaushik Veeraraghavan, Kelly Michelena, Keqian Li, Kun Huang, Kunal
Chawla, Kushal Lakhotia, Kyle Huang, Lailin Chen, Lakshya Garg, Lavender A, Leandro Silva,
Lee Bell, Lei Zhang, Liangpeng Guo, Licheng Yu, Liron Moshkovich, Luca Wehrstedt, Madian
Khabsa, Manav Avalani, Manish Bhatt, Maria Tsimpoukelli, Martynas Mankus, Matan Hasson,
Matthew Lennie, Matthias Reso, Maxim Groshev, Maxim Naumov, Maya Lathi, Meghan Ke-
neally, Michael L. Seltzer, Michal Valko, Michelle Restrepo, Mihir Patel, Mik Vyatskov, Mikayel
Samvelyan, Mike Clark, Mike Macey, Mike Wang, Miquel Jubert Hermoso, Mo Metanat, Mo-
hammad Rastegari, Munish Bansal, Nandhini Santhanam, Natascha Parks, Natasha White, Navy-
ata Bawa, Nayan Singhal, Nick Egebo, Nicolas Usunier, Nikolay Pavlovich Laptev, Ning Dong,
Ning Zhang, Norman Cheng, Oleg Chernoguz, Olivia Hart, Omkar Salpekar, Ozlem Kalinli,
Parkin Kent, Parth Parekh, Paul Saab, Pavan Balaji, Pedro Rittner, Philip Bontrager, Pierre Roux,
Piotr Dollar, Polina Zvyagina, Prashant Ratanchandani, Pritish Yuvraj, Qian Liang, Rachad Alao,
Rachel Rodriguez, Rafi Ayub, Raghotham Murthy, Raghu Nayani, Rahul Mitra, Raymond Li,
Rebekkah Hogan, Robin Battey, Rocky Wang, Rohan Maheswari, Russ Howes, Ruty Rinott,
Sai Jayesh Bondu, Samyak Datta, Sara Chugh, Sara Hunt, Sargun Dhillon, Sasha Sidorov, Sa-
tadru Pan, Saurabh Verma, Seiji Yamamoto, Sharadh Ramaswamy, Shaun Lindsay, Shaun Lind-
say, Sheng Feng, Shenghao Lin, Shengxin Cindy Zha, Shiva Shankar, Shuqiang Zhang, Shuqiang
Zhang, Sinong Wang, Sneha Agarwal, Soji Sajuyigbe, Soumith Chintala, Stephanie Max, Stephen
Chen, Steve Kehoe, Steve Satterfield, Sudarshan Govindaprasad, Sumit Gupta, Sungmin Cho,

13



Published as a conference paper at ICLR 2025

Sunny Virk, Suraj Subramanian, Sy Choudhury, Sydney Goldman, Tal Remez, Tamar Glaser,
Tamara Best, Thilo Kohler, Thomas Robinson, Tianhe Li, Tianjun Zhang, Tim Matthews, Tim-
othy Chou, Tzook Shaked, Varun Vontimitta, Victoria Ajayi, Victoria Montanez, Vijai Mohan,
Vinay Satish Kumar, Vishal Mangla, Vlad Ionescu, Vlad Poenaru, Vlad Tiberiu Mihailescu,
Vladimir Ivanov, Wei Li, Wenchen Wang, Wenwen Jiang, Wes Bouaziz, Will Constable, Xi-
aocheng Tang, Xiaofang Wang, Xiaojian Wu, Xiaolan Wang, Xide Xia, Xilun Wu, Xinbo Gao,
Yanjun Chen, Ye Hu, Ye Jia, Ye Qi, Yenda Li, Yilin Zhang, Ying Zhang, Yossi Adi, Youngjin
Nam, Yu, Wang, Yuchen Hao, Yundi Qian, Yuzi He, Zach Rait, Zachary DeVito, Zef Rosnbrick,
Zhaoduo Wen, Zhenyu Yang, and Zhiwei Zhao. The llama 3 herd of models, 2024. URL
https://arxiv.org/abs/2407.21783.

Yann Dubois, Xuechen Li, Rohan Taori, Tianyi Zhang, Ishaan Gulrajani, Jimmy Ba, Carlos
Guestrin, Percy Liang, and Tatsunori B. Hashimoto. Alpacafarm: A simulation framework for
methods that learn from human feedback, 2024. URL https://arxiv.org/abs/2305.
14387.

Hao Fu, Yao; Peng and Tushar Khot. How does gpt obtain its ability? tracing emergent abilities
of language models to their sources. Yao Fu’s Notion, Dec 2022. URL https://yaofu.
notion.site/b9a57ac0fcf74f30a1ab9e3e36fa1dc1?pvs=25.

Jinlan Fu, See-Kiong Ng, Zhengbao Jiang, and Pengfei Liu. Gptscore: Evaluate as you desire, 2023.

Yifu Gao, Yongquan He, Zhigang Kan, Yi Han, Linbo Qiao, and Dongsheng Li. Learning joint
structural and temporal contextualized knowledge embeddings for temporal knowledge graph
completion. In Findings of the Association for Computational Linguistics: ACL 2023, pp. 417–
430, Toronto, Canada, July 2023. Association for Computational Linguistics. URL https:
//aclanthology.org/2023.findings-acl.28.

Gemini-Team, Rohan Anil, Sebastian Borgeaud, Jean-Baptiste Alayrac, Jiahui Yu, Radu Soricut,
Johan Schalkwyk, Andrew M. Dai, Anja Hauth, Katie Millican, David Silver, Melvin Johnson,
Ioannis Antonoglou, Julian Schrittwieser, Amelia Glaese, Jilin Chen, Emily Pitler, Timothy Lilli-
crap, Angeliki Lazaridou, Orhan Firat, James Molloy, Michael Isard, Paul R. Barham, Tom Hen-
nigan, Benjamin Lee, Fabio Viola, Malcolm Reynolds, Yuanzhong Xu, Ryan Doherty, Eli Collins,
Clemens Meyer, Eliza Rutherford, Erica Moreira, Kareem Ayoub, Megha Goel, Jack Krawczyk,
Cosmo Du, Ed Chi, Heng-Tze Cheng, Eric Ni, Purvi Shah, Patrick Kane, Betty Chan, Manaal
Faruqui, Aliaksei Severyn, Hanzhao Lin, YaGuang Li, Yong Cheng, Abe Ittycheriah, Mahdis
Mahdieh, Mia Chen, Pei Sun, Dustin Tran, Sumit Bagri, Balaji Lakshminarayanan, Jeremiah
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Giannoumis, Wooyeol Kim, Mikołaj Rybiński, Ashwin Sreevatsa, Jennifer Prendki, David So-
ergel, Adrian Goedeckemeyer, Willi Gierke, Mohsen Jafari, Meenu Gaba, Jeremy Wiesner, Di-
ana Gage Wright, Yawen Wei, Harsha Vashisht, Yana Kulizhskaya, Jay Hoover, Maigo Le, Lu Li,
Chimezie Iwuanyanwu, Lu Liu, Kevin Ramirez, Andrey Khorlin, Albert Cui, Tian LIN, Mar-
cus Wu, Ricardo Aguilar, Keith Pallo, Abhishek Chakladar, Ginger Perng, Elena Allica Abellan,
Mingyang Zhang, Ishita Dasgupta, Nate Kushman, Ivo Penchev, Alena Repina, Xihui Wu, Tom

16



Published as a conference paper at ICLR 2025

van der Weide, Priya Ponnapalli, Caroline Kaplan, Jiri Simsa, Shuangfeng Li, Olivier Dousse,
Fan Yang, Jeff Piper, Nathan Ie, Rama Pasumarthi, Nathan Lintz, Anitha Vijayakumar, Daniel
Andor, Pedro Valenzuela, Minnie Lui, Cosmin Paduraru, Daiyi Peng, Katherine Lee, Shuyuan
Zhang, Somer Greene, Duc Dung Nguyen, Paula Kurylowicz, Cassidy Hardin, Lucas Dixon, Lili
Janzer, Kiam Choo, Ziqiang Feng, Biao Zhang, Achintya Singhal, Dayou Du, Dan McKinnon,
Natasha Antropova, Tolga Bolukbasi, Orgad Keller, David Reid, Daniel Finchelstein, Maria Abi
Raad, Remi Crocker, Peter Hawkins, Robert Dadashi, Colin Gaffney, Ken Franko, Anna Bu-
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Rueda, Amanda Pestana, Amir Feizpour, Ammar Khan, Amy Faranak, Ana Santos, Anthony

22

https://github.com/kingoflolz/mesh-transformer-jax
https://aclanthology.org/2023.acl-long.754
https://aclanthology.org/W17-4413
https://aclanthology.org/W17-4413
https://dumps.wikimedia.org


Published as a conference paper at ICLR 2025

Hevia, Antigona Unldreaj, Arash Aghagol, Arezoo Abdollahi, Aycha Tammour, Azadeh Haji-
Hosseini, Bahareh Behroozi, Benjamin Ajibade, Bharat Saxena, Carlos Muñoz Ferrandis, Daniel
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ETHICS STATEMENT AND LIMITATIONS

While we systematically study the impact of code data on downstream natural language tasks, we
do not study its impact on safety and bias. Additionally, given the nature of pre-training and the
number of ablations we have conducted we were limited by the scale of larger model sizes due to
prohibitive compute costs.

REPRODUCIBILITY

We provide details about our data mixture (Section 2.1), data filtering (Appendix C.1, C.2, C.3),
evaluation (Section 2.2, Appendix A) and training (Section 2.3) setups. We believe these details
provide a clear picture on how to obtain our data setup, model ablations and evaluation results.

A EVALUATION DETAILS

We briefly describe the details of our evaluation benchmarks and the composite datasets used for
each category below:

1. World knowledge. These benchmarks aim to measure world knowledge, testing knowl-
edge memorization, retrieval, and question answering capability given context. We include
Natural Questions Open (Kwiatkowski et al., 2019), and TriviaQA (Joshi et al., 2017) as
the datasets. We report the average exact match scores for both these benchmarks.

2. Natural language reasoning. The Natural language (NL) reasoning suite consists of 11
benchmarks that involve natural language based reasoning such as Question Answering
(Clark et al., 2019; Seo et al., 2018; Welbl et al., 2017; Sap et al., 2019; Choi et al., 2018),
natural language inference (NLI) (Wang et al., 2020; de Marneffe et al., 2019; Wang et al.,
2020), sentence completion (Mostafazadeh et al., 2016; Zellers et al., 2019), co-reference
resolution (Sakaguchi et al., 2019) and general intelligence (Clark et al., 2018). We include
a full list of the constituent benchmarks in Table 1. We report the average accuracy scores
across all benchmarks.

3. Code. While our main focus is general performance, we also want to measure any changes
to code generation performance. For code benchmarks, we focus on the function comple-
tion task. We evaluate on HumanEval-Python (Chen et al., 2022) and MBPP (Austin et al.,
2021). We report the average pass@1 scores of these benchmarks.

B SUMMARY RESULTS FOR PRE-TRAINING RECIPES

Summary results are shown in Table 2.

C CODE-DATASETS FILTERING

C.1 QUALITY FILTERS

In addition to the deduplication and quality filtering applied on the GitHub scrapes by Starcoder for
The Stack dataset (Li et al., 2023a), we apply filters to remove documents with greater than 1000
float numbers, with instances of the string 0x, that are lists of top-level domains, and with ’generated
by’ in the first 400 characters

C.2 PROGRAMMING LANGUAGES PRESENT IN WEB-BASED CODE DATASET

Programming languages included in our version of The Stack dataset are present in Table 3

C.3 MARKUP-STYLE PROGRAMMING LANGUAGES PRESENT IN WEB-BASED CODE DATASET

Markup-style languages included in our version of The Stack dataset are in Table 4
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Task Dataset Metric

WORLD KNOWLEDGE TASKS

Question Answering TriviaQA (Joshi et al., 2017) 0-shot Acc.
NaturalQuestionsOpen (Lee et al., 2019) 0-shot Acc.

NATURAL LANGUAGE REASONING

Question Answering

BoolQ (Clark et al., 2019) 0-shot Acc.
PiQA (Seo et al., 2018) 0-shot Acc.
SciQ (Welbl et al., 2017) 0-shot Acc.
SocialIQA (Sap et al., 2019) 0-shot Acc.
QUAC (Choi et al., 2018) 0-shot Acc.

Natural Language Inference SuperGLUE-CB (Wang et al., 2020; de Marneffe et al., 2019) 0-shot Acc.
SuperGLUE-COPA (Wang et al., 2020) 0-shot Acc.

Sentence Completion StoryCloze (Mostafazadeh et al., 2016) 0-shot Acc.
HellaSwag (Zellers et al., 2019) 0-shot Acc.

Coreference Resolution Winogrande (Sakaguchi et al., 2019) 0-shot Acc.
General Intelligence ARC-Easy (Clark et al., 2018) 0-shot Acc.

TEXT GENERATION

Open-Ended Generation Dolly-200 (English) (Singh et al., 2024) 0-shot win-rate

CODE GENERATION

Function completion HumanEval (Chen et al., 2021) 0-shot pass@1
MBPP (Austin et al., 2021) 0-shot pass@1

Table 1: Datasets considered for evaluation: We conduct extensive evaluations across benchmarks
detailed above. These provide valuable proxies for performance in natural language reasoning,
world knowledge, open ended text generation, and code generation tasks.

Model Variant Recipe Token Count Natural Language Code Total Avg.
Text Code Reason. Know. Avg.

TEXT-ONLY
Pre-training 400B - 49.0 9.5 29.2 0.4 19.6
Cooldown +32B +8B 54.1 11.1 32.6 4.4 23.2

BALANCED-ONLY
Pre-training 200B 200B 51.8 8.1 30.0 9.0 23.0
Cooldown +32B +8B 53.2 11.1 32.1 8.4 24.2

BALANCED → TEXT
Pre-training Init. 100B 100B 52.0 7.4 29.6 7.8 22.4
Continue Pre-train. +180B +20B 53.0 9.9 31.5 4.8 22.6
Cooldown +32B +8B 54.9 10.9 32.9 5.8 23.9

CODE → TEXT
Pre-training Init. - 200B 44.7 1.5 23.1 15.5 20.6
Continue Pre-train. +180B +20B 53.3 9.5 31.4 4.1 22.3
Cooldown +32B +8B 52.1 10.3 31.2 7.5 23.3

Table 2: Model variants with the corresponding pre-training recipes: Pre-training recipes in-
clude initial pre-training, continued pre-training, and cooldown phases. Balanced→Text achieves
the best NL performance while Balanced-only performs significantly better in code generation.

D LLM JUDGE PROMPT AND PREAMBLE FOR WIN-RATES

Preamble

You are a helpful following assistant whose goal is to select the
preferred
(least wrong) output for a given instruction.

Prompt

Which of the following answers is the best one for the given
instruction.
A good answer should follow these rules:
1) It should have correct reasoning,
2) It should answer the request in the instruction,
3) It should be factually correct and semantically comprehensible,
4) It should be grammatically correct and fluent.

Instruction: instruction
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Language Name Proportion of total code documents
java 15.54
javascript 15.29
php 12.46
python 9.60
c-sharp 8.30
typescript 7.92
c 6.63
cpp 4.91
go 3.49
ruby 2.69
shell 1.82
kotlin 1.76
Swift 1.52
Vue 1.48
rust 1.00
scala 0.94
JSX 0.83
sql 0.74
dart 0.72
makefile 0.53
lua 0.47
haskell 0.45
smalltalk 0.43
tex 0.37
clojure 0.10

Table 3: Programming languages included in our version of The Stack dataset

Language Name Proportion of total code documents
markdown 54.23
yaml 10.77
json 9.97
html 8.57
css 6.86
SCSS 5.84
restructuredtext 2.26
TOML 1.25
rmarkdown 0.02
Sass 0.22

Table 4: Markup-style languages included in our version of The Stack dataset

Answer (A): completion_a

Answer (B): completion_b

FIRST provide a concise comparison of the two answers which
explains
which answer you prefer and why.
SECOND, on a new line, state exactly one of
‘Preferred: Answer (A)’ or ‘Preferred: Answer (B)’ to indicate
your choice
of preferred response.

Your response should use the format:
Comparison: <concise comparison and explanation>
Preferred: <‘Answer (A)’ or ‘Answer (B)’>
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E GENERATIVE WIN-RATES FOR IMPACT OF INITIALIZATION

Figure 8: Impact of initialization on generative quality as judged by LLM-as-a-judge.

F EVALUATION OF 470M COOLDOWN MODELS ON GSM8K

Figure 9: Evaluation of 470M cooldown models on GSM8K Including code in any stage of the
pre-training improves performance compared to the model where no code has been seen in any
of the training stages: pre-training, continual pre-training and cooldown. The most performant
model in this comparison has seen code in all stages including cooldown where it leads a significant
improvement (from 2.9 to 4.12, +42% relative gain).
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