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ABSTRACT

We study scaling laws of signSGD under a power-law random features (PLRF)
model that accounts for both feature and target decay. We analyze the expected
population risk of a linear model trained with one-pass signSGD on Gaussian-
sketched features. We express the risk as a function of model size, training steps,
learning rate, and the feature and target decay parameters. Comparing against the
SGD risk analyzed by |Paquette et al.| (2024), we identify a drift-normalization
effect and a noise-reshaping effect unique to signSGD. We then obtain compute-
optimal scaling laws under the optimal choice of learning rate. Our analysis shows
that the noise-reshaping effect can make the compute-optimal slope of signSGD
steeper than that of SGD in regimes where noise is dominant. Finally, we observe
that a stable-decay schedule—a simplified variant of the widely used warmup-
stable-decay (WSD) schedule—further reduces the noise term and sharpens the
compute-optimal slope, when feature decay is fast but target decay is slow.

1 INTRODUCTION

In large-scale language model training, neural scaling laws are a well-documented empirical regu-
larity: performance tends to improve predictably as data, parameters, and compute increase. |Kaplan
et al.| (2020) observed that the language model cross-entropy loss scales as a power-law of model
size M and number of steps N in terms of the risk formula R(M,N) ~ M~ ™ + N‘T"‘P_-] Also,
they observe that loss scales as the power of training compute, under optimal allocation of compute
between model size and number of steps.

A growing body of theory has sought to explain this phenomenon, most prominently by analyz-
ing the stochastic gradient descent (SGD) optimizer under the power-law random features (PLRF)
model (Paquette et al.l [2024; [Lin et al.| 2024} 2025). Yet, in practice, SGD is not the optimizer
that powers today’s state-of-the-art LLMs. Instead, training is dominated by Adam (Kingma & Bal
2014) and its variants. While Adam is considerably more difficult to analyze theoretically, it is of-
ten approximated in theory by the simpler signSGD (Bernstein et al., |2018a), which captures its
coordinate-wise adaptivity. This gap between practice and theory motivates a natural question: how
do scaling laws change when we replace SGD with signSGD? Addressing this question can help
align theory with optimizer choices used in practice, and clarify how adaptive updates could reshape
compute-optimal scaling regimes in the PLRF setting.

1.1 OUR CONTRIBUTION

We study the scaling law of signSGD in the power-law random features (PLRF) model, and our
contributions are as follows.

1. We derive a scaling law of signSGD with constant learning rates involving three variables (model
size M, training steps [NV, learning rate ) and two PLRF model parameters (feature decay «,
target decay (3); see (I2). By comparing with the SGD scaling laws of [Paquette et al| (2024) and
Lin et al.| (2024), we observe two effects of signSGD: a drift-normalization effect and a noise-

reshaping effect, inside the scaling law (see[Section 4.T).

"Here ~ denotes equality up to a multiplicative constant, i.e., f(x) =~ g(z) means c1g(z) < f(x) < cag(z)
for some constants ¢, c2 > 0.
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Figure 1: Left: SGD vs. signSGD; Right: signSGD with constant vs. stable-decay schedules.
Colored lines represent the training trajectories of each algorithm, and black lines denote the
compute-optimal curves. The upper right legend shows the theoretical value of the compute-optimal
slope. SignSGD achieves a steeper compute-optimal slope than SGD (left panel), and stable-decay
scheduling sharpens the compute-optimal slope relative to a constant schedule (right panel), for
some parameter configurations. See Appendix@ for parameters used in the experiment.

2. Under the fixed compute budget, we balance model size M and training steps IV, and optimize
over learning rate vo. This allows us to characterize the compute-optimal loss decay rate and
optimal model size with respect to the compute budget (see [Table I)). Comparing against the
compute-optimal scaling laws of SGD from |Paquette et al.[(2024) across regimes of the («a, 3)-
parameter plane, we find that signSGD can achieve better exponents in the SGD noise bottleneck

regimes, due to the noise-reshaping effect (see [Figure T)).

3. We show that learning rate scheduling can further reduce the stochastic noise of signSGD. We
analyze a stable-decay schedule, a simplified version of the warmup-stable-decay (WSD) sched-
ule (Wen et al.| 2024) widely used in large language model training. By maintaining drift velocity
by the stable interval and reducing stochastic noise by the polynomially decaying interval, this
schedule increases the compute-optimal slope in the PLRF setting for large v and small 3 (see
[Section 4.3|and [Figure I).

4. We empirically validate our theory; see Figure[I]and Appendix [C|for details.

1.2 RELATED WORK

Here we discuss directly relevant results; additional related work is deferred to Appendix

Empirical Scaling Laws. Modern empirical work shows that performance improves with scale
across data, parameters, and compute, following power laws across many domains (Hestness et al.,
2017). In language modeling, Kaplan et al.|(2020) document power-law loss trends over multiple
orders of magnitude and simple budgeting rules linking model size, data, and compute. Henighan
et al.[(2020) extend these curves to images, video, and multimodal settings. Building on this, [Hoftf-
mann et al.|(2022) argue that many LMs were under-trained on tokens and proposed data-optimal
scaling that substantially improves accuracy at fixed compute. Tissue et al.| (2024) investigate the
empirical scaling law with learning rate annealing.

Scaling Law Theory. Our work starts from the SGD scaling law in the PLRF model in |Paquette
et al. (2024) and|Lin et al.| (2024)). In particular, Paquette et al. (2024} derive a scaling-law formula
for one-pass SGD, where M, N, and vy denote the model size, number of training steps, and learning
rate, respectively, and « and S are the feature- and target-decay parameters.

) _ _2042p5-1 B _2a-1 _4da-—1

R(M,N,70) =~ M_20max(01720) 4 (Nyo)™ " 20 + M ' (Ny)™ 20 +70(Nyo)™ 2o
=:A(M) =DSEP (N y0) =DSSP (M, N,70) =:NSGD (N 70)
(1)
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The A(M) corresponds to the approximation error, i.e., the loss as N — oo. [Paquette et al.
(2024) explained that DSEP (I, 7o) represents the aligned feature loss, as it coincides with the loss
for a diagonal sketch matrix S (see for formal description). They also explained that
DESD(M , N, v0) corresponds to the distorted feature loss, arising from projection with a random
matrix S, and it decays more slowly than the aligned feature loss. Finally, N59P (N, ~,) captures

the SGD noise, stemming from the quadratic term in the Taylor expansion of the SGD update.

Several subsequent papers extend this baseline along two axes: (i) optimizer changes and (ii)
model/training-protocol changes. On the optimizer side, Ferbach et al.| (2025) investigate dimension-
adapted Nesterov acceleration in the PLRF model and argued that it gives a better scaling law for
2 > 1 regime. [Kunstner & Bach|(2025) compare the gradient descent and sign descent scaling law
in the linear bigram model. Comparison with their work is in Appendix Lin et al.| (2025) cover
the multi-pass SGD scaling law identifies the effect of data reuse for the scaling law. Discussion on
the model side is deferred to Appendix [B]

SignSGD Dynamics. Bernstein et al.|(2018a)) give the non-convex convergence rate of signSGD.
Xi1ao et al.|[(2024) derive the SDE and ODE of signSGD risk. The ODE we derive matches theirs
in final form; however, we obtain it in an alternative route that does not require a spectral lower
bound on the covariance matrix that they imposed. Detailed comparison with | Xiao et al.|(2024) is in
Appendix [B.2] |Compagnoni et al.| (2024) derive SDEs for adaptive methods, including signSGD.

2 PROBLEM SETUP

2.1 NOTATION

We use bold lowercase letters (e.g., w) to denote vectors and bold uppercase letters (e.g., A) to
denote matrices. For vectors u and v, we denote the outer product by u ® v := uw'. And \;(A)
denotes the i-th eigenvalue of the matrix A. For positive-valued functions f(x) and g(z), we use
f(x) < g(x) if there exists C' > 0 such that f(z) < Cg(x) for sufficiently large =, and we use
f(z) = g(z) if there exist ¢, C' > 0 such that cg(z) < f(z) < Cg(x) for sufficiently large z.

2.2 MODEL

We consider the power-law random features (PLRF) model, parameterized by & € R . Given a
feature-label pair (x,y) € R? x R, the parameter @ plays the role of a linear regression coefficient
vector on the sketched features Sz (for some S € RM*?) and the population risk function is

L(6) = Eo[((Sx.0) — )?).
The data are generated as follows: the feature vector € R? is drawn from N (0, H) with H =
diag(172«,2722 ... d~2), and the label is y = (z,w*) with w* = [177. 278 ... d=#]T; we
call o and f3 feature-decay and target-decay parameters, respectively. The sketch matrix § € RM >4

is a random matrix that has i.i.d. entries N (0,1/M), is drawn once and then held fixed throughout
training; we refer to M (with M < d) as the model size. Under these model assumptions,

L(6) = ||H'?(5T6 —w")|*.

We assume d > rM for some r > 1, and let d/M — (1,00] as d, M — oo when 2« > 1, and
d/M — (1,00) when 2« < 1. The projected optimal parameter is

0" = (SHST) 'SHw". 2)
Define w; = w* — S§T0* so that w* = ST0* + w, and SHw, = 0. The risk decomposes as
L(6) = |H'*ST(6 — 6")|I” + | H' *w_||*,

where the second term represents the approximation error.
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SignSGD. We estimate the minimizer of the population risk via empirical risk minimization using
signSGD. At step k, we draw a fresh sample (zy, y) from the model in and form the
stochastic gradient

gr = ((Szk, 0) — yi) Sy 3)
The signSGD update rule is

0141 = O — i sign(gr) = O, — i sign ((Szy, Ox) — yi) sign(Sxy).
2.3  REPRESENTATION OF THE RESULT

Let R(M, N, ) denote the L(6y) under learning rate 7o and fixed model size M. We define the
computational budget in terms of FLOPs as f = M N, and consider the optimal model size M*
under fixed f, and optimal scaling of learning rate in the form g = M —¢"_ For SGD, Paquette et al.
(2024) derive compute-optimal scaling laws of the following form:

s R(Mgg) =

Our objective is to derive analogous formulas for signSGD, namely R(M,N,~,) and
R(M x ML*, 07 ) , and to compare them with the corresponding results for SGD.

3 ANALYZING THE SIGNSGD

In this section, we formulate the implicit integral equation for signSGD. We define
K =SHS", K =diag(K) '?K, K, = arcsin(diag(K) /2K diag(K)~'/?), (@)
where arcsin is applied entry-wise; we use these matrices and notation throughout the paper. We
decompose the risk via
ri(N) = (Oy — 0*) T (Ku; ® w;)(0y — 0%),
where wu;, w; are the right/left eigenvectors of K corresponding to the ith eigenvalue \;(K). This
modal decomposition matches that of Xiao et al.|(2024). For brevity we write L(N) = L(0x).
M
L(N)=> ri(N) + |[H 2w, . (5)
i=1
In Appendix[D.1] we derive the one-step update formula for signSGD on a quadratic objective, using
a second-order Taylor expansion and sign—Gaussian identities. Applying this to r; yields

4 P 2 2
E[ri(k + 1) — ri(k)| Fx) = — %Lk(k) (K (k) + % w] K,Ku, . 6)
—
T quadratic noise

1. Drift. The first term in (6) yields a systematic decrease of mode i: it is proportional to the
curvature \;(K) and the learning rate -y, while the factor 1/+/L(k) self-normalizes the
step. Note that the directions corresponding to larger eigenvalues contract faster.

2. Quadratic noise. The second term in @ is an O(7) variance injection shaped by
curvature and the sign-noise covariance. It is independent of r;(k) and may set a
mode—dependent noise floor, unless v decays.

Overall, one-step progress reflects a balance between drift and quadratic noise: when r;(k) is large,
the drift decreases r; (k); near the optimum, quadratic noise can dominate and cause ; (k) to plateau.

Converting the one-step update formula to the continuous-time ODE, we obtain

: 4 — 27;
dri _ _ _ M\ r(t) + e
dt Tyo+/ L(t) 0

_.pari = poise (¢
—: it (4) (1)

w] K,Ku,; . 7

>We treat L and r; as their continuous extensions, allowing arbitrary positive real inputs.
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Compared to SGD, the drift is self-normalized by 1/+/L(t) and the quadratic noise term does not
carry the extra L(t) factor present in SGD. So, for the constant learning rate, the quadratic noise does
not decrease over time. The variation-of-constants formula gives the implicit integral representation

N N N _
ri(N) = r;(0) exp{—/ Parift () du} + / exp{—/ Parift () du} x OIP¢(2) dz. (8)
0 0 z

Summing over modes, we define

Ldrift(N) —_ exp{ @drlft )du} , (9)

Lnome Z/ exp{ @drlft )du} x (b;_loise(z) dz. (10)

Exact formulation of L (N) and L"*¢(N) can be find in of Appendix m D.2| Then by (5) our
risk is decomposed as

L(N) = LY¥Y(N) 4+ L™(N) + | HY ?w_ || . an
————

approx

4 MAIN RESULTS

4.1 LosS FORMULA FOR CONSTANT LEARNING RATE
We now analyze to get R(M, N, ), which is L(N) under learning rate -, and model size M.

e For LYi(V), we use a deterministic approximation (Appendix [D.2.2)) similar to [Paquette et al.
(2024), and obtain the asymptotic self-consistent equation: with Iy, = M ™in(@.0-5)~

2a+28-1 2a—1

N - 2a N T 2a
Ldrift(N) = (FM/ Ldrifl(u)fl/Q du) + M1t (FM/ Ldrifl(u)71/2 du)
0 0

Solving this yields signSGD counterparts of the aligned- and distorted- feature loss terms in (1),
denoted by D}*" (M, N,~o) and D32" (M, N, ~o); see (12) below for their precise forms.

* For L"¢( V') and approximation term, we calculate the limit loss L, and get
Lo~ max{’yg M2-min(1,20) ||H1/2wJ_||2}

Lastly we use approximation error result from [Paquette et al.[(2024); |Lin et al.[(2024),

HH1/2wJ_||2 = M—2a+max(0,1—25).

Combining two parts yields a proxy, and we prove that it satisfies the implicit integral equation
in Appendix [D.3.4]and [D.4.4] Finally, we get the following four-term scaling law formula for one-
pass signSGD on area —a + 0.5 < < a + O.S:EI
) 2(20+28—1)
R(M,N,~y) ~ 20+ max(0,1-25) + (Mmm(mO.S)N,yO)* 2a—2B+1
=:A(M)

=D (M,N o)

6a—1 2(2a—1)
+ M 2a+1 (N’YO)_ 2a+1 + 72 2 pr2- min(1,2a) )

12)

=:D3E" (M.N.0) = NEER (M 70)

i . _2Qat26-1)
*For the case B > a + 0.5, D" (M, N, 7o) takes form of (1 — xM™™(*0-5) Niyg) ™ 2a=26+T | See
Appendix D.5]for more details.
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Interpretation. The term A(M) is the approximation error (irreducible as N — o0).
The terms D" (M, N,~) and Di2"(M,N,~o) arise from the drift's exponential damping

r;(0) exp{— fON Prift () du} and correspond to the aligned and distorted feature losses of SGD

scaling law in Paquette et al.|(2024). The term N18" (M, ~,) captures the quadratic noise from the
one-step Taylor expansion, specific to one-pass signSGD.

Comparison. We compare our signSGD scaling law formula with the SGD formula (1)) of |Paque-
tte et al.|(2024). Since the approximation error is optimizer-independent, the term .A(M ) remains un-

changed. For the N-exponent in D, and Dg;s, when the absolute value of the exponent is x for SGD,
then it changes to 52~ in signSGD, which is strictly larger than x. Therefore, D},#" (M, N,~o) and
DZE“ (M, N, o) decrease faster in the number of steps IV under signSGD. By contrast, the signSGD
noise term N*18% (M, ~,) does not decay with IV, whereas the SGD noise A5G (N, ~q) doesE]

We discuss underlying mechanism that modifies the drift terms D,j, Dqis, and the noise term N

* Drift terms (Drift-normalization effect): In signSGD, the drift in (ﬁ) is \7;'(7) Ai(K), whereas
for SGD it is 2y A\;(K); see for K, K. The diagonal preconditioning embedded in K con-
tributes an extra factor M ™*(®1/2)_ The normalization by /L (k) replaces the effective flow time
N~p with v fON L(u)~1/? du, which accelerates progress in training whenever L(u) < 1. Thus,

in the aligned/distorted drift terms, (N+) is replaced by M™in(®:1/2)~, fON L(u)~2 du.

* Noise term (Noise-reshaping effect): The signSGD noise in (@) is % w;r K, Ku;, while for
SGD it is 72 (v, Kv;) L(k) with v; an eigenvector of K. The normalization removes the mul-
tiplicative L(k) in signSGD, eliminating the Volterra structure present in [Paquette et al.| (2024).
This difference is crucial: the lack of L(k) in the quadratic term ultimately yields a noise term that
does not decay in N. Meanwhile, an additional M -dependence arises from working in the K-
(rather than K -) eigenbasis due to diagonal preconditioning.

4.2 COMPUTE-OPTIMAL RESULT UNDER OPTIMAL CONSTANT LEARNING RATE

In the constant learning-rate schedule, we allow 7, to scale with the model size via vy = M ~°.
The hyperparameter e directly influences the compute-optimal scaling lawE] Following |Paquette
et al.| (2024)), we distinguish the maximal and optimal learning rates for SGD. The maximal rate
is the largest step that yields a stable (non-exploding) recursion; for signSGD, it leads to a zero
compute-optimal slope (see Appendix [E.I). We therefore focus on the optimal learning rate -,
which maximizes the decay exponent 7 in

R(M*, §/M*, 7)) = §,
where M* denotes the model size minimizing R(-) at fixed compute budget f.

To characterize the compute-optimal scaling, set vg = M ¢, M = %, and N = §1=% (with
x € [0, 1]), and solve

(e*,x*) € argmin R(M, N, ) = argmin R(F*,§' 7%, ). (13)
e,xr e,r

Then M* = §*, N* = §1=*" and v¢ = (M*)~°", and at the optimum
R(M*, §/M*, 7)) ~ ",
for some n(a, 8) > 0, which we refer to as the compute-optimal slope.

In problem , each of the four terms in (12) scales as f~(%*), so minimizing R is equivalent
to maximizing min{¢y, ¢a, ¢3, £, }. The optimal value (e*, x*) is obtained by balancing three active
exponents. The resulting formulas and dominant and balancing terms are summarized in Table [T}
see Appendix [E.2]for details.

*As we set yo as M ~¢ later, decay with respect to M depends on the choice of ~o.
One may wonder why we do not parameterize by N. Setting vo = M ¢ is without loss of generality, since
in the compute-optimal case both M and N are expressed as powers of the total compute §.
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Figure 2: Left: Phase plane for sign SGD; Right: Phase plane for SGD. The white region indicates
parameter values with no power-law scaling. The dark blue area represents the region where stable-
decay scheduling (Section yields a better compute-optimal exponent.

Table 1: Dominant and balancing terms, optimal learning rate, compute-optimal model size, and
risk across different (o, 3) phases. Refer to for the definitions of the terms A, D,;,Dqis, N. See
Figures @ to @in the Appendix for empirical validation of the theoretical exponents.

Term structure Compute—optimal
Phase Dominant terms  Balancing terms 5 M* R (M*, 55,75)
Aa M —(eth) f2a1+1 §- 2&24;2f171
2841 1 20428—1
Ab M~ 2 2 T2
Phase A A, Dal,N A, Dal,N f 2a4238—1 _ a(2a428-1)
Ac M1 f2RF-a(28-3)-1) § 2-a(2B-3)-1
Ad M~! fﬁ - P
Ba M- 20+46-1 B _2a+428-1
a 15 at+h 20+208
Phase B A, D.1,Dais, N Da1,Dais, N 6a+t1 f2a+1 f da
Bb M da+2 f4a+1 f‘@

We follow Paquette et al.|(2024) in defining phases by dominant terms; to avoid confusion with
their SGD phases, we label our signSGD phases by uppercase letters. Accordingly, any reference to
Phase I-1V hereafter refers exclusively to the SGD phases of |[Paquette et al.| (2024). For signSGD,
the phase plane is simpler: when o« > 0.5 and 8 > 0.5 (Phase B) all four terms are dominant;
otherwise (Phase A) the dominant terms are A(M ), D5#" (M, N, vo), and 518" (M, 7). We declare

subphases whenever the formula of at least one of yg = M ¢, M*, or R(M™*,{/M*,~¢) changes.
These changes occur across the boundaries « = 0.5, 5 = 0.5, and § = « + 0.5, yielding six
subphases in total (Phase A split into four, Phase B into two). For context, [Paquette et al.| (2024)
partition the («, 3)-plane into four phases with seven subphases.

Remark 1 (Dominant vs. balancing terms). Dominant terms are those that can lead the risk for some
(Y0, M, N). Balancing terms are the ones that tie (hence “balancing”) at the compute-optimal choice
(7§, M*, N*) and therefore determine the slope; they form a subset of the dominant terms.

Comparison of Compute-optimal Results. For the intersection of Phase Aa, Ab, Ac, Ba and
Phase I, II, the compute-optimal slope (v, 3) and optimal model size M* are the same for signSGD
and SGD. In contrast, for the area of Phase III, IV excluding the case 0.25 < a < 1/3, 8 >
(1 —a)(1 —22)/(2(1 — 3cr)) (See Figure [din the Appendix for the visualization of this area), the
compute-optimal slope 7(a, 8) for signSGD is steeper than that for SGD, and the optimal model
size is bigger in signSGD. We refer to this region as the Area III-IV,. Finally, for the optimal
learning rate yy = M ¢, the exponent e* is always bigger in signSGD, which means signSGD
always has a smaller optimal learning rate.
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4.3 EFFECT OF STABLE-DECAY SCHEDULING

For a stable-decay schedule, we set the learning rate to v, = 7o f (k) with
1’ k; S pNa
f(k) = —c (14)
(1+7(k—pN)) ", k>pN,

where p,c € (0,1) and 7 > 0. In other words, the learning rate remains constant for the first pN
steps, and then decays polynomially with exponent ¢ for the remaining (1 — p) N steps.

In Phase Aa, the f-scheduled noise bound can improve over constant LR:
Lnoise(N) < ’YSMN?ZC + ,.YOQ%MiNf(lfc)(lfi).

Combining this with the drift and approximation terms, and then optimizing over e of vy = M ~¢,
the decay parameter ¢, and the model size M, yields the f-scheduled risk bound
i 2(4a—1)(20+28—1)
Ry(M*,§/M*,(M*)™¢ ) < f 10e*+saftza=26-1, (15)

The absolute value of the exponent in exceeds the compute-optimal slope under constant learn-
ing rate when @ > 0.5and 0.5 —a < 8 < %. Thus, stable-decay scheduling yields a strictly
larger compute-optimal slope in the upper left region of Phase Aa (marked with dark blue in Fig-

ure[2). We will refer to this region as Area Aa* throughout the paper.

Scheduling does not improve the SGD compute-optimal exponent in Phases I-1I (see Appendix [F.4).
Thus, with scheduling, signSGD achieves a larger compute-optimal exponent compared to SGD in
Area Aa*.[q

5 DISCUSSION: WHERE AND WHY SIGNSGD PROVIDES BENEFITS?

With a constant learning rate yo = M ~°, signSGD yields improvements over SGD in Area III-IV .
Under stable-decay scheduling, we find signSGD also provides benefits in Area Aa*.

Mechanisms. These gains can be explained by noise-reshaping, together with drift-normalization.
In Paquette et al.| (2024), Phases III-IV are the SGD noise-bottleneck regimes. By contrast,
noise-reshaping in signSGD can alleviate this bottleneck with a suitable learning-rate choice, yield-
ing improved compute-optimal slopes.

Role of Learning-rate Scaling. The signSGD noise term with constant LR is N/5&%(M, ) =
7¢ M2—min(1,20) “whereas for SGD it is NSCP(N,70) = 7o(Nyp) e D/Co) If oy < 1,
N8 (M ~0) is much larger than NSGP (N, 7), making the compute-optimal slope asymptotically
zero. Hence, we set 7o = M ~¢ and optimize e to balance terms and obtain a steep compute-optimal
curve: decreasing o lowers A/58%()M, ~,) while increasing the drift terms Dzilgn(M ,N,v) and

D3E" (M, N, ~p), and the optimal e strikes the balance.

Why Gains Arise in Area III-IVy,,. For SGD, the shape of N SGD(N ,70) makes it dominate
DSCEP (N, 7p) at the compute-optimal point in Phases III-1V. For signSGD, noise-reshaping alters

NS (M, ~0) 50 it can balance against DSE" (M, N,~,), while drift-normalization steepens the
decay of D} *" (M, N, o). This creates room for a balance in which both terms are smaller than the
SGD noise N54P (N, ~¢) at optimum, explaining the improvements in Area III-TVy,.

Why Stable-decay Scheduling Helps. For a learning-rate schedule vy, = o f (k) with general f,
the drift-only self-consistent solution in Phase Aa takes the form

_ 2(2042B8-1)

N
(M1/2'YOF(N)) Ta-ZHFL where F(N) ;:/0 f(u) du.

SWhether scheduling benefits other regions of signSGD or other phases of SGD remains open, since for
both methods the scheduled noise upper and lower bounds do not match tightly, even up to constant factors.
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This can be viewed as D%\&" (M, N, o) with N replaced by F/(V). This aligns with empirical obser-
vations that a loss term can decay polynomially with the area under the learning-rate curve (Tissue
et al.,[2024).

In contrast, the noise term depends most heavily on the learning rate near the end of training, since
earlier noise can be damped by later drift; see . Stable-decay preserves the total area F'(N') asymp-
totically while shrinking the late-stage learning rate, thereby reducing noise without sacrificing drift.
As a result, stable-decay scheduling yields a larger compute-optimal slope in Area Aa* (upper-left
Phase Aa; see Section for intuition). More broadly, we conjecture that appropriate scheduling
can further reduce the signSGD noise term, enabling improvements beyond Area III-IV .

5.1 HYPOTHESIS FOR THE POSITION OF THE BENEFICIAL AREA

Here, we hypothesize why the areas with improved — (0.7,0.1,-0.06) —— (0.7, 1.1, -0.11)
scaling law lie near the left edge (small 3) and the (0.7, 0.6, -0.23)
right side (5 > «) of the phase plane.

100—5

Heuristic Criterion. Let “target decay” denote
the decay of the projected optimum 6* in (2),
and “stochastic-gradient decay” the decay of the
stochastic gradient in (3). SignSGD is advanta-
geous when the target decays more slowly than the
stochastic gradient. Under SGD, coordinates with
smaller gradients take smaller updates; if the tar-
get does not decay much, those coordinates still

._

o
L
1

J===w N

Absolute Value of Components
o
|

require learning targets of comparable magnitude, e— Ty S
so more iterations are needed—an inefficiency that 10~ et
signSGD mitigates by normalizing per-coordinate 100 10! 102 10
updates via the sign operation. Index i

. . Figure 3: Decay of 8* in the basis of
Whe.n Does This Occur? Observations and  colymns of U compared to w*. The legend
Conjecture Writing SHS' = UAUT, the oy he top shows (o, 3, fitted slope of U 8*).
expected stochastic-gradient along the U basis
decays as i2®. For the projected target 8* =
(SHS")"1SHw", the components U " 8* behave similarly to w* = [jfﬁ]?zl on the leading
indices. The critical part is the relative decay rate of U T 8* versus i ~2%. See Appendixfor details
of analysis.

Figure illustrates our empirical observations about these patterns. For (o, ) = (0.7,1.1), U T 8*
plateaus quickly; for (0.7, 0.6) it decays longer; and for (0.7, 0.1), since w™* hardly decays, the target
also shows little decay.

These observations suggest that in the left region (small ) and the right region (5 > «), the targets
decay more slowly than the stochastic gradient, whereas in the middle band (0.5 < 5 < «) they do
not. This could potentially explain why the signSGD-beneficial area appears near the left edge and
the right side of the phase plane.

6 CONCLUSION

We derived the scaling law of signSGD under the PLRF model and identified two distinctive
effects—drift-normalization and noise-reshaping—relative to SGD. Analyzing compute-optimal
tradeoffs, we showed that signSGD achieves steeper slopes than SGD in the noise-bottleneck
regimes, and that a stable-decay schedule further improves performance in the Area Aa*. Addi-
tionally, in Appendix [H| we analyze Adam using the heuristics of |Xiao et al.| (2024) and observe
the same scaling law as signSGD, consistent with our experiments; deriving Adam’s scaling law
without heuristic assumptions is a compelling direction. We defer limitations and additional future
works to Appendix [A]
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SUPPLEMENTARY MATERIALS FOR
“SCALING LAWS OF SIGNSGD IN LINEAR REGRESSION:;
WHEN DOES IT OUTPERFORM SGD?”

USAGE OF LLM

We primarily used LLMs to polish the English writing throughout the paper. They were also em-
ployed to help us identify additional related work beyond those we were already familiar with. When
preparing well-formatted tables, we relied on LLMs for assistance. We also used LLMs to refine La-
TeX code so that complicated formulas appeared clean and readable in the manuscript. Finally, we
sought LLM support for debugging code used in our experiments.

OVERVIEW OF APPENDIX

(1) In Appendix [A]we discuss limitations and future works.

(2) In Appendix [B] we discuss more related works beyond those discussed in Section[I.2} and pro-
vide a detailed comparison with closely related works.

(3) In Appendix [C] we present experimental results which support our theory.

(4) In Appendix@]we derive the scaling law formula of R(M, N,~o) under constant learning
rate. We first derive a one-step update formula and convert it to an ODE to get an integral
equation. We use a deterministic approximation for the integral equation with experimental
results. Then we set a proxy of the loss function and verify that it satisfies the integral equation.

(5) In Appendix E]We discuss the maximal learning rate deferred from the main text, and derive the
optimal learning rate, compute-optimal loss, and optimal model size in Table[I]

(6) In Appendix [F we derive the result for stable-decay learning rate in Section[d.3]

(7) In Appendix[G|we provide analysis for stochastic gradient decay and target decay deferred from
Section[5.11

(8) In Appendix [H) we derive scaling law of Adam under heuristic proposed by Xiao et al. (2024),
and verify our results with experiment.

(9) In Appendix [[]we provide omitted analysis from Appendix

A LIMITATION AND FUTURE WORK

Limitation. Our analysis assumes batch size 1 and focuses on the PLRF setting with diagonal
covariance H'; extensions to mini-batch and more general covariances are not covered here. For
scheduling, we analyze a stable-decay template; exact asymptotics for broader schedules remain
open. We also use a deterministic approximation whose accuracy we verify empirically; tightening
constants and extending the formal guarantees are left for future work.

Future Work. Combining signSGD with dimension-adapted acceleration (Ferbach et al.| [2025)
and extending the framework to more complex architectures (e.g., two-layer linear networks or
self-attention) are promising avenues.

B ADDITIONAL RELATED WORK

More Related Works on Empirical Scaling Laws. [Porian et al.| (2024) resolve discrepancy be-
tween |[Kaplan et al.| (2020) and Hoffmann et al.| (2022)). [Kumar et al.| (2024) investigate precision-
aware scaling law.

12
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More Related Works on Scaling Law Theory. There are lines of work analyzing more complex
models compared to the power-law random features (PLRF) model. |Bordelon et al.| (2025) investi-
gate the scaling law of a two-layer linear neural network with projected gradient descent, and argued
the benefit compared to the PLRF model, which is one-layer. Ding et al|(2025) cover the scaling
law of quadratically parameterized linear regression with SGD. [Lyu et al.| (2025) cover the scaling
law of linear self-attention under gradient flow.

Sharma & Kaplan| (2020) show that test loss scales as a power-law of model size in regression prob-
lems. Hutter| (202 1)) investigates binary classification using a tabulation learning algorithm, deriving
a power-law scaling with respect to dataset size. Bahri et al.[(2024) analyze a linear random features
model with SGD, showing a power-law decay in test loss with respect to sample size (or model size,
when the other is infinite). Bordelon et al.| (2024) derive a power law over model size, dataset size,
and time for the linear random features model under gradient flow dynamics.

More Related Works about signSGD and sign descent. |Balles et al. (2020) investigate the ge-
ometry of sign gradient descent. Kunstner et al.| (2023)) discover that sign descent could be the key
factor making the gap between SGD and Adam on Transformers. Bernstein et al.| (2018b)) propose
signSGD with majority vote, which is communication efficient and fault-tolerant. Karimireddy et al.
(2019) prove that error-feedback can make the rate of convergence of signSGD better.

B.1 COMPARISON WITH KUNSTNER & BACH|(2025)

First, their work compares the scaling laws of sign descent and gradient descent, whereas our work
compares the scaling laws of signSGD and SGD. Second, they analyze for a Linear Bigram Model,
while we analyze for the power-law random features (PLRF) model. The advantage of the PLRF
model is that it models two parameters each for feature vector decay and target decay, while the
Linear Bigram Model has one parameter for data frequency decay. Lastly, they derived a scaling law
where the model size goes to infinity; in contrast, our scaling law covers both finite model size and
infinite limit by representing the loss as a function of model size, number of steps, and learning rate.
This made us possible to analyze the compute-optimal scaling law.

B.2 COMPARISON WITH |XIAO ET AL.| (2024)

ODE for signSGD in Xiao et al.|(2024) is equivalent to the ODE that occurred during our analysis.
The reason that we were not able to directly use their ODE is that they derived it under the spectrum
lower bound assumption for the covariance matrix. In our case spectrum of the covariance matrix
SHST is asymptotically the same as i 2%, so their assumption does not hold for our setup. So
we re-derived the ODE without the spectrum lower bound assumption. Due to the spectrum lower
bound assumption, they led to an exponential decay to limit risk, which is completely different
from the polynomial neural scaling law derived from our paper. They discussed the noise-reshaping
effect on the level of SDE. In contrast, we observed noise reshaping on the level of scaling law and
investigated its effect on compute-optimal scaling.

B.3 ADDITIONAL PHASE PLANE PLOTS TO COMPARE WITH PRIOR WORK

Figure 4] indicates the area where signSGD has a steeper compute-optimal slope compared to SGD,
by coloring it with Mint green. It lies in Phase Ac, Ad, Ba, Bb, and covers all areas of Phase Bb. In
terms of the SGD Phase, it covers all areas of Phase III and most of the areas of Phase IV.

Figure[Sindicates the area where signSGD has a steeper compute-optimal slope compared to DANA-
decaying in [Ferbach et al.|(2025), by coloring it with Lime green. It lies in Phase Ac, Ad, Ba, Bb.
It is smaller than the Mint green area, and this is natural, since DANA-decaying in |[Ferbach et al.
(2025) has a steeper slope compared to SGD.

13
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Figure 4: Phase planes to compare signSGD and SGD. Mint green area covering all of Phase Bb
and III, and some part of Phase Ac, Ad, Ba, IV is the area where signSGD has a steeper compute-
optimal slope compared to SGD. The left side is the signSGD phase plane, and the right side is the
SGD phase plane. We placed the Mint green area for both of them for clarity. We will call this Mint
green area as Area III-IV .

0.8

Aa Ba
0.6 Bb

0.4

Ab A
¢ Ad

0.2

0.0
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 12 14

Figure 5: Phase plane to compare signSGD and DANA-decaying in Ferbach et al. (2025). Lime
green area covering some part of Phase Ac, Ad, Ba, Bb is the area where signSGD has a steeper
compute-optimal slope compared to DANA-decaying in [Ferbach et al.| (2025).

C EXPERIMENTS

C.1 EXPLAINATION FOR FIGURE[I]

Parameters. Left parameters: («, 8) = (0.4,0.8), 7o = 0.006, e* = 1.0 for signSGD, e* = 0.4571
for SGD, 20 runs. Right parameters: (o, 8) = (1.0,0), vo = 0.002, e* = 1.0 for constant, e* =
0.833 for stable-decay, ¢ = 0.091, p = 0.1, 7 = 1 for stable-decay, 10 runs.

Takeaways. In Figure|l} the left panel demonstrates the steeper compute-optimal slope of signSGD
for (a, 8) = (0.4,0.8) in the area of Phase Ac. The right panel shows the increase in compute-
optimal slope achieved by stable-decay scheduling for («, 3) = (1.0, 0). The theoretical and exper-
imental compute-optimal slopes agree within errors of 0.04 (left) and 0.01 (right), which are well
within the error margins reported in prior works.

Additionally Figure [} demonstrates the steeper compute-optimal slope of signSGD for («, 3) =
(0.4, 1.0) in the Phase Ad and («, 5) = (0.7,1.1) in Phase Ba.
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Figure 6: comparison of SGD and signSGD on Compute-Optimal Scaling. Colored lines rep-
resent the training trajectories of each algorithm, while black lines denote the compute-optimal
curves. In both panels, the theoretical compute-optimal predictions closely follow the observed scal-
ing. Both plot shows that signSGD has a steeper compute-optimal slope than SGD. Left parameters:
(o, B) = (0.4,1.0), 7o = 0.01, e* = 1.0 for signSGD, e* = 0.533 for SGD, 5 runs. Right parame-
ters: (o, 8) = (0.7,1.1), 70 = 0.01, ¢* = 1.09 for signSGD, e¢* = 0 for SGD, 20 runs.
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Figure 7: D} " (M, N,~o) term exponent. Blue curves: true signSGD trajectories. Black dot-
ted curves: linear fits over the early-iteration interval in log-log scale. Left: parameters («, 5) =
(0.75,0), v = 0.0012, f(z) = 1, M = 200, d = 400. The theoretical exponent is
—2(20 + 26 — 1)/(2cc — 26 + 1) = —0.4, which matches the experiment. Right: parameters
(o, B) = (1.0,0.2), 70 = 0.0006, f(z) = 1, M = 400, d = 1600. The theoretical exponent is
—22a+28—-1)/(2a — 26 + 1) = —1.077, again consistent with the experiment.

C.2 EXPERIMENT FOR ALIGNED DRIFT

In Figure[7, we examine the exponent of the D&" (M, N, yo) term,
2(2a+28-1)
(Mmin(a70-5) " N) T 20-20+T

of signSGD. For the Phase Aa, the D3#" (M, N, ) term dominates in the early iterations over a

sufficient interval, allowing us to evaluate the exponent by line fitting on a log-log plot. The experi-
mental results align well with the theoretical formula — 2(22(;)?722/?;11)

C.3 VALIDATION OF THE TABLE[I

In Figure [8| to |12] validates the exponent in Table [I| for various («, 8). On the left plots, we draw
multiple curves with different model size M while setting the learning rate as vo = M ¢ . Then
the lower envelope becomes the compute-optimal curve, and by measuring the slope in a log-log
plot, we can validate the compute-optimal loss exponent in the Table[] On the right plots, we draw
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the optimal model size at each flops. Here, the optimal model size is the model size of the curve
that meets the lower envelope at that flop. By measuring the slope in a log-log plot, we can validate
the optimal model size exponent in the Table [T} Note that we use a similar experimental setting to
Paquette et al.| (2024). In most cases, the error between the measured exponent and the theoretical
exponent was less than 0.04, and the error was less than 0.06 even for the worst case. This error lies
within the error margins reported in prior works (Paquette et al.,|2024; |[Ferbach et al.l 2025).
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g
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compute-optimal loss with respect to flops 61/ N. The right plot shows the optimal model size with
respect to flops 6 M N. Each plot includes the measured slope and the theoretical slope from the
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(a, B, €")=(0.60, 1.00, 1.05), Measure: 0.639, Theory: 0.688
(a, B, €")=(0.60, 1.00, 1.05), Measure: 0.609, Theory: 0.625

os
>
"
101 o 37 e
b
10* oo
= L
1072 & os’l e
2 e
[} o 0%
0 o °/
8 £ <
S o oae
103 s i
£ .o
=
j=3 R4
© oo
1074 vl
o e’s ‘ :
Compute-Optimal Points AN 107 /’/ : gft];‘alFTg::; 650|§e N
~ --- Fit: M«
10-5{ --- Fit: Loss « FLOPs~063% (R?2=0.999) \“\ M - - 0
10 10 10
10° 10° 107 108 10° 1010 Flops (6- M- N)
FLOPs (6-M*N)
(a, B, ") =(0.40, 0.60, 1.00), Measure: 0.383, Theory: 0.435
(a, B, e")=(0.40, 0.60, 1.00), Measure: 0.533, Theory: 0.543
10°
o0
-
. c/v’.
-
.
%
= >
© 10 ot
101 o e
3 <
2 2 e
g £
z -
2 .’,f.’ .
© . o 4’/
102 e
"
G o P :/"' e Optimal model size M
ompute-Optimal Points L o Fit: M« FLOPSOS3
--- Fit: Loss « FLOPs~0-383 (R2=1.000) ~ - —
108 10° 101
10° 108 107 108 10° 1010 Flops (6 M- N)
FLOPs (6 M- N)
(o, B, ") =(0.30, 0.70, 1.00), Measure: 0.300, Theory: 0.341
(@, B, €")=(0.30, 0.70, 1.00), Measure: 0.556, Theory: 0.568
o
1ot ot
o~
-
s c"/. .
[ e
N P
o
2 s
= £ .
10 ] o %
€ 24
= -~
o st
-
oo’
c te-Optimal Point 10 // e Optimal model size M
ompute-Optimal Points L ——= Fit: M« FLOPS0-556
-—— Fit: Loss « FLOPs~03% (R2=0.999) N i
107 108 10°
10° 10° 107 108 10° Flops (6 M- N)
FLOPs (6 M- N)
(a, B, e")=(0.27, 0.60, 1.00), Measure: 0.235, Theory: 0.291
(a, B, €")=(0.27, 0.60, 1.00), Measure: 0.499, Theory: 0.539
o
10 _ 104 .o
/”
-
. o’." .
-
"
L o
k] -
-
w0 S e
u o o 00
S E -
g eogien
£ .
107! g g
. .’A’c .
.
" N ;
Compute-Optimal Points S . ;,": e Sizm;leTg:g prvs "
——- Fit: Loss « FLOPs—0235 (R2=0.999) T 10~ _ : !
10 10
10° 10° 107 108 10° 1010 Flops (6 M- N)

FLOPs (6-M:N)

Figure 10: Measure of compute-optimal loss slope and optimal model size slope. We validate

the exponent of R (M * %, 75) and M™* with respect to f in the Table The left plot shows the

compute-optimal loss with respect to flops 6/ N. The right plot shows the optimal model size with
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D DERIVATION OF THE SCALING LAW FORMULA R(M, N, ;)

In this section, our goal is to derive the scaling law formula of R(M, N,~p).

On the area o < 0.5 or 8 < 0.5 with —a + 0.5 < 8 < a + 0.5, D(Slién(M, N, 7o) term is smaller
than at least one of the other three terms. So it is enough to show

_ _ 2(2042B-1) '
R(M, N, ,YO) = ]\4—204-‘,-111;1)((07 1-2p) + (Mmln(a,0.5)N,yO) 20—2B+1 '73 M2—m1n(1,2()¢) )
=AM) =D (M, N,y0) =:Nsien (M, 7o)

for that area.

For the area o > 0.5 and 8 > 0.5 with —a + 0.5 < 8 < «a + 0.5, as all four terms are dominant,
we will prove
) 2(2a+28-1)
R(M, ]\f7 ,}/0) = M72a+max(0, 1-28) + (Mmln(a,O‘S)N,yO)* 20—2B+1

=:A(M)

=D*" (M,N, 7o)

6a—1 2(2a—1) )
+ M 2a+1 (nyO)f 2a+1 +’7§ M27m1n(1,2o¢) )

=:D5E" (M, N, o) =:Ns18n (M, 70)

D.1 ONE-STEP UPDATE FORMULA OF SIGNSGD

Xi1ao et al.| (2024) approximate the signSGD trajectory using SDE and ODE techniques. Their proof
relies on a spectral lower bound assumption of the covariance matrix, so their results are not directly
applicable to our setting.

For a quadratic function ¢, by Taylor’s theorem, we have
Elq(0x11) — q(01) | Fil = E[(Vq(Ok), Oks1 — O1) | Fi] + S E[(VZq, (B2 — 01)%%) | Fi]
where Fi, = 0(S, 0y, ..., 0%). Since
01 — O = —i sign({Szy, Ok) — yi) sign(Swy),
We can expand the two terms using sign-Gaussian identities.

Gradient term.
E[(Vq(0k), Orr1 — Or) | Fi]

= —Y <Vq(0k) , E[sign(Sazk) sign((mk, ST, — w*>) |]-'k.}>
diag(SHST)™"/* SH (576 — w*) >
(576, —w*)' H (ST6;, — w*)

diag(K)~"? K (), — 6%)
| H'/2(ST6, — w*)|| ’

2
= —Y <Vq(0k), — arcsin

s

2
= —Y <Vq(0k), — arcsin(
T
where K = SHST.

Quadratic term.

E[(V2q, (01— 00)°%) | 7]
< E[(Sign(ka-) sign ((zy, S0, — w*)))~ ‘ f"'D

(Vg E[(sian(52.))* | 7))

<v2q, % arcsin (diag (SHST) "? SHST diag(SHST) _1/2> >
(

™

2 _ _
Vg, farcsin(diag(K) V2 K diag(K) 1/2)>.
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One-step update formula. Substituting the gradient and quadratic terms yields the desired one-
step update formula for signSGD.

Elg(011) — a(64) | Fel = - 22 <Vq<ok> n(f"("’z(kf)» 20 (v K.

Let \;(K), u;, and w; denote the eigenvalue, right eigenvector, and left eigenvector of K, respec-
tively. Then K = Zi\il Ni(K)u; @w; and I = Zf\il u; @ w;.
Define
ri(k) = (0 — 0%) T (Ku; @ w;)(0; — 0%).
The risk decomposes as
d
HY 2w, || = (000 ) K (0,0 )+ | Hw | = 3 ri(k) + | H w2

=1

k) = HHl/QsT(ek -

We now apply the one-step update formula to r;(k). Note that

Vri(k) = Ku; (w;, 0 — 0%) + w; (Ku;, 0, — 0™), Vi = Ku;w! +wu] K'.

Approximating arcsin(z) ~ x and using K" = K together with K"K = K'K T, we obtain
2 . K (6, — 0" . K (6, — 0"
Efri(k+1) = ri(k) | Fi] ~ —% <<w7;, 0.~ 6") <Ku (L(k))> + (Kuj, 6, —67) <w (L(k))>>
+ —& wTK Ku,

_ _74% N(E) rah) + 2k wTK Ku,.

m+/L(k)

It is possible to replace the linear approximation arcsin(z) ~ x by an inequality, and the main
results of our paper remain unchanged. We explain it in Appendix [[.2] Hence,

47k

my/L(k)

D.2 ODE APPROXIMATION AND IMPLICIT INTEGRAL EQUATION OF SIGNSGD

Elrs(k+ 1) — ro(k) | Fi] ~ — M () 7ok + 2% wT K, Ku;.

Let the learning rate be v = 7o f(k). Define V; = w] K, Ku,;, then our one-step update formula
becomes

E[Tl(k‘—F 1) — Tl(k,‘) | ‘Fk] = _ﬂ /\z(f)’/‘(k‘) + 277]3 V.

7/ L(k) ' T
Dividing by 7y gives
TZ(IC + 1) — Tl(k)
70

_ 4 T . 2f(k)*0
7| = T NI W)+ 2

E Vi

Interpreting 7o as the time step, the discrete index k corresponds to continuous time ¢ = k7. Let
P(t) = L(t/v0) and p;(t) = r;(t/v0). We then obtain the ODE

dpi 4 T ‘ 2f(t/70)*0 «,
& = rgp I W)t + (16)

From this point onward in the analysis, we treat P, p;, L, and r; as their continuous extensions,
allowing arbitrary positive real inputs.
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Integral formulation. Solving the ODE yields

_AN e f(u/’YO) du 2 4/\z IR f(u/"/o)
pit) =pi(0)e T VP - V/

Since P(t) = S, pi(t) + ||H1/2wL||2 we obtain

M o+ L(u/v0) 2 ¢ 4>\ I f(u/v0)
7r 0
P(t) = |‘H1/2wj_||2+zpi(0) VP 20 ZV/ VP(“) f(S/’Yo)2 ds

=1

Integral equation in discrete form. Note that L(N) = P(N+y). With a change of variables, we
obtain

M _4ivo o~ _f(w) du 2 ~Aivo Iy )N,
™ 0 s
LN = [H' L P4Y - ri(0)e vies " 2 Zv [ CERNOR
i=1
17
Drift and noise decomposition. Define
) M 4)\1'70 [-N £( u) du ) 92 o M N 4)\1')’0 [‘N £( u)
Ldnft(N) — Zrz(o v/ L(u) , Lnonse(N) — EZVY%/ e /L (u) f( )
i=1 [— 0
(18)
Then ‘ ‘
L(N) — ||H1/2wL||2 +Ldrlft(N) +Ln01$e(N), (19)

and we will analyze | H'/%w ||? + L¥(N) and L"¢(N) separately.

Figure |13 show dynamics of three terms || H /2w ||?, LY(N), L"5¢(N) referring each as Ap-
prox, Drift, Noise. The right plot in Figure [I3] validates the equality in (I9).

10°1 - \ 10°4
10714 ) 107t
B signSGD
10724 — ODE 1024 )
W L Drift R s
o B o —
10-31 Noise 10-31 Drift
—— Approx .
Noise
104 1074 —— Approx
—— Sum of three terms
10-1 10° 10! 102 10° 10% 10° 10-1 10° 10! 102 10° 10% 10°
lterations (k) Iterations (k)

Figure 13: Dynamics of Drift and Noise. Left: the purple curve is the 80% confidence interval of the
true signSGD trajectory, while the blue curve is the numerical ODE solution. The yellow, orange,
and green curves correspond to the approximation, drift, and noise terms in (T9). Right: the red
curve shows the sum of these three terms, matching both the true trajectory and the ODE solution.
Parameters: « = 1.0, 5 = 0, y9 = 0.003, f(z) = 1, M = 200, d = 800.

D.2.1 TRANSFORMATION OF THE DRIFT TERM AND APPROXIMATION ERROR

Let

0 [F f(w) -

Q(z) = - T du, K, = H'Y?S" diag(SHS")"Y/2SH"'/?.
0

Then . .
N7 T T
KK’ = SH'Y?K'H'/?S
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holds.
Define
A = H2e KW g2 4 — §79, - ST0" —w, = ST, — w*.

From SHw,; = 0 we get
K (HY?w,) =0,
and this implies
eiKlQ(N)(Hl/QwL) = eO(Hl/le) = HY?w,.

Thus,
Aw, = Hw,, wIAwL:wIHwL,

and
wAw, =uw Hw, = (0 — 0")'SHw, —w! Hw, = —w' Hw, .
Using these identities, we can convert the drift term as follows:

M
LN = 7:(0) - e~ i (K)Q(N)

@
Il
-

=

(60 — 0°) T (Ku; @ w;) () — %) - e} FIQN)
1

.
Il

o

ﬁ
Il
_

(60— 0")" ((Kui ® w;) - 6_’\i(?)Q(N)) (6o — 67)

= (8) — 6°)TKe KN (g, — 67)

= (60 — 0*)TSH1/2 (HI/ZSefo(N))(OO —6%)

= (60 — 0*)TSH1/2 (efle(N)Hl/QS) (60 — 6%)

=(u+w, ) "A(u+w,)

=u'Au+u"Aw, + wIAu + wIAwL

=u H'/?e K1QWN) Fr1/2y, w Hw, —w] Hw, +w! Hw,

— uTHY 2" EK1QW) grl/2,, HH1/2UU_||2-
Drift term plus approximation error. Adding the approximation error gives

Ldrift(N) + ||H1/2’w¢||2 — W THY 2.~ EK1QWV) r1/2,,
_ <e—f1Q(N)’ <H1/2(ST90 _ w*))®2>.
Also we assume 6y = 0, then
<6—R1Q(N)7 (H1/2(ST00 _ w*))®2> _ <6—R1Q(N)7 (H1/2w*)®2>.

In the next subsection, we will describe how to apply a deterministic approximation, similar to
Paquette et al.|(2024), to the following term:

> o= <e*le(N),v®2>

b

where v := H/2w* € R4,
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D.2.2 DETERMINISTIC APPROXIMATION

Note that we assume d > M for some r > 1, and let d/M — (1, 00] as d, M — oo when 2a > 1,

and d/M — (1,00) when 2a < 1. In our setup, S € R™*4 have i.i.d. (0, 1/M) entries, and we

will write the kth column of ST as ﬁs & € R%: columns are independent.

Define
VM

1
k = 1 =
\/ﬁylyk \/SZHSIC

The unnormalized baseline and the column—normalized matrices are

Y = H'?s, € R, a > 0.

M M

—~ 1 _ 1

K :=H'Y/?STSH'/? = 7 > ukur K, := H'/?ST diag(SHS")"Y/?SH"? = i > axyryy -
k=1 k=1

For z € C* := {z : Sz > 0}, define the resolvents

-1

_ 1
L(Z) = (Kl _ ZI)_l, R(k)(z) = M Zazyeyz— — ZI

t#k

Note that
yx By, ~ Tr(HB)
for matrix B. In particular,
VM
ygyszrH, ag =~ YA
Also note that
ary RRY yj ~ AEH - Tr(H RR™Y),
and
aryr RMy;, ~ o Tr(H R™).

By the Sherman—Morrison expansion,

R=R® — :
1+ M-1lay ng(k)yk

Multiplying on the left by R and sandwiching with yZ(-)yk, we get

M~'aryt RRWy; - apyl Ry,
1+ M-la,yf RWy,,

aryr RRyx = ary, RRWy, —
Now we will replace terms on the right side by

aryf RRMy, ~ (HRRW),

\/\/ETT

r

and

VM
aryg RNy, ~ — Ti(H R™).

Thus

VM (k)
T _ Unm BHRRY)
ary, RRy, ~ i T

1+ M~ M Tr(H R™V)
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Replacing R(*) by R and averaging over k, we obtain

M
1 T pa Tr(H R R) vM
— RRy; ~ , = .
M ;akyk Yk 1 + M_lpd TT(H R) Pd Tr H
It implies
_ pa Tr(RH R)
Tr(R(R™'+2I)R) ~ .
NRES +=2DR) ~ s T i R)
This implies
L(z)™' 421 ~ Pd H.
1+ M~1p; Tr(H L(z))
Let
(=/p4) = :
TP T T M T (H L (7))
Then
L(z) ~ (=21 + pam(z/pa) H) "
Thus o
(K1 —2I)™" = (=21 +pam(z/pa) H) ™.
And 1 .
m(z)

T 1y M~=1p; Tr(H R(p4z)) S1rM Tr(H(—zI + m(z)H)™1)
holds. This fixed—point equation is identical to the one in [Paquette et al.| (2024)).

Contour representation. Let v := H'/?2w* € R? and consider
H = <67?1Q(N), v®2>.

For any analytic g on a contour I'y enclosing Spec(K 1),
— 1

g(K,) = i b g(2) (K — 2I)" ! dz.

We prove
c Mmln(O.S,a) I = diag(SHST)_1/2 < ¢ Mmln(O.S,a) I
in Section[L4] It leads to
1 Mmin(Oﬁ,a)f{\j K < co Mmin(0.5,o¢)f(—\.

K| has eigenvalues scaled by M™n(0-5:%) compared to K excluding constant. Note that pg ~
Mmin(0.5.2) So there exists a contour I'; enclosing the spectrum of K 1, and its 1/py—scaled version

T" encloses the spectrum of K.

Taking g(z) = e~ @)z,

1 —
H= ~5 ]i e~ QN)z <(K1 — D)7, v®2> dz
1
o ¢ e N (2D + pam(z/pa) H) ', %) dz
2mi Jr,
1
=——— ¢ e P (T + m(2)H) ™', v®?) dz.
2w Jr

Let R(z) = (—zI +m(z)H) ™1, then our objective converts to
1

H~ ~5 Fefde(N)z (R(2), v®?) d=.
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D.2.3 FINAL TRANSFORMATION RESULT

Paquette et al.| (2024) evaluate the contour integrals with R(z). When o« < 0.5 or 5 < 0.5, they
show
1 T
—5 (1—2yBz+42B(B+1)2%)" (L(z), v®?) dz = M~ 2o+max(0.1-25)
m Jr
2a+28—1
+ (29yBr)” " 2a . (20)

When « > 0.5 and 5 > 0.5, they obtained

1 r .
~3 (1—2yBz++°B(B+1)2*)" (L(z), v®?) dz = M~ 2atmax(0,1-25)
7 Jp
204281
+ (2yBr)” 2«

1
+ M7 (2yBr)"* 22, (21)

For the case o < 0.5 or 8 < 0.5, applying a similar method to our objective yields

_L%e—Pd Q(N)z <L1(Z) U®2> dz = M —2atmax(0,1-25)
27Tl I ’
204261
+ (Mo gan) @)
with details provided in Appendix [[.1} Hence,
<eff1Q(N)’ (H1/2w*)®2> — pf—20+max(0,1-28)
_ 20+28-1
+ (Mmin(a,0.5) Q(N)) 2a ' (23)
For the case a > 0.5 and 3 > 0.5, a similar argument gives
_i e~ PaQ(N)z <£(z) v®2> dz =~ M —20+max(0,1-28)
27'('1 r ’
204261

i (Mmin(a,0.5) Q(N)) 2

1
. —l45a
T M—l (]\41"mn(o¢7 0.5) Q(N)) 2a 7 (24)
with details in Appendix[[.I] Consequently,
<eff1Q(N), (H1/2w*)®2> — pf—20+max(0,1-28)

20428—1
n (Mmin(a,0.5)Q(N))_ 2a

1
. . —1+55
+ Mfl (Mmm(a,OAo)Q(N)) 2 ) (25)

In summary, we obtain

204231

Ldrifl(N)jLHHl/Q,wL”Z = M 20tmax(0,1-26) (Mmin(a,Oﬁ)Q(N)) 2a @6

for o < 0.5 0r 8 < 0.5, and

Ldrift(N) + ||H1/2’LUJ_ H2 = ]\4—204—&-1113&)((07 1-28)
204261
+ (Mmin(a, 0.5) Q(N)) 2a

1
. —1+5—
+ M71 (Mmln(oz,O.S) Q(N)) 2a, 27)
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fora > 0.5and 8 > 0.5.

Figure shows our transformed result in and (27) based on deterministic approximation
matches the true signSGD trajectory up to a constant factor. When interpreting the figure, note that
our analysis is asymptotic; hence, discrepancies may appear in the very early iterations.
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Figure 14: Verification of the deterministic approximation and drift-term transformation. Left:
the purple curve denotes the 80% confidence interval of the true signSGD trajectory, the blue curve
represents the numerical ODE solution, and the yellow curve corresponds to the deterministic ap-
proximation after drift-term transformation in (26) and (27). Deterministic approximation matches
the true trajectory up to a constant factor. It should be noted that our analysis is asymptotic, and
thus, discrepancies may occur in the very early iterations. Right: the ratio between the approxi-
mation and the true trajectory remains bounded by a constant factor, confirming the validity of
our approach. Parameters: («, 3) = (0.7,0.3),(1.0,0), (0.4,0.4), (0.7,1.1) from top to bottom,
Yo = 0.003, f(z) = 1, M = 200, d = 800, 100 runs.
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D.3 CONSTANT LEARNING RATE: PROXY AND VERIFICATION FOR THE CASE « < 0.5 OR
B < 0.5 (PHASE A)

Throughout this section, we set f(z) = 1; hence
4’}/0 N du
o) =2 [ .
™ Jo /L(u)

Applying the drift/approximation-term transformation to the ODE solution yields the implicit rela-
tion

. _2a426-1
L(N) = M*Q()H*max((),lfQﬁ) 4 (Mmln(a,()f)) Q(N)) 200 (28)

approx

drift
M N N
22 / L p— / du
+ —=>V exp| ——— (K — ) dz. 29
. ; O p(— =2 I T(u)) (29)

noise

D.3.1 EARLY STAGE (DOMINANCE OF THE DRIFT TERM)

At N = 0, the noise integral is 0, the approximation term is independent of N, and the drift term is
large and decreases with N. Thus, in the early phase,

_ 2a+28-1

L(N) = (M™@09) Q(N))™ 22, (30)
Since Q(N) = 12 fON L(u)~Y? du, is equivalent (up to absolute constants) to
20 . - N d
L(N) 2e+26-1 = Mmin(e; 0.5) ’70/ u ) (31)
0 L(uw)
To obtain a proxy profile, we replace ~ by equality in and differentiate both sides:
2c _270‘_1 . - 1
—  — L(t) 2a+2p-1 L'(t) = Mmm(a,o.o) ) 32
atop—1 W ®) RV 2
Solving for L'(t) and separating variables gives the separable ODE
dL 2 1 2a+28 -1
= LC - == - _ 4= rer - Mmln(a,0.5) )
a = " T hagapoity f 20 o
Assuming ¢ > 1 (i.e. 2a + 28 < 4a + 1), we integrate to obtain
L(t)~(-1 —1/(¢-1)
_(C)l = —kt +constant = L(¢t) = {(C —-1) mﬁ} . (33)
Substituting { = #20‘5_1 + % and Kk = % Mmin(e,0-5) ~ 0 vields the early-phase proxy
‘ _ 220 + 28 — 1)
L(N) = Mmln(a,O.E}) N P — ) 34
(V) = (0 ) PE T (34)

By construction, (34)) satisfies (hence (30)) up to absolute constants.

D.3.2 LIMIT STAGE (STATIONARY ANALYSIS AND FLOOR)

With f = 1, the mode-wise ODE is
dpi 4 7 2%

= XNE)pit Vi.
i = MBI+
At stationarity, p;(t) — s; and P(t) — Lo, we must have
4 _ 2 VI Vi
e ANE) s+ LY =0 = s = Ve L VI TR Kuy).
7'l'\/LOC ™ 2)\l(K) QAZ(K)
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Using the risk decomposition P(t) = Y37, pi(t) + || H'/?w_ ||2, we obtain

z 1/2 2 _ 0 z w! K, Ku, 1/2 2
Loo = 3 sict |H s [P = 2 (30 S0 ) Ve [ H P
i=1 i=1 v

. s .
= 5 Tdiag(K)V2 K )/ Loo + | H' oo |2 = T Tr(ding(K)'/%) Voo + | H' P20,

Solving the quadratic in v/ L, gives

2
8% Tr(diag( K)Y?) 44/ (%" Tr Tr(diag(K)!/? 244 HY/2q | ||2
p [ i) ) (o T (ian()12) " 4 H | .

~ maX{(% Tr(diag(K)'/2))?, HH”%llQ}. (36)

Under our setup,

Tr(diag( K 1/2 Z \/W . %Mmax(l—za,o) — pyl-min(a,0.5)

By the results from [Paquette et al.|(2024); |Lin et al.| (2024), and note in Appendix @
HH1/2IUJ_||2 = M—Qa—i—max(o, 1—2,6).

Hence

Lo = max{7§ M 2-2min(a,0.5) M—Qa—‘—max(O,l—ZB)}. (37)
D.3.3 PROXY
Combining the early-phase decay (34) with the floor (37), we adopt

min(a, 0.5 - —2min(x, 0.5 —2a+max — 22a+2671
Lpx(N) 1= (yo M09 N) TP g qf 22 min(e,09) 4 gy =2echmax(0,1720), p:—(2a—|—1—26)
=:C
(38)

D.3.4 VERIFICATION OF THE PROXY
We show that L, satisfies up to absolute constants. Equivalently, writing Qr_ (N) :=

N
=0

, we establish

Lpx(u)

_ _2a+428-1 9
(Mrnln(a,o.5) Qpr(N)) 20 + M~ 2a+max(0, 1-28) + ’yo ZV/ eXp fYO

approx / v

drift
noise
(39
= (’YO Mmin(oz,().S) N) -p +C.
Lpx(N)
(40)
Lower Bound We prove
drift -+ approx + noise > (yo M™% N)7P 4 O, 41)
Since Ly (u) > (yo M™in(@:0:5) 4)=p
2a+28—1

. ) 204281 ) ) N ) ) /2 -
drift = (Mmm(a, 0.5) Qpr (N)) 2 Z (Mmm(a, 0.5) . '70/ (70 Mmln(a, 0.5) u)l’ du) ey
0

= (,YO Mmin(a,O.E')) N) _P.
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Since Lpy(u) > C for all u,

N du N —z
2 Lpx(u) — Nl
Hence
M N
.27 4y, =N —z
> -0 g _ 2P
noise > = ;V /O exp( SN )dz 42)
M
273 \/5 — 20 )\ (K)2L
= -_—  — — T T V<
e e ) <43>
M v o
7 0 . —min(ca, 0. —2min(a, 0.
20VC Y. S = ) THs() VT = 90 M09 VG 2 5 agmine o)
i=1 7"

(44)

Adding the approximation term M —2e+max(0,1-28) ojyes noise + approx > C. Combining with
the drift contribution yields (@I).

Upper Bound We establish

drift + approx + noise < (o M™% N)7P 4 . (45)
ket 2(2 28 —1)
A(N) := { Mmln(oz,().S)N —p C} — o )
(N) = max3 (70 )77, ) % +1— 23

Then L, (N) =~ A(N). Define Ny by (yo M™n(@:05) Np)=P = C, i.e.
Mmin(a,O.E)) N)"P. N < N,
A(N) — (rYO ) ) —_ 0>
C, N > Ny.

There exists a constant B > 1 such that

Lox(N) < BA(N) (VYN >0). (46)

Upper bound for the drift term. Since L < BA by and () is decreasing in its denominator,

_ 2a428-1 . _Zod2io]
drift — (Mrmn(a, 0.5) QL(N)) 20 5 (Mmm(a, 0.5) QBA (N)) 2a

We evaluate the right-hand side by cases.
Case N < Ny. Then A(u) = (yo M™(®:0-5) )= for u < N, so

4’Yo

QBA Mmin(a, 0.5) u)p/2 du

/ \ /BA ~ VB 70/ 7
for an absolute constant ¢ > 0, which 1mphes

i _ 204281 ) _
drift 5 (’YO Mm1n(a,0.5) N) 200 (1+p/2) = (’YO Mmm(oz,O.S) N) p.

Case N > Nj. Split the integral at Ny:

in(a, 0.5) @05 | [ in(a, 0.5)  \P/2 N du
Min(a, 0. QBA( ) 7,)/ Mrnm a, / 5 Min(a, 0. du +
VB " 0 (o ) Ny VBC
N — N
v Mmln «,0.5) N, 1+p/2 + Mmm(a 0.5) O:| )
-5 [ b ’) VBC
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Raising to the power —2°228=1 and using (o M™"(®05) Np)=P = C,

_2a+26-1 204241
2a I - 200
S (C (2(1«{»2[3—1)/(2&)) ) =C.

/2+ N—No
Yo BC

Combining the two cases,

drift < |C™ 7

drift < (oM™ 09 N7 4 O (47)

Upper bound for the noise integral. By the monotonicity of r s 7—1/2,

1 N du
F VB ). AW
Therefore,
M N N

. 273 / 4o - du

noise < — Y V; exp(— Ai (K) ) (48)

We again split into two cases.
Case N < Ny. Then A(u) = (yo M™n(:0-5) 44)=P on [0, N], hence

/2 N1+p/2 _ Zl+p/2

/N du _ (70 Mmirl(a,0.5))p/2 /N up/g du = (,70 MInin((x,O.5))

Au) 1+p/2
Plugging this into (48) and factoring,
al N 1+p/2 _ 1+p/2
i 273 / 470 §7d in(a, 0.5)\p/2 NP 21T
noise = — Vi ex (_7 (K Z\4m1n(oz7 .5) ) dz
T ; o AN ) (o ) 1+p/2

M
273 > ( 49\ ) (o gpmin(as 0.5)yp/2 NP2
_ f o >\z K min(a, 0.5) )
1+p/2 )

N
47 — ; s\p/2 2
% e (K Mmln(oc,OAo) p
| e 2 ) o e

Make the change of variables y = z'*7/2 5o that dz =

becomes N1+r/2:

T;/Q y1+1p/2 -1 dy and the upper limit

2’)/2 M 1+p/2 NP/ 1 1
. 0 —aq; N* TP a; s —1
noise = — Vie < ey 727" dy,
. ; /O 1+p/27 4
4 o Mmin(a,O.5) p/2
;= 0 Az(K) (70 )
/B 1+p/2
Let X := N'*2/2 and
1 1 p
= Tzl = ~ T
W) =1 ,mY 1+p/2?

Since e*#¥ is increasing and g(y) is decreasing on (0, X|, Chebyshev’s integral inequality (oppo-
sitely monotone) yields

% OX eVg(y)dy < (% /OX e””ydy) (% /OXQ(?J) dy>~
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Hence
X
e 11
efaiX/ ey d <6*OziX — d
; g(y)dy < o X, 9(y) dy
—OL;,X
_ 1—e 1 1 Y-
1o ince (1 — 52 )(1+2) =1
i » (smce( —m)( +5)= )
< ixfﬁ — iN—p/Z_
- (673 (673
Therefore
72 L y
noise < —0 N Vv, — N7P/2
ST z_: "
. - Amin(en, 0.5) p/2 )
and with o; = :\}% Ai(K) (o Eyo ) this becomes
noise < %\2/> 1+p/2) ) 2

i=1

Using ), /\i‘(%) = Tr(diag(K)'/?) = M*—min(@.05) 'we get

noise < 5o M 05) (4 ppmin(e.0-3) ) mp/2
=" g 1—min(e, 0.5) (Yo pmin(e, 0.5) N)P/2 (7o Jmin(a, 0.5) N)~?
< lemin(a,O.E)) L

Ve
where we used (’YO Mmin(a,0.5) N)p/Q < (,YO Mmin(a,0.5) No)p/Q _ 0—1/2'

(70 Mmin(a,0.5) N)fp /S ('YO Mmin(a,O.E)) N)fp

Case N > Nj. Split the z—integral at Ny:

28 /N° 40\ e [N du /N 4o | = [N du
<20 N SN NE) ] ) ae+ — S0 NE
noise < — ; ; exp( B (K) j \/m) z . exp( B (K) \/7)

The first integral is the N = Ny case just handled, hence

No _
/ o dz 5 (,70 Mmm(a,O.5) NO)—p - C.
0

For the second integral, we use that A = C on [Ny,

N]
N 4 N N A .
/No exp<_%)\i(K)/z W) dZZ/NO exp(—ﬁ Mi(K) N )dz
= L (1_6_:}%)\7:(?) NfNo)

IN

Therefore,
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Combining both cases,
noise < (o M™m(* 05 NP 4 (. (49)

Conclusion of the upper bound. From , , and approx = ) —2etmax(0,1-26) < ' we

obtain (@3).

Finally, combining the lower bound 1)) and the upper bound (@3] proves (@0). Therefore, the proxy
satisfies the implicit relation up to absolute constants, with the three contributions labeled
as approx, drift, and noise.

D.4 CONSTANT LEARNING RATE: PROXY AND VERIFICATION FOR THE CASE o > 0.5 AND
B > 0.5 (PHASE B)

We now handle the case o > 0.5 and 8 > 0.5. Since « > 0.5, we have min(«a,0.5) = 0.5, and
because § > 0.5, we have min(2c¢, 2ac + 28 — 1) = 2. Applying the drift/approximation-term
transformation to the ODE solution yields

20428-1 1
L(N) = M7 + (M'?Q(N))™ 22 4 M~Y(M'2Q(N)) ' F2a (50)
approx drift, drifts
M N N
278 / I Yp— du
+ — Vi expl ——— N\ (K) dz, (51)
s Zzzl 0 ( iy 2 A /L(u))

noise

where

Ay [N du
e

D.4.1 EARLY STAGE PROXIES (DRIFT; AND DRIFT3)

We extract proxies from the two drift terms in (50) by the same differentiate-and-separate trick as
before.

drift;: (M'/2Q(N)) ~(Ba2-1)/2a) Assuming this term dominates and replacing ~ by equal-

ity,
2 N
L(N) " 2%25-T — MW%/ o
0o /L(u)
Differentiation gives the separable ODE L' (t) = —ry L(t)% with
20 1 20+28-1
- = 4z e Nl / 2 Ve PV
h=gaias-1Ty ™ 2 o
For 31 > 1 (equivalently 2« + 23 < 4a + 1) we obtain
~ 2(20 + 28 — 1)
Li(N) = (yoM'Y2N)=P == 52
1(V) = (0 ) m 50125 (52)

1
drift,: M1 (Ml/ZQ(N)) ~1taa . Assume o > % and, in the early phase, the second drift term
dominates:

1(pr1/2 -2l N du
LN) = MOTEQN) TR Q) = o |
0 L(u)
Expanding the M —exponent,
2a—1 — (— o—
(M2Q) T — M Q5
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hence
_6a—1 _2a-1 N du
L(N) =~ M~ 4a (’on(N)) 200 I(N) := / . (53)
0 L(u)
Raise both sides of li to the power — 2231 so that the integral becomes linear:
2 6a—1 6a—1 N
L(N) 20-1 = M4a=2 75 [(N) =~ M 40-2 70/ . (54)
0 L(u)

Differentiating (54)) with respect to ¢ yields

2 _2a_ a1 1
501 L(t)” 22=17 " [/(t) = M 4a=2 ~, 708
Rearranging gives a separable ODE of the usual power form
L'(t) = —ra L), py = 20[2i1 +% = 23:; > 1, (55)
with 90 1 -
Ko = 70 Yo M 4a=2 > 0. (56)

Since (2 > 1, solving (53) gives
L(t)=¥==Y = (By — 1) ky t + const.

Absorbing harmless absolute constants into ~ and setting t = N,

6a=l \ - 1 220 — 1)
Ly(N) = ( M da—2 N) , - - : 57
2(V) Yo P2 = 5 a1 (37

Crossover scale. Equating (52)) and gives
20 +1-48
77 - 45 9
so R; dominates for N < Ny and Lo for N 2 Ny (when o > 0.5 and 0.5 < 8 < o + 0.5).

Nl ~ ’7(;1 M"/’

D.4.2 LIMIT STAGE (APPROX AND NOISE FLOORS)
As in the case o < 0.5 or § < 0.5, the stationary analysis with f = 1 yields
Lo = max{'yg "[‘r(diaug(I()l/Q)Q7 HH1/2wJ_||2}.

Under our standing model Tr(diag(K)'/?) =~ M%® and by the results from Paquette et al.| (2024);
Lin et al|(2024), and note in Appendix|L.3] || /2w ||? = M ~2%, hence the floor

C = ’ng + M2

D.4.3 COMBINED PROXY
L« (N) := Li(N)+ Ly(N)+C

am1 (58)
= (o MOSN)™ 4 (ypM%E=N) +
where
220+ 28 — 1) 4o —2
P1r=—F—F——F > p2 = .
2041 —23 20+ 1

D.4.4 VERIFICATION OF THE PROXY

We show that L, satisfies @]) up to absolute constants.

37



Under review as a conference paper at ICLR 2026

Lower bound. We claim

0.5 —2adid ~1(770.5 —1+5g —2a
(M**Qy,,.(N)) + M~ (M**Qr, (N)) + M (59)
drifty drifty approx
270 ZV 40 \
exp m 2 Lpx(IV). (60)
noise
Drift part. Using L« > Ry inside @,
(MO5Qy, ( ))—72“22’371 > 0.5 72”22&571 ( 05 ) )
M prN * NM’VQ/ % Z’yoM'N_lchlN.

Similarly, using L« > Lo inside @),
4L —1+5=
00950, ()1 2 a7 (a0 [y
drift; + drifty, 2 Lq(N) + La(N). 61)
Noise + approx. Since Ly > C,

Therefore,

N du < N—z
s V() T VO
As in the Equation
Vi
noise > ) = % Tr(diag(K)"/?) VC = 7 M**VC 2 43 M.

Thus noise + approx 2, C. Together with (61)), this proves (60).

Upper bound. We will prove

MO.S N _%2;3—1 M~ MO 5 _1+i M72a 62
(M°°Qy,. (N)) + MY (M*°Qy,, (N)) + (62)
drift; drifts approx

273 = N 4 N
DNy — (K du )d < Lo (N). 63
S e ) [ ) e S L) 63

noise

Let
(o MPSN)=P1, N < Ny,
A(N) =1 (o M= N) ", Ny <N <N,
C, N > No,

where N1 and N are the crossover points between the three terms. There exists a constant B > 1
such that

Ln(N) < BA(N) (YN 20). (64)
It suffices to show

_ 2a+428-1 _ 5 14l 9
(M*PQp.a(N))™ = + MY (M°5Qp.a(N)) 2 + M2 (65)

drifty drifty approx

M N N
273 4 / d

— V; —i)\ L dz < L, (N). 66
=0y e~ NE) [ ) de S L) (66)

noise

38
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Case N < N;. Itis enough to prove

0.5 204261 . 0.5 Sl o
(M**Qpa(N)) > + M7 (M"Qpa(N)) "™ + M (67)
drifty drifto approx

272 M N . N
0 . _¥oy (K d 0.5 _
+ w;%/o exp— 2\ (R) . \/ﬁ(u))dz < (o MON) P (68)

noise

We have M 2% < (o M2 N) =Pt directly. Also, the following holds with straightforward integra-
tion.

+28—1
(M*°Qp.a(N)) = (noM°°N)™P.

Since N < Ny = v L M7 withn = w, following holds by integration and calculation.

. I
MY (MOPQpa(N)) ™2 S (70 MOSN) T,

~

Finally, arguing as in the N' < Nj case of Section[D.3.4}

M
27321/1»/N exp(— 122 0(K) Yo )dz S (v MOPN) P,
™ i1 0 ™ P V BA(“) ~
Hence, the claim holds for N < Nj.
Case N; < N < N,. We will show
0.5 —2ad2ed —1(2/0.5 —1455 —2a
(M°*Qpa(N)) + M (M2 Qpa(N)) + M (69)
drifty drifty approx
M N N
+ 27321/;-/ exp(—‘mAi(F) du )dz < (o M%7 N) P2, (70)
i =1 0 ™ P V BA(“) ~
noise
where
_ 2(2a+28-1) _2(2a—1) Alu) = (yo MOBu)=P1,  w < Ny,
=0 +1-28 0 7 T2a+1 "o METFW) T N <u< N,

N u
and Qpa(N) = 4% Jo \/;T(u)'

Approx term. Since N < No,

6a—1
M™% < (yo M1a=2 N) 7.

Drift term. If N; < N < 2N, using the case N < Nj, we get an inequality for two drift terms.

0.5 —2ad 3Pl —1(240.5 —1450
(MOPQpa(N)) + M (M5 Qpa(N)) (71)
drift; drifts
0.5 — 24381 1705 —ltgg
< (M%PQpa(Ny)) + M (MPQpa(N1)) (72)
drifty drift,
0.5 6a—1 —pa
S (’YOM . Nl)_pl 5 (’}/0 M 4a—2 N) . (73)

So while covering the drift term, we will temporarily assume 2N; < N.

Lower bound on Qg4 (). Split the integral at N;:

Ny N du
A(N) = =: I Is). 74
Qpa(N) 70/0 A0 +%/N1 A0 Yo (I1 + I2) (74)
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For the first part, using A(u) = (yoM%5u)~P1 on [0, Nq],

Ny MO0-5yp1/2
Il — (70M0.5)p1/2/ up1/2 du = (ryo ) N11+p1/2.
0 1+p1/2

For the second part, using A(u) = (’}/QM%U) ~P2 on [Ny, NJ,
N Sa—b 2
I, = (VOM%)M/Z/ uP?/2 dy — (oM 3==2)r2/2
N; 1+ p2/2
Since we temporarily assumed N > 2N;, we have

(N1+p2/2 _ N1:1-+P2/2) .

I > (oM fa=2 p2/2 N1+p2/2,
Hence, from (74), .
Qpa(N) = o (yoM da=2)p2/2 N1+P2/2,
drift; vs. drifty. From N > N; and , we have Qpa(N) > Qpa(Ny). It follows that

_ 2a+428-1 -

drift, = (MOPQpa(N)) ™ 2 < M~ (MO3Qpa(N)) ™" = drifty,
so it suffices to control drifts.

drift, bound. Using (77),
,1+ﬁ
drift, = M~ (M°% Qpa(N))

6a—1 P2

1L
< M’l(MO'S .701+p2/2 M=% N1+p2/2) 1+2f¥'

Now compute the exponents of N, g, and M separately.

(i) N—exponent:

20— 1\ /7 1 da 200 — 1 2(2c — 1)
) () - (B () -y () -
<+2 ta Jr20{—1—1 2a 200+ 1 2a 200+ 1

(ii) vo—exponent: the same calculation as in (i) gives —po.

(iii) M—exponent: the total exponent equals

6o — 1
1+ (—1+21a)(o.5 + 43_2-1;2).

A direct simplification shows this equals — 23:1 pa. Therefore, from ,

6a—1 _
drifty, < (o Ma=2 N) ™",
Since drift; < drifty, we also have drifty < (yoM BN )Pz,

Noise bound. It suffices to show

2’73 < M 4 — N d
SV e [ )i
i=1 z
298 < N 4 N e p
Ny, (fﬂxif u )d < (o M2 N) P2,
+ s ; /N1 exp T ( ) ., VB-A@) z (70 )

(75)

(76)

(77)

(78)

= — D2

(79)

(80)

81)

Integral over [Ny, N|. As in the case N < Ny of Section m with A(u) = (WOM% u)~P2 on

[N, N,
ﬁgiv Nexp(—ﬂx(?) g )dz < (yo Mia=z N) P
(et ! N ™ . VB-A) ~ A0 '
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Integral over [0, N1]. First,

242 M y N 05 (7 N . ] 242 M y N1
— i -\ —_ < — i
- ; /0 eXP( = ( ) . B‘A(u)) z - ; /0

As in the case N < N of Section[D-34]

T T

If N < 2Ny, this already implies

2VSZV/Nle ( 40 )\, (K) du )d < (o M1
—_ . X — =19 . o—
T i o p T i i B-A(n) zZ 5 o

If N > 2Ny, then

s

B-A(u)

N1 N
/ exp(*m)\i(K) > )dz =M eXp<74%)\i(F)
0

z

and, using e~ < 1/z together with the lower bound |’ ]yl du > N 14+p2/2

B-A(u) ™
we get
M N o M
2’7(2) ! 270 Ny
ACA ! . < 2 .
™ ;VZ/O =3 T 2%4&,\1,@”1? du
i= = m 1/B-A(u)
M
‘/‘i 6a—1 _ 2
S0 e (oM ae—2 N) "/

Ai(K)

ZOS [ exp( 120 (K) i) dz S VO (MOIN) S (30 Mta=2 )T,

)"

d

N w/B~A(u))’

6a—1
(70M4a—2)p2/27

_ 0.5 % —p2/2 60{7:1 —p2
~ 70 M"? (yoM4a=2N) < (o M*a=2 N) 2,

6a—1
where the last step uses vo M%® < (oM 4a—2 N)*”Q/2 which holds from N < Ns.

Combining the [N7, N] and [0, N1] bounds yields

6a—1 _
noise < (fyo M de— ) P

as required for the case N < N < Ns.
Case N > N,. We have M —2¢ < C directly. As in the above case,

2a428—

(MO3Qp.a(N) ™ = < M~H(MO5Qp.a(N)) 72,

Using the estimate from the previous case,

M—l(M0.5QB-A(N))_1+ﬁ < M1 (Mo.5QB_A(N2))—1+ﬁ < (
Finally, as in the N > Nj case of Sectionm

N N
0

M

2)8 479 d

—_ . 270 ). U <
;1 [/,/ exp( 2N (K) | A (u)> dz < C.

Therefore, the bound holds for N > N5 as well.

D.5 NOTE ON THE REGIME 8 > a + 0.5

:% N2) —Pp2 5 C.

When 8 > a + 0.5, the assumption ¢ > 1 used in step[33]no longer holds. In this case, the first drift

term takes a different form:

2(2a+28-1)
2B—2a—1

Ldrjftl (N) ~ (1 — K0 Mmin(a,o.s) N)
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for a finite horizon and some constant ~. Inserting the max function, we can represent it as a global
function.
2(2a+28—1)
— min(a,0.5) 26-2a-1
Ldriftl (N) ~ (max(1—~x Yo M N, 0

Now we explain the behavior of the term. When N is asymptotically smaller than
(o M™in(@,0-5))=1 " the term is asymptotically constant. On N = (o M™*(*:0-5))=1 " the term
suddenly drops form constant scale to 0.

For the case o < 0.5 or < 0.5 the valid proxy is

2(2a+28-1)
268—2a—1

pr(N) .— (max (1 — K Mmin(a,0.5) N, O)) +’Y§ ]\42—2min(oz,0.5)_’_1\4—20¢+max(0,1—25)7

and for the case o > 0.5 and 8 > 0.5 the valid proxy is

2(2a428—1) 6a—1 2(2a—1)

Lox(N) := (max(l—/vngo'sN,O)) T L M T 207 (Nyg) ™ 20T 442 M+ M2,

These satisfy the implicit integral equation, same as Sections and[D.4.4]
Therefore, for the case o < 0.5, 8 > a + 0.5,

2(2a+28-1)
R(M,N,~y) = <max (1— kv M* N, 0)) TN LM M (82)
and for the case > 0.5 and 5 > 0.5,
2(22;j22f:11) 6a—1 2(20—1)
R(M,N,vo) = (max (1 — kY MY® N, 0)) + M~ 20+ (Nryg)~ 20T 42 M+M 22,

(83)

E DERIVATION OF THE COMPUTE-OPTIMAL RESULT

E.1 COMPUTE-OPTIMAL RESULT FOR MAXIMAL LEARNING RATE

We now discuss the maximal learning rate case deferred from the main text. Note that|Paquette et al.
(2024) showed that the maximal learning rate for SGD is vo ~ 1 when o > 1, and 7o = M (172
when o < %

Now, we discuss the maximal learning rate for signSGD. Because the noise term is
72 M 2—min(1,20) stability requires

7§M27min(1,2a) 5 1.

Otherwise, the signSGD noise term explodes as M grows. This condition is satisfied by choosing
Yo = ]\4’—1-‘,-min(oz7 0.5)7
which ensures 72 M 2-min(1,20) — 1 while the other terms still decay appropriately.

For oo < 0.5, the term

) _ 2(2a+28-1)  2(20+28-1)
(Mmm(a’O'S)N,yO) 20—28+1 — (M*(lf%)N) 20—2B+1

decreases with IV but increases with M. However, under a fixed compute budget f = M N, one can
allocate resources so that this term does not cause an exploding loss; hence we do not classify it as
unstable.

Thus, the maximal learning rate for signSGD is

Yo = M—1+1nin((x, 0.5) ]

In this case, however, we obtain R(M, N,vy) ~ 1, so the slope of the compute-optimal curve is
always zero.
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E.2 DERIVATION OF COMPUTE-OPTIMAL RESULT FOR OPTIMAL LEARNING RATE

We assume a + 5 > 0.5 throughout, even for the case where it is not specified.

E.2.1 «a>0.5, 8 <0.5(PHASE Aa)

We start from

_2(20428-1)
R(M, N,70) = (M/2Nng) ™ 24138 4 o290 4 q2 g
Substitute ;
— M—¢ N=_L M=%
Yo ) M; f )
so that, up to constant factors,

R =~ fmax{él (), L2(x), £3(x)}

)

where
b(z)=—(Q2a+28-1)x,
220 +28-1)
6@ == 1 (
l3(z) = (1 —2e) .

We minimize the convex, piecewise—linear function f(x,e) = max; ¢;(x,e) over z € (0,1) and
e € R. By convexity, any interior minimizer must occur at a kink where at least two lines are active.
In our regime « + 8 > 0.5 and 8 < « + 0.5, the only admissible triple intersection is {¢1, {2, ¢3}.
Solving {1 = {3 and {5 = {3 yields

* * 1 * * * * 2a0+25—1
ef=a+p8 « at= ., h 241($):f2($)253($):*2a7_51'

)x _ 22a+28-1)

1
2 20+1-28 "

To verify that this kink is the global minimizer, note first that z* € (0,1) when « > 0.5, hence
it is interior. Next, the subgradient optimality condition for convex max-of-lines problems requires
(0,0) € Of (x*, e*). At (z*, e*) the active lines have slopes that straddle zero in both coordinates:

_ C2Q2a+28-1)/ , B .
8x/€1 = (2&"‘25 1) < 0, 395@2 = m(e +§) > 0, 3m€3 =1-2e"=1 2(0{+ﬁ) < 0,
" (2042~ 1)
2020 +28 1) , L
3651 = 0, 8662 = m €T > 0, 8‘363 = 22" < 0.

Since 0 lies in the convex hull of the active slopes in both x and e, we have (0,0) € df(z*, e*), so
the interior triple intersection is the global minimizer; no boundary check is needed.

200+28—-1
’YO:Mi(aJrﬁ)a M* = fl/(2a+1)7 R(M*,E[L*) = f_ﬂ

E2.2 a<0.5, 3<0.5(PHASE Ab)

We start from
_2(20+25-1)
R(Mv Na ’YO) = (MQN’YO) 2a+1-268 4 M7(20‘+25*1) + ,yg M272a.
Substitute

— N f M
70_M 67 _77‘[7 _fma
SO that, up to constant factors,

R = fmax{fl (2),L2(x), £3(x) }

)
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where
l(z) == (2a+28-1)x,

2(2 28 -1 2(2 28 -1

52(@:*%(&,6,1)% _ M,
2a+ 128 2a+1-28
l3(z) = (2 — 200 — 2¢) w.

We minimize the convex, piecewise—linear function f(x,e) = max; ¢;(z,e) over x € (0,1) and
e € R. Under our standing assumptions o + 8 > 0.5 and S < « + 0.5, the only admissible triple
intersection is {/1, ¢, ¢5}. Solving ¢; = {3 and ¢y = {5 gives
_ 2a+28-1
- 5 )

To certify optimality, note that z* € (0, 1) (since x* = %) and check the subgradient condition
(0,0) € Of (z*, e*). At (z*, e*) the active lines have slopes straddling zero in both coordinates:
2(2a+28-1)
0 = —(204+28—1) < 0, Oply = —r 22
001 (Oé+6 )<O Ozla 2a+1—26

and
22a+26-1)

20 +1— 283

Hence 0 lies in the convex hull of the active slopes in both variables, so the interior kink (z*, €*) is
the global minimizer; no boundary check is required.

Ol = 0, Oely = ¥ >0, Otz = =22 < 0.

204281
- 2

0= M- s 12 R(MY k) = f

E.2.3 a<0.5, 0.5 < < a+ 0.5 (PHASE Ac)

‘We start from
_2(2a+26-1)
R(Ma N, 'YO) = (MO‘N,},O) 2a+1-28 _‘_M*Qa +,}/§M272a.
Substitute

w=M,  N=L =y
so that, up to constant factors,
R = fmax{fl(x),ég(z),f_a,(x)}

)

where
li(x) = =2z,
22 +28-1) 22 +28—-1)
ba(w) = 2a+1—283 (O‘ € 1)”3 2a+1—28 "

l3(z) = (2 — 200 — 2¢) w.

We minimize the convex, piecewise-linear objective f(x,e) = max; ¢;(x,e) over z € (0,1) and
e € R. In the regime o+ 8 > 0.5and 8 < o + 0.5 (with o < 0.5 < 3), the only admissible triple
intersection is {/1, £, £5}. Solving ¢; = {3 and ¢5 = {3 yields

20+25—1 20 (2a+28—-1)

*:17 * , h*zg *:g *:Z *\ .
¢ YT Tiaft6at4f—2 1(27) = 6(7) = £3(a7) “4af +6a+ 45 —2
One checks that the denominator is positive in this regime and exceeds the positive numerator 2c +
26 — 1, hence z* € (0, 1).
Interior optimality. At (x*, e*) the active lines’ slopes straddle zero in both coordinates:
22a+28-1)
2a0+1—23

Ol1 = —2a < 0, Oplo = (€*+1—Oé) > 0, Ogls = 2—2a—2e* = —2a < 0,

44
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and
2Q2a+28-1) ,

2a0+1—-23

Thus (0,0) € 9f(x*, e*) and, with * € (0, 1), the interior kink is the global minimizer; no bound-
ary check is required.

0.l =0, Ocly = >0, Ol = —22* < 0.

2a (2a428-1)

- 1 % _ e——2ct28-1_ * =20 Q@at2B-1)
Yo=M"", M= f=1apFoatis-2 R(M ’LM*) = f —Zap+6a+iB—2

E2.4 a>05,05< 8 <a+0.5(PHASE Ba)

We start from
1/2 _2(@2at2p-1) 6a—1 _ 2(2a—1) ) )
R(M,N,~y) = (M / N’Y()) Zat1-28 (M 1e—3 N'YO) TaFl | )20 A2 M.
Substitute o = M ¢, N = §/M, M = §*. Then, up to f-independent factors,

R = fmax,;zl _____ 4 f{,(.’l),e)7

where
l(x) = —2ax,
220 4+28-1) 2200+ 28 — 1)
ba(w) = 204+ 1—283 ( %> 20+ 1-28"
220 - 1) 2(2a — 1)
53(”3)_< 20 + 1 e_l)x T T2a+1

ly(x) = (1 — 2e) .

We minimize the convex, piecewise-linear function f(x,e) = max; ¢;(x,e) over € (0,1), e €
R. In the regime o > 0.5, 8 > 0.5, the only admissible interior kink with three active lines is
{la,05,04}. Solving {5 = ¢4 and {3 = {4 yields

= =

2a0+20 -1
9 r =———7, T T e an
43 a+p

h* = ly(x*,e*) = l3(ax",e") = Ly(a™,e") = 50+ 28
Interior optimality. First, * € (0,1) since a, 8 > 0.5. Second, the subgradient condition (0,0) €
Of (x*, e*) holds because the active slopes straddle zero in both variables:

Oply = 202D (4 1) >0, by = 222t 1 <0, 9,y = 120" = 2220 <,

and

ely = 22082020 0x >0, 03 =282V a* >0, Oy =—20" <0.

Hence (z*, e*) is the global minimizer among interior points. It remains to exclude ¢; at (z*,e*):
B S_2a+2ﬂ71:h*’
a+p 2(a+ B)

since 48 — 2a — 28+ 1 =4(a — §)(8 — 3) = 0for o, 8 > 0.5. Therefore the triple intersection
{l, 5,24} is the global optimum.

l(z%) = -2«

_ 20448-1 _B_ _ 204261
=M B M feE, R(MYgR) s e

E2.5 a<0.5, 8> a+0.5(PHASE Ad)
Recall the loss formula (82))

2(2a+28-1)
2B—2a—1

R(M, N,~) = (max (1 - ko M N, 0)) A2 M2 4 B2

45



Under review as a conference paper at ICLR 2026

Note that the drift term vanishes at N = (yo M*)~1L.

Let vo = M —°. Note that because of the approximation error M ~2¢, there is no gain from setting e
bigger than 1. So we will only consider the case e < 1. In that case, loss is a constant scale before
N = M¢=2, and it drops to the scale of M —2¢—2a+2,

Since a constant scale loss cannot be compute-optimal, the loss M ~2¢729+2 ot N = M~ will be
a candidate for the compute-optimal point. In that case f = M N = M!+¢=% holds and it leads to

1 . —2e—2a+2
M = §TFe== . So the loss M ~2¢722%2 has the size f 1+e-=

—2e—2a+2

e Y0 =M ~1is the optimal learning rate. This leads to the follow-

Since e = 1 minimizes
ing result.

1 20
=M, M* = fa, R(M*,%) < f2-a,

E.2.6 a> 0.5, B> a+ 0.5 (PHASE Bb)
Recall the loss formula (83))

2(22[;1—2720[3:11) _6a—1 _2(2@—1)
+M 2041 (Nyg) ™ 20T 4 M+M 2.

R(M,N,~o) = (max (1 — K0 M0'5N,0))

Note that the first term vanishes at N =~ (79 M%)~!. At that point second term becomes
_6a—1 2(2a-1) -
M~ 2a+1 (N%) 20+1 < M zatl,

As we optimize over three parameters N, M, 7o, and one constraint f = M N, we have two degrees
of freedom. So this means three terms may balance together at the compute-optimal point.

The first possible case is the balance of the first three terms, and in this case, Y2 M = M ~2%7 and
N = (vo M*)~! must hold. Here, the loss is M~ 257 and f=MN = M5+ holds, so the loss is

4o
f_ Ta+1 |
The second possible case is the balance of the last three terms, and after solving the equations, the
2a
loss is §~ za+T.

The first case has a steeper decay, so it is the compute-optimal. This leads to the following result.

T2 I
Yo = M 4a+27 M* = f4a+17 » M+

6a+1 2a+1 4o
T T R(M* L) = f datl,

F DERIVATION FOR THE STABLE-DECAY SCHEDULING

We set the learning rate as v, = 7o f(k). Previously, we considered the constant-learning-rate case
(f = 1). In this section, we start with a general decaying learning rate by taking f to be a decreasing
function, and then substitute the stable-decay scheduling. Throughout, for simplicity, we assume
a > 0.5 and 8 < 0.5 (Phase Aa).

Recall the implicit integral equation (17):

M N
» f(w)
L(N) = [[H 2w >+ r;(0) exp( — 20 / du (84)
; ( o +L(u) )
M N N
275 / 4x f(w) 2
4+—= V; exp| — =20 du) f(2)° dz. (85)
7T Zz:; 0 p( I L(u) )f( )
Also recall Equation [I8]and [T9]
M Ay o~ _fW) du 9n2 M N _4Niv TN f(u) du
oy T 0 . T z
Ldnft(N) — Zh(o)e v/ L(u) , Lnonse(N) _ 70 ZV;/ e v/ L(u) f(Z)2 dz.
: ™ 2 0
i=1 =1
(86)
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L(N) = [ H w ||* + LY (N) 4 L"(N). (87)

Recall also the drift/approximation transformation (26)):

. _ 20428-1
Ldnﬂ(N)—l—HHl/Z’wLHQ = M7(2a+2ﬁfl) + (MO'5QL(N)) 2a ,
dvo [* flu)
z) = —
=T Vi
Hence,
204281
L(N) = M~RoF28=0 4 (MOPQL(N))” 2o (88)
+ 273%1// e p 4MU/ f(z)2dz (89)
Zho f <
T = 0 VL
_ 204+26-1
Remark 2 (Early-iteration proxy). In early iterations the drift term (M°°Q(N)) 2 dom-

204281
inates. Solving L(N) =~ (M%5Q.(N)) 2 yields

2(2a+26-1) N
L(N) = (M°®yF(N))~ 20+1-28 F(N) ;:/ f(u)du
0

Now we move on to stable-decay scheduling.

Stable-decay schedule. We henceforth consider the following stable-decay learning-rate sched-
ule:

L, k < pN,
k) = . € (0,1), 7> 0.
f&) {(1+T(/€pN)) Ckspn, Pec@L.T

That is, the learning rate is constant for the first p/V steps and then decays polynomially with expo-
nent ¢ over the remaining (1 — p) N steps.

Remark 3. Note that f depends on the total training steps N. To be precise, we have to represent it
as fy, but for simplicity, we write it as f throughout the analysis.

First, we will make an upper bound on the noise term under stable-decay scheduling.

F.1 UPPER BOUND OF THE NOISE TERM

Fix p < ¢ < 1 close to 1 and split L™¢(V) as

270 Z / 4N / 2
Lnome V eXp ’YO \/7 f (Z) dZ
270 Z / 4 / 2
V; exp 470 \/7 f(z) dz =: T<qn + Tsyn.

Bounding T ,n. Note that f(N) =~ f(z) holds for N < z < N. So

/qzexp 4)‘”0/ \/7 f(z)de ~ f(N)Q/quxp 42 70/ \/7 d

For ¢ sufficiently close to 1, there exist constants ¢y, ¢; > 0 such that for gN < z < N

(N —2)f(N) _ /N P g o V=2
LNy ). Vi Z(N)
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Therefore,

Togn < ’Yo FIN ZV/ exp(—“;ﬂo ‘o (N _LZ()]{;()N))dZ

292 M 7+/L(N)
fo(N)QE;Wm Yo f(N) /L Z*

~ 0 f(N) V/L(N) T(diag(K)"/?) = 4 f(N)\/L M05

To summarize, we have
Togn S Y% F(N)VL(N) M*® = 49 MY2N=¢\/L(N).
Bounding T<,n. LetQ(z,N) = 2 [V \/% du. Then

o2 M Ny (R [N LW g,
T<yn = —ZO Z(w;rKgKui)/ e B T F(2)%dz
i=1 0

2’}/2 M qN _
= —0 Z’I‘r (K. KuiwiT)/ e MUEIREN) £()2(,

0
2,}/ gN M _
O/ ZTr (K, Kugw, )e QN £:)2,

2 gN _
= i Tr(KUKZ e_’\i(K)Q(Z’N)uiw;r) f(z)de

Vs
0 i=1

™

9~2 raN _
- ﬂ/ Tr(K,Ke KQEN) £(2)2d:.
0

Using arcsin z ~ x approximation on K, = arcsin(diag(K)~/? - K - diag(K)~'/?), we get
Tr(K, Ke KQEN)) = Ty(K,SH/2e-K1QE=N) g1/2gT)
= Tr(HY2STK,SHY2e K1Q=N) x Ty(K e K1QE=N)),
Using same contour representation method and deterministic approximation with Section[D.2.2] we
get

2 Ny
Tegw = % Tr(K e 0EN) f(2)d

2
’YO <2 22 QEN (K — 2 1) dzl) f(2)%dz
T2

2 -1
’YO Tr( %p z2 —PaQ(z, N)ZIR(zl)dm) f(z)2dz

2mi
2% M/ ( 74 22ePaQENIZIR(4)) dzl) f(2)%dz

Adopting the method in|[Paquette et al. (2024) same as Section[[.T} we get

-1
" <2' f e PIQEMAR(2) dZ1> = (paQ(z, N)) 2O = (MV2Q(z, N)) 7241/,
™ Jr

It leads to
2 2 qN
TSqN = %M/ (MI/QQ(Z’N))72+1/(2(¥) f(Z)2dZ
0

qN
_ ,ngl/(4a)/ (Q(z,N))_2+1/(20‘)f(z)2 dz
0
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Finally,

qgN
,ngl/(4a)/ (Q(Z7N))_2+1/(2a)f(2)2 dz
0

;71/(204)M1/(4a) i f(z)? dz+fyl/(2"‘)M1/(4“) w f(2)?
0 0 (fN f(w) du)2-1/(20) 0 fN _f(w) du)2=1/(22)
z /L(w /L(w)
< 3/(20) 1/ (a0 1 &z
0 0 (BM=z f F(u)du)2=1/(2)
\/L(0) \/L(pN pN
/(20 1/ o) /qN f(z)?
\/7 quf du 2—1/(2«)
PN 1 qN 2
< 1/(20) 3 r1/(4a) 1/(2a) 3 71/ (4a) f(z)
~ 7o M o (prz + Nl—c )2—1/(2 a) dz+ 7 M N ( Nl—c )2—1/(2a) dz
\/L(O) L(pN) PR VLeN)

1—c
_ 1/(204)M1/(4a)\/7 1/(2"‘)*17(pN+ N )1/(2(1)71)

\/ VL(pN) L(pN)

1—(:
1/(2a) 3 r1/(4a) parmax(1—2c¢,0) 1/(2a)—2
+ M N
7o ( L(pN))

< A2/ 1/ (1) N (=) 11/ () () (1/2-1/ () < 3 1/(20) 1/ ) (1) (11 (200)

So we have
Tegn S o/ B pt/ ) N=(1=e)(1-1/(20))

F.2 COMBINING TERMS

Combining the bounds,

2(2a+26-1)
L(N) 5 M—(20¢+2,3—1) + (M0'5’70N) 20+1—28 +’YOMO 5N / +72a M40tN (1—c) (1— )

_2(20+28-1)
We replaced the drift part with (M 05~ N ) 20+1-25 " temporarily based on Remark and justify

this on our selected parameters in Remark 4] Solving the inequality asymptotically yields
2(2a+28-1)
L(N) < M—(2at26-1) o (MO'S’YON) 20+1-28 4 fy M N2 4 ,Yza M4a N—(= C)(l—*)'

Finally, substituting v = M ¢ and N = f/M yields

2(2a4+28-1)
R(M,f) < M~(o+28-1) 4 (M—e—o.r)f)’ 2081220 ppit2e-ze g2

+ Mia3a (179 (1-55) §~(1-0) (1=53¢)

Optimizing over M gives a bound of the form R(M*,§) < §"(@5.¢) and we then optimize over
¢, e to maximize h(a, 3, ¢, e).

F.3 OPTIMIZING OVER ¢, ¢ TO MAXIMIZE h(a, 3, ¢, €)

Assume throughout o > 0.5, 5 < 0.5, and 2a. + 25 > 1. Consider the upper bound
_2(20+2B-1)
RU(M, f) _ M7(2Q+2571)+<M7€70.5 f) 2a+1-243 +M1+20 2€f 2C+M4a 2a+(1 C)( ) f (1—- C)(

For large §, define
Ruin(f) := min Ry (M, ).

49



Under review as a conference paper at ICLR 2026

We show Rpin(f) =~ §7(®P) with h*(a,8) < 0, and identify ¢*(a, ), e*(, B), and M =
fm (@f),

Logarithmic reduction to exponent balancing

Let M = §™ with m € R. Writing each term as f ¢ gives

Li(m) = =(2a+28—1)m, (90)
22a+28-1) 22a+28-1)
L =— 0.5 91
2(m; ¢) 2%a+1-28 | 2a+1-23 m(e +0.5), On
Li(m,c,e) = m(1l+ 2¢c— 2e) — 2, (92)
1 e 1 1

La(m,c,e) = m(4a — 5+ —c)(l - M)) —( fc)(l - %> 93)

Thus minimizing Ry, is equivalent to
m7e€%}1(§l<c<l max{ Ly, Lo, L3, Ly}. (94)

Introduce i € R and rewrite as

min A st Liy(m,ce) <h(i=1,2,3,4), 0<c<1. (95)

m,c,e,h
At an interior optimum (0 < ¢ < 1), constraints equalize:
Li=Ly=Ls=Ly=h. (96)

Solving the equality yields

—8afB +2a+28 -1
* 97
T 16021 8af—6a—28+1" ©7

e*_8a2+16aﬂ—40¢—4ﬁ+1

2(da — 1) ’ ©8)

. 2(4a — 1)
" T 1602 +8af+20—28—1" ©9)
e 2da—1)(2a+28-1) (100)

1602 +8af+2a—23—1"
Feasibility. Since « > 0.5, denominators are positive. The condition ¢* > 0 is equivalent to
20 — 1
2(4a — 1)

which is stricter than 3 < 0.5. Moreover, ¢* < 1 holds automatically for 5 > 0. Hence, the interior
solution is feasible whenever

—8aB+2a+28-1>0 < B < = B*(a),

| 05-a < B < B'(a) | with B(a)= %. (101)

In this band,

M=§"",  Rupn(f) = "
with m*, h* as in (99)—(100). Note m* > 0 and h* < 0.
Result As f — oo, the choice M = fm* with

N 2(4a — 1)
m =
1602 4+ 8af +2a — 25 — 1’
o —8af +2a+28—1
16a? 4+ 8af — 6a — 23 +1°
o 8a? + 16a8 —da — 4B + 1
2(4a — 1) ’
~ 2Ma—-1)(2a+28-1)
1602 + 8af 4+ 2a— 28 — 1

h =
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is optimal for a > 0.5, 0.5 — a < 8 < B*(«), where

20— 1
B = 3Ga=y
This choice minimizes max{ L1, Lo, L3, L4} in . Consequently,
Ruin(f) = §7 (@8 with h*(a, B) < 0.
Remark 4 (Justification on drift term conversion). Note that M = " and N = §1=™" holds for
the selected parameters.

For pN iterations the stable-decay scheduling behaves same as the constant learning rate. Let Ny
be the crossover point in constant learning rate. Note that N 2 Ny holds, and N is asymptotically
strictly bigger than Ny. So L(u) < 42 M + M ~22=28+1 holds for u > Np.

Also for selected yg = M~¢", /2 M > M—2=26+1 holds.
So we have L(u) < v2M for u > Ny.

20+28—1
_ 20428-1 4 N T 2a
(MO3QL(N))™ 20 = M0.5ﬂ/ flu) du
T Jo /L(u)

_ 2a42p-1
< M0.54ﬂ PN f(u) du 2a
~ T JNo \/L(u)

_ 2a+428-1
pN 1 2a
~ | yoM®5 du
No L(u)
204+28—1
pIN 1 - 2c
~ 70M0'5/ 5 du
No IYOM

20+28—1 2a+28—1
~ (pN — Np) 2 ~N 2«

And for selected parameters M = §M"°, N = §1=M" ¢* and 49 = M ¢ following holds.
_ 20428-1 e
20 Sy MNTTL

2a0+28—-1

As (M°PQL(N)) 20 < A2 MN~2¢", replacing the drift term with proxy does not makes
problem.

F.4 SCHEDULING ON SGD
In this subsection, we explain that the scheduling does not lift the compute-optimal exponent of
SGD in the Phase I and Phase II. Assume a bounded scheduling function f, and define F(k) =
k
Jo f(z)d=.
Ferbach et al.| (2025) proved
Rf(M, N, ’VO) Z M—2a+max(0,1—2,@) + (,YOF(N))—(Za—i-Qﬂ—l)/(Qa) + M_l(’YQF(N))_1+1/(2a)
for the risk Ry(M, N, ) with general bounded scheduling function f.
Since f is bounded, we have F'(N) < N. Therefore,
Ry(M,N,y0) 2 M~2tmex(OI720) 4 (9 F(N))~ Gt 2070/E0) 4 0= (o F(N)) 71/ )
> M720¢+max(0,172ﬁ) + (VON)7(2a+2B71)/(2a) + M*l(,YON)flJrl/@a)
Z Rl(Ma Na70)7
where Rq (M, N, ) is the loss under a constant schedule f = 1.

Thus, scheduling does not improve the compute-optimal exponent of SGD in Phase I and Phase II.
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10°

magnitude

—— a=0.4 empirical-avg (slope -0.91)
1074 a=0.6 empirical-avg (slope -1.22)
—— a=0.8 empirical-avg (slope -1.47)

10° 10! 10?
index i

Figure 15: Decay of gradient under the basis of U. Colored solid lines show the average of gradi-
ents under the basis of U for the parameter (a, 8) = (0.4,0.5), (0.6,0.5), (0.8,0.5). On the legend,
we only noted the . The dotted line is fitted for the average of gradients, and we noted its slope in
the legend. Slope is similar to 2« within error 0.13.

G ANALYSIS ABOUT HYPOTHESIS FOR THE POSITION OF THE BENEFICIAL
AREA

In this section, we cover the analysis of stochastic gradient decay and target decay, which were
deferred from Section[5.11

We first examine the decaying structure of the stochastic gradient. Assume a feature vector x is
drawn from the distribution A (0, H ), and its label is y = (z, w*). Then the stochastic gradient for
that feature vector is

g= ((S:ct, 0;_1) — y) Sz,
= Sxzx"ST(0 - 0") — Sxax"w, .
Taking the expectation of the stochastic gradient and using SHw_ = 0, we obtain
Elg] = SHS(0 — 6*) — SHw
=SHS'(0-6").

Lin et al. (2024) proved that the eigenvalues \; of SH ST satisfy \; ~ i~2“. Let the eigenvalue
decomposition of SHST be SHST = U diag()\;)UT. Then

UTE[g] = diag(\) UT (0 — 67),
which provides the intuition that E[g], expressed in the basis of the columns of U, decays as i~ 2.
Figure shows that the expected gradient decays similarly to i~2%. Also, it is important to note

that a larger « leads to a steeper gradient decay.

Next, we examine how the target decays in the basis of the columns of U. Using the heuristic
STS~1,

0" = (SHS")'SHw* ~ (SHS") 'SHS"Sw* = Sw".

Since SHST = U diag()\;)U", by the similarity between U and S in the early columns, UT8* =
U Sw* may exhibit a decay pattern similar to w* on the early indices. The important part is how
long UTO* decays in conjunction with w*. We observe it in Figurein the main text, and discussed
it in Section 311

H ScCALING LAW OF ADAM WITH HEURISTIC

First, we recall the Adam (Kingma & Ba, [2014) update and notation. For the stochastic gradient
gr = ((Szy, 0k) — yi) Sy
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Adam maintains first and second moment estimates
my = frmyg_1+ (1 — B1) g,
v = Bovp—1 + (1 — B2) g%,
with bias corrections 1ivy = my /(1 — BY), o = vi./(1 — B%). The update is

A o\ —1/2
0k+1 =0 — Ve M © (61 + 'Uk) /

b

where @ denotes elementwise multiplication and the (—1/2) power is taken elementwise; ¢ > 0 is
the usual damping (we will set € = 0 in the asymptotic analysis).

Xiao et al.| (2024) proposed a heuristic for Adam: take (- sufficiently close to 1 so that the second
moment can be treated as an expectation, and assume (in high dimensions) approximate indepen-

dence between the coordinatewise square (Sxy)®? and the squared residual ((Smk, 0r_1) — yk)2.

We present results under a same heuristic. In addition, [Ferbach et al.| (2025)) prove that SGD with
momentum obeys the same scaling law as SGD; motivated by this, we set 3 = 0 and omit the
first-moment term for simplicity.

Second-moment proxy and normalized update. Under the heuristic of |Xiao et al.| (2024),
. 2
(I E{(Sfﬂk)m (S, 05) — yk) ‘fk]

~ E[(Szy)®?] E[(<Smk70k> - yk)2 ’Fk}
= diag(SHS") - L(0y).
Hence, the (elementwise) normalized update is

(<Smk7 0r) — yk) Sy,
V/diag(SHST) - L(6)

01— 0, =

One-step update formula. Recalling the Taylor expansion used for signSGD,
1
Elg(01) — (k) | Fi] = E[(Va(Br), Ors1 = 0k) | 7] + 5 E[(Va, (Bnir — 00)°2) | F].

Gradient term:

SHST 0, — SHw*
ERVQ(%), 041 — O1) ‘}—k} ~ <VQ(0k)7 £ el > :

V/diag(SHST) - L(6y)

Quadratic term:

E[<V2q, (1 — 01)%2) ‘fk}

=E

<V2q, diag(SHST) "2 Szya] ST diag(SHST)’1/2>
L(6x)

(5000

1
~ L(6y) (<
+ 2(SHST diag(SHST)"'/2V2q diag(SHST)"/2 SHST, (6 — 0*)®2>).

diag(SHS")~/2V?q diag(SHS™)™"/2, SHS™) L(6},)

Combining the two contributions and inserting a stepsize 7y,

Elq(0k41) — q(6k) | Fi] = —% (Vq(6r), K(6r —6%)) + %k (V?q, K;)

2
+ ng j (sHST diag(SHS")™"/*V?q diag(SHST)""/* SHST, (6), — 6%)%?),
k

where K, := diag(SHST)~'/2 SHST diag(SHST) /2.
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Mode-wise recursion. For 7;(k) := (6 — 0*)T (Ku; ® w;) (0 — 0*) (cf. Appendix ,

Blrik+1) —ri(®) | 7] = ‘?fék) M) 7 (8) 27 (W] K JKw) + s M) (k)
_ 2 22 = T -

We now assume f = 1, and ry, = 7y for simplicity. Passing to the ODE limit as in Section [D.2] we
get following ODE for P(t) = L(t/vo) and p;(t) = r;(t/0).

dpi _ ) < L 70) Ni(K) pi(t) + 70 Vi (102)

dt VP P(t)

Interpreting the solution of the ODE as an implicit integral equation and summing over ¢, similar to
Section[D.2] and writing

@) =2 I )™

we obtain the implicit integral equation

M
L(N) = [HY 2w |2 + 37 7i(0) exp(-XiQ2(N))

i=1

M N N 1 1
+ ’yg ;Vi//o exp(—Q)\Z-'yO/Z ( () - % L(u)) du) dz,

where V/ := w] K, Ku,.

Drift transformation and limit phase. By the same drift/approximation transformation as in

equation

. _2a+423-1
L(N) — M—Qa—o—max(o, 1-28) + (Mmln(a,O.S) Q2( )) 2a
—1 (3 min(a,0.5) 455 2 / Pl SN (e 50 fL(EiZ)z ) du 2
+ L{as05, 05 M~ (M TQa(N 2 E Vi vEC) f(2)"dz.

We will first handle the limit phase, similar to Section At stationarity, let p;(t) — s; and
P(t) — Lo, we must have

1 — VL 1 VL
( ~ ) XNi(K)si+vVi=0 = s = 10 Vi — Jov o
Ve Lo 20K ) 1—m 20 (EK)

Using the risk decomposition P(t) = >, pi(t) + || H'/?w_ ||2, we obtain

M M

I —ZS.+HH1/2w ”27E<ZM)4/L #+||H1/2w |12

oo — % 1 - 9 — ool_ ’20 1
i=1 i=1 v

Ai(K)

1
1 — -
\/Loo

oo

1
- % To(diag(K)"/* K ) v/ Loo 7=~
Vis

+ | HY 2w 2.

+ [ H 2w |?

T Vil
And

Lo = max{’yg Tr(diag(K)l/z)z, HHl/QwLH2} - max{,ng272min(a,0.5)7 M72a+max(0,1725)}'
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asymptotically satisfies the equation. So we have the same floor as for signSGD.
Since f is bounded and L(N) > ~2 M 2~ 2min(,0.5)

f(w)
v/ L(u) _ \/L(u) > ]\41—11’1111((,»{,0.5)7

Yo JCL(EQ)Q 70]0 (u)

so the subtraction inside Q5 is asymptotically negligible and Q2(N) ~ Q(N). Hence, the drift
contribution coincides with that of signSGD.

Scaling law (constant learning rate). For f = 1, Adam (under this heuristic) follows the same
scaling law as signSGD:

2(2a+26-1)
R(M, N, 70) = M72a+max(0,1726) + (Mmin(a,O.S) N’YO)i 2a+1-28

fa—t Jnee L 2 2 r2—2min(a,0.5)
+(M 4o—2 N'YO) 2a+1 _|_,70 M min(e,0.5)

Since the loss formula R(M, N, 7o) is the same as signSGD, the compute-optimal scaling law will
also be the same as signSGD. So we expect that Adam has the compute-optimal scaling law in
Table [1] Figure 16 shows that exponents in the Table || and measured compute-optimal loss slope
and optimal model size slope (in log-log plot) for Adam match well.
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Figure 16: Measure of compute-optimal loss slope and optimal model size slope for Adam. We
validate the exponent of R (M o %, Y ) and M™ with respect to f in the Table The left plot

shows the compute-optimal loss with respect to flops 6 M V. The right plot shows the optimal model
size with respect to flops 6/ N. Each plot includes the measured slope and the theoretical slope
from the Table Parameters : 81 = 0.9, B2 = 0.999, e = 1078, v, = 0.002.
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I OMITTED ANALYSIS FROM SECTION DI

I.1 OMITTED PROOF OF (22) AND (24)

In this section, we cover omitted proof of and (24). Note that the proof is almost similar to
Paquette et al.|(2024), but we cover it briefly for completeness. Refer to Appendix F, G, H of|Paquette
et al.| (2024) for more details.

It is enough to prove

7i % e Pd Q(N)z <£(Z), v®2> dz = M72a+max(07172ﬁ)
27 Jr

204281
+ (Mlnin(a,O.5) Q(N)) 2«

1
— min(a _1+%
+ Las05,5505 M " (M (e 0.5) Q(N)) .

From now on, we will use similar notation to [Paquette et al.| (2024), except in the inevitable case,
to facilitate easy comparison for the reader. Note that we use M and d for model size and initial
dimension before projection, while |Paquette et al.[(2024)) uses d and v.

We use I' for the contour containing the spectrum of K, while [Paquette et al.| (2024) used I" U T’y
for that, where I is a small circle containing the origin.
Let

1

FIN) = —5 F(R(z),(Hl/zw*)®2>e_de(N)zdz. (103)

The exponential kernel e P*@(N)* replaces all polynomial weights in the analysis of Paquette et al.
(2024). The resulting leading orders remain the same while constants and exponents are altered in a
transparent way; precise statements follow.

We can split the (V') by splitting the keyhole contour I". We let
F(N) = Fo(N) + Feaps(N) + Fo(N) + (lower-order), (104)

where F collects the small circle around the origin, F,ps collects the right/left caps adjacent to the
positive real axis, and F¢ collects the central arc close to [0, 1]. Refer to Appendix F of [Paquette
et al.| (2024) for more details about the picture of contour and decomposition of contour.

In the following proposition the function (z)4 := max(z, 0) is used.
Proposition 1.1. Fo(N) is independent of N and obeys

-—2a—203

d
J —2a+(28-1)4+—1
Fo(0) — < CM .
‘ 0(0) Zl+j—2aM2an(d/M) =

j=1

Sketch. Putting z = 0 to the exponential leads to 1, so we can reduce to the analysis of |Paquette
et al.[(2024). So the error bound is identical. O

After this Fy(N) =~  M—2etmax(0,1-28) holds by identical procedure calculating

d j72a72ﬁ
>i—1 T+j 20 M2 r(d/M)"
Proposition 1.2. There exist functions f, g > 0 with

f(N) < Cexp(—paQ(N) M), g(N) < Cexp(—paQ(N)),

so that
|Feaps(N)| < C f(N) M20F0720+ 1 C g(N).

Sketch. Use |m(z) — 1| < M~ min{201} (a5 in [Paquette et al.[(2024)) on a cap pushed O(1)-close
to [0, 1] to replace (R(z), (H'/?w*)®?) by a simple partial fraction, and control the remainder by
the real part of z. U
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The main contribution arises from the arc parameterized by z(u) = u + in(u) with u € [M~2 1]
and |n(u)| < u. Along this arc we have the uniform approximation

‘m(z(u)) - (1 — 2 (c(u) + 1) u*l/@a)M*l) ‘ < w1 (105)

for some bounded real c¢(u). Inserting (105) in R(2) = (—2I + m(z)H)~! and extracting the
imaginary part produces two canonical integrals,

1 1
Fop(N) : L/ WP/ =puQN)u gy F (N = iﬁ/ u1/(20) N1 g—paQ@N)u gy,
0 Y

= 2a N 2¢ -2
(106)
with cg = Zj>1j*23 if 28 > 1 and ¢g = 0 otherwise.

Proposition 1.3. There exists C' > 0 such that for all N > 0, |Fo(N)| < C(Fpp(N) 4 Fac(N)).
Moreover, there are A > 0 and a bounded function C(N) > 0 with C(N) < 1 + & whenever
paQ(N) € [A, M2~ /A], and

1

m(fpp(N)+fa6(N)) < ]:C(N) < C(N)(fpp(N>+]:ac(N))~

Sketch. Parameterize I'c by u and use (I03)) to separate real/imaginary parts. The imaginary terms
integrate exactly to (106), while the real part is smaller by a factor O(g) since |n(u)| < u. O

Proposition 1.4 (Asymptotics of F,,;,). Assume 2a + 25 > 1 and set X := pyQ(N). For any ¢ > 0
there exists A > 0 such that for X > A,
|}-;0p(N) - gpp(N)| < egpp(N),
where
Gup(N) 1= (20) XTI/ CO (S L),

Moreover, if X < A then ¢ < Fpp(N) < C for constants ¢, C' > 0, and if X > A M2 then
Fpp(N) < C Fo(N) for some C' > 0 independent of M.

Sketch. With the change of variables w = Xu, we get

X
Fop(N) = (20) 71X {0700/ 20) / wP=1/Ca) o= gy,
0
Comparing to the complete gamma integral yields the relative error bound in terms of the upper
incomplete gamma tail, which can be made < ¢ by choosing A large. The remaining bounds follow
by monotonicity and elementary estimates. O

Proposition 1.5 (Asymptotics of F,.). Let X := pyQ(N). There exists C'(a, 8) > 0 such that
CFy(N), 28>1,2a<1,
0, 26 < 1.

If in addition 2a¢ > 1 and 283 > 1, then for any ¢ > 0 there is A > 0 such that whenever X €
[A, M?*/A],

Fac(N) < {

| Fae(N) = gac(N)| < £gac(N),  gac(N) := (iﬂﬁ) (20) 7 T(1- 5 ) XHH/@ pn

Furthermore, for any A > 0 there exist constants C, ¢ > 0 (independent of M) such that

CM™', X<A
Fac(N) < ! -
() {c]—'o(N), X > AM2e,

Sketch. Compare the truncated integral in with its extension to [0, 00) and control the two
tails [0, M ~2] and [1,00) separately. The first is at most ¢ M ~2%; the second is bounded by
M~'X~le=X . Normalizing by g,.(N) shows both are relatively small for X € [A, M2 /A]
with A large. The endpoint bounds follow from dropping the exponential and from a crude

[ e Xudu < X~1e=XM™*" estimate when X > M2, O
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Finally we get
1

_ﬁj{e*pd@(mz (L(2), v®*) dz = Fo(N) + Feaps(N) + Fc(N)
T Jr

204281
= M 20tmax(0,1-28) <pd Q(N)> -

1
— e, a+max -
+ 1{a>05,8505 M 1(PdQ(N)> Dy 2octmax(0,1-20)
_20426-1
= M—2(x+max(0,1—26) + (Mrnin(a,O.5) Q(N)) 2c
1
— min(a _1+%
+ Las05,5505 M " (M (e 0.5) Q(N)) .

1.2 NOTE ON THE arcsin x &= £ APPROXIMATION

We explain that it is possible to replace the linear approximation arcsin x ~ x by an inequality, and
the main results of our paper remain unchanged.

Replacing the arcsin-linearization by a uniform sandwich. Fix 0 < p < 1 and define
arcsint

c1(p) = inf =1, ca(p) = sup =

arcsint  arcsin p s
[tI<p lt<p p -2

For x € R? with ||z||« < p, the entrywise odd and monotone map ¢ + arcsint satisfies the
componentwise bounds
c1(p)x < arcsin(z) < ex(p) .

In our update, put vy := 0 — 6* and

Kv .
Ty = e so that arcsin(xy) = Dy xy,

VL(6k)
for some diagonal Dy, = diag(kg,1,...,kka) With c1(p) < ki; < ca2(p). Using KT = K and
KK =K KT, the one—step drift can be written as

2

2 — 2
Yk U,I(KuiwiT + wiuzTK) D, Kuv, + % ('wiTKaKui).

7w/ L(6%)

Since Dy, is diagonal with ¢; (p)I < Dy = ca(p)1, the quadratic form is sandwiched between the
same expression with Dy, replaced by ¢1(p)I and co(p)I. Recalling the identity used earlier,

op (Kuw, + wiw] K) K vp = 20(K) ri(k),

Elri(k+1) —ri(k) | Fx] = —

we obtain the two—sided one—step bound
2

_icz(LP()ezk) N (K)ri(k) + 27% (w] K, Ku;) < E[ry(k+1) —ri(k) | Fi]

4 - 23%
< 2abw y wy i + Dk (Wl K, Ku).
T

m/L(0:)

Consequences for the ODE limit and the implicit integral equation. Let v, = 7o f(k), t = ko,
pi(t) == ri(k), and P(t) := L(6%), as in Appendix [D.2] Then we obtain the differential inequalities

_ A0 3R Ftr0) pi )+ 20 F(t0)2Vi < pilt) < ——L2L 5\ (R) £t o) pat)+ 220

P(0) 5 /P w0V,

with V; := w] K, Ku;. Solving these linear comparison inequalities yields the bounds

p? W) < pil) < oM, P < P1) < PO,
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where p(c) (-) and P(°)(.) denote the solutions of the ODE/integral equations from Appendix

%

with the factor % replaced by %. Equivalently, defining

4co /N f(u) du

T Jo /Pl

the drift/noise expressions remain valid with Q (V) replaced by Q.(IN), and all proofs carry through
verbatim.

QC(N) =

Only multiplicative constants change; scaling exponents and phases do not. Every appearance
of Q(NV) in the final formulas enters either through an exponential e =A@V ) or through a polynomial
factor (M*Q(N))™". Replacing Q by Q. = c¢Q only multiplies these terms by constants: e~
converts to (M*cQ)™" = ¢ ¥(M"Q)". Hence the rates, exponents, and phase boundaries of
the scaling laws are unchanged; only the prefactors are rescaled by fixed constants depending on
c1(p), ca(p) € [1,7/2]. In particular, all “<” statements (equalities up to absolute constants) remain
valid with the same exponents.

1.3 NOTE ON APPROXIMATION ERROR

Though proof of |Paquette et al.|(2024)) implicitly implies
||H1/2wl||2 — ) —20+max(0,1-28)
It was not explicitly specified. So we clarify it here.

First,
o <(f{\_ 2I)7, (Hl/QW*)®2> dz =~ M —2etmax(0,1-26)

211 |z|=¢

is directly implied from Proposition H.3 of [Paquette et al. (2024). So it is enough to prove the
following claim.
Claim. Let
K=HY/*STSHY?, 1w =80"+w,, SHw, =0.
For a sufficiently small circle |z| = € enclosing only the eigenvalue 0 of K,

7L 7 -1 1/2,, %\®2 _ 1/2 2
o |z|:€<(K D)7 (H 2wt ) de = | H P

Proof. By the Riesz projection theorem (Dunford—Riesz functional calculus), for a small circle |z| =
e enclosing only the eigenvalue 0 of K,

1 —
My == —— (K —2I)"'dz
21 |z|=¢
is the spectral Riesz projector onto the 0-eigenspace; since K is Hermitian, IIj is the orthogonal
projector onto ker(K).

And we have
_ L <(f€— )7L (Hl/gw*)®2>dz - <H0, (Hl/Qw*)®2> — ||11o H'?w* |}

271

|z|=¢

Since ker(K) = {x: SH 2z =0} = (Im(Hl/QST))L, We have the orthogonal decomposi-
tion
H'?w* = H'/ST9" + H' w,
— —_—
EIm(HY/2S8T) ¢ (Im(H/28T))+

where the second membership uses S H w, = 0. Hence Iy H'/?w* = H'/?w, and therefore

<Ho7 (Hl/zw*)®2> _ ||H1/2"ULH2~ 0

60



Under review as a conference paper at ICLR 2026

1.4 PROOF OF MATRIX INEQUALITY FOR diag(SHST)~1/2

We will prove the inequality in the following form in this section.

c Mmin(0.5,a)I < diag(SHST)_1/2 < ¢y Mmin(O.E),a) I

Setup. Let S € RM*4 have i.i.d. entries S;; ~ N(0,1/M), and let
H = diag(172*, 272, ..., d ™), a>0.
Then, foreachi € {1,..., M},

d d
. 1 _oq
[diag(SHST)], = ZHjjS’gj M Zj P
= =1

where X7, ..., x3 areiid. x*(1).
Remark 5 (Rough intuition for what we will prove).

d -1 1
1 M a> ;5
[diag(SHST)],, = 72].72&)(? ~ { g1 —2a L
szl M~—td ~M7, a< g withd= M,

So, we want to obtain diag(SHST) /2 = Mmin(0-5.0)
Define .,
. . 1
Sa(a) = Z] 20‘)(? = [dlag(SHST)]“, = MSd(a).
j=1

Hence, any high—probability upper/lower bounds on S;(«) translate into corresponding bounds on
diag(SHST)~1/2 via

1 ) —1/2 M
MSd(a) < U = |[diag(SHS")] = 4/ 7
1 - M
—Sal@) = L = [diag(SHST)] V2 — 1L

We consider two regimes and then unify them through )/ ™i(0-5,2)

REGIME I: o > % (SUMMABLE WEIGHTS)

In this regime, >-°° | J7%% = ((200) < oo. Write X := j2%(x? — 1), so that
d d

Sa(a) =E[Sa(a)] + > X, E[Sa(a)] =) 57 <{(2a).

j=1 j=1
Moreover, Var(Sg(a)) = 2 Z?Zl T < 2(¢(4a).
Upper tail (to lower-bound diag /7). For A = 1,

E[eM] = e (1-22)720) 712 < exp 357,
hence

E [e% (Sd(a)—ESd(Oé))} < exp(% jzi:lj_%‘) < exp(% C(4a)).

By Markov and a union bound over the M diagonal entries, setting the per—entry failure probability
to 50 = 5tota1/M,

Pr (Sd(a) < ¢(2a) + ((4a) + 21og M ) > 1 — biotal-

total
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Therefore, with probability at least 1 — o1,

diag(SHST)™'/? = VM — L.
(§(2a) + ((4a) + 21og M ) /

6[01211

Lower tail (to upper-bound diagfl/ 2). A Chernoff bound on the lower tail of Sq(a) (via the mgf
of e=t37°"X") gives, for any & € (0, 1), the existence of a constant
a—1

eo) = (222)" y22

such that
Pr(Sd(a) > ¢)(a) (1og(1/5))*(2°‘*1)) > 1-4.

With § = 09 = diora1/M and a union bound over the M rows, with probability at least 1 — a1
VM M 25
L1 MY

/2
(ci(a))

diag(SHST)™1/2 < 5
total

Conclusion for oo > % Combining the two displays,

M M M N2
v el 2 diag(SHST)™'/? < Lm (log@) d
(¢(2a) + ¢(4) + 2log £5) (c1(@))

5mml

REGIME II: o < % (DIVERGING WEIGHTS)

Assume d > r M for some fixed r > 1 (as in our setup). Then

d
E[Sq(a)] = Zj*m satisfies

j=1

(d+ 1)17204 -1 < d172a -1
1 -2« -

Hence E[S;(a)] =~ d'~2%, Moreover,

so in all cases \/Var(S4()) = o(E[Sq(c)]) as d — oo. Thus, by Bernstein and a union bound
over the M rows, for all sufficiently large M we get, with probability at least 1 — a1,

1
3 ElSa(a)] = Sa(a) = 5 E[Sa(a)].
Using d > rM and the integral bounds for E[Sg(«)],

(rM)1 =20 — PMOLI—20
g < S < 51 )

Dividing by M and inverting the square—root yields constants

Cularr) = ( & )/ Curlar) = (2(1))/

1—2a 1-2a

such that, with probability at least 1 — diotal,

Cr(o,r) M*T < diag(SHST)™ Y% < Cy(a,r) M1 | (a<

).

=
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UNIFIED STATEMENT

Combining Regimes I and II, there exist positive constants ¢ («, 7', diora1) and ca (e, 7, dora) SUch
that, with probability at least 1 — o,

cr1(a, 7, So) M™PO5) T < diag(SHST) ™2 < coa, 7, Gopr) M™O0-20)

with the following explicit choices:

e Ifa > %:
2a0—1

c1(e, dow) = (C20)+¢(40)+210g £L) T2 el o) = (cy(@) " (log L) T

6&0(31 5!0!&1]

where one admissible choice is ¢ (o) = (2%71) 2=l g2a-1,

e Ifa<landd>rM:
C1 (Oz,’l“, ) = CL(O(,’I"), CQ(QaTa ) = CU(O[7T))

with Cp,, Cy as defined above.
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