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Abstract— Prior work has shown the benefits of using a
3D representation space—in particular, voxels—for 3D ma-
nipulation tasks. However, computation with voxels requires
N3 memory, which limits the possible observation size. While
the structure of voxels convey spatial information, limited
resolution can obscure semantically-relevant information. In
this work, we show this can be overcome by conditioning a
3D-based agent, Perceiver-Actor, on additional segmentation
information, which allows it to successfully distinguish between
similar objects for manipulation tasks. This is achieved by
using pretrained segmentation and text-image models to extract
segmentation masks for relevant objects in a zero-shot manner.
We demonstrate our model on a real robot, where we show it
can correctly interact with objects with fine-grained differences,
such as a “Cola” can versus a “Dr. Pepper” can.

I. INTRODUCTION

The last few years in machine learning have been domi-
nated by “the bitter lesson”—that scaling (relatively) sim-
ple models and data can surpass many ingenious, hand-
engineered solutions [1]. This has held in domains where
data is plentiful, such as text and images, but notwithstanding
large industrial efforts [2], this seems infeasible for robotics.
The field of robot learning has therefore sought to combine
the best of both worlds—pretrained deep learning models,
with established solutions for robotics.

One such example is CLIPort [3], an agent that can
perform a wide range of tabletop manipulation tasks by
combining the general semantic information learned by the
CLIP text-vision multimodal model [4], with the spatial
inductive biases of Transporter networks [5]. CLIP has been
widely used in many domains, and robotics is no exception
[3], [6], [7], [8], [9], [10], [11].

However, we are still a way from a general solution for
manipulation, as dictated by the large-scale vision-guided
manipulation RLBench benchmark [12]. Challenges include
using image sensors to locate objects, controlling an arm
with several joints, and performing manipulation with 6
DoF (translation + rotation). Significant progress on this
benchmark was achieved by the C2F-ARM agent [13],
which uses 3D (voxel) observation and action spaces, far
outperforming the best 2D agent [14]. Notably, the C2F-
ARM agent is data-efficient, outperforming baselines with
100 demos, when it itself is only given 10 demos. C2F-
ARM was then superseded by the Perceiver-Actor (PerAct)
agent [10], which replaced the “coarse-to-fine” hard attention
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Fig. 1: 720 × 1280 image view from the RGBD camera
(top) vs. 1003 voxel view (bottom). Fine-grained semantic
information somewhat diminished in the voxel view.

mechanism in C2F-ARM with a Perceiver IO Transformer
[15] to efficiently process the voxel observation space.

However, PerAct is still fundamentally limited by the
size of the raw observation space. The authors use an
input and output size of 1003 voxels, representing 1m3, and
train their model on a batch size of 16 over 8 NVIDIA
V100 GPUs. With the chosen hyperparameters, a backwards
pass (with the LAMB optimiser [16]) with a single sample
requires ∼11GB. As seen in Fig. 1, whilst it is possible to
distinguish between similar objects, such as different soft
drink cans, in the 720× 1280 RGB image, this information
can be more difficult to extract when voxelised to 1003,
and even more so at even lower resolutions. Furthermore,
PerAct’s feature space (Sec. II) biases its policy towards
spatial location/object shapes. As such, the PerAct agent
often chooses the wrong object to interact with if it is difficult
to distinguish from other objects in the scene.

We propose a relatively simple solution—conditioning
the agent on an additional object mask—a solution often
employed by grasp controllers [17], [18], [19], [20], [21]. If



Fig. 2: PerAct architecture. The voxel and text inputs are
separately encoded, with proprioceptive inputs embedded
and then concatenated with the output of the voxel encoder.
These are then processed by a Perceiver IO Transformer,
and decoded back to voxels. The voxels are used to directly
predict the end-effector translation, and further processed
through pooling and fully-connected layers to predict the
rotation, gripper state, and motion planner mode.

a mask can be extracted from the raw 2D RGB(D) image,
then it can be included in the voxels along with the RGB
values. To be scalable, we require a segmentation model that
can extract a wide variety of objects, and performs robustly
on real-world images. Ideally such a model should operate
in a “zero-shot” fashion, where rather than predicting masks
based on preset classes, we can query it for our objects of
interest. Recently this has been enabled by text-conditioned
segmentation models [22], [23], [24]. However, in initial ex-
periments we found these were not robust. Instead, we found
that the recently-released SAM model [25], that can propose
label-agnostic segmentation masks for the whole image, was
robust enough to provide good quality segmentation masks
on our real robot setup without requiring further training. By
combining this with text-image similarity search, we could
thereby extract masks for objects of interest. By conditioning
PerAct on these masks, we enabled it to push objects with
similar appearance in the real world, where PerAct without
this information failed.

II. METHOD

The core of our method is the PerAct agent [10]. The
model takes voxels and a text-based task condition as input,
and produces a structured action space for the end-effector as
output: translation, rotation, gripper state, and motion planner
mode (Fig. 2). Based on prior work on RLBench [14], the
agent’s prediction is fed into a motion planner (which must
avoid collisions when moving in open space, or “not” if
it needs contact with an object), resulting in an observe-
plan-execute loop. The authors chose to use a pretrained
CLIP model [4] for the language encoder, which provides
vision-guided language embeddings, but PerAct learns vision
from scratch, which means that it does not benefit from
generalisation across the visual domain—only language.

The PerAct agent is trained using supervised learning,
similarly to behavioural cloning, on a set of demonstrations.
For full architectural and training details, we refer readers to
the original work [10]. We added two further regularisation
methods to improve PerAct’s performance on the real robot:

(a) CRIS (b) ODISE

(c) CLIPSeg (d) OWL-ViT + GrabCut

Fig. 3: Segmentation masks for “Cola” from different models
for the image in Fig. 1. Mistakes include selecting parts of
the workspace, not making any selections at all, selecting
several objects (which may/may not include the target ob-
ject), or producing incomplete masks.

TABLE I: Segmentation GPU inference time and memory
usage, evaluated with 1 720×1280 image and 1 text prompt.

Name Time (s) Memory (GB)
CLIPSeg 0.70 1.68

CRIS 0.72 3.30
ODISE 4.82 16.3

OWL-ViT + GrabCut 1.82 1.60
SAM + CLIP 4.07 6.14

dropout on the point clouds (at a rate of 30%), and additive
noise on the robot joint positions (∼ N (0, 0.1)).

The viability of adding segmentation masks into PerAct
depends on the quality of current pretrained (zero-shot)
segmentation models. Although these have improved signif-
icantly in recent years, we found that most were not robust
in cluttered scenes (the area outside of the table workspace),
and even when restricted to the tabletop1 failed to associate
the correct object with its corresponding text label, if at all
[22], [23], [24]. We also tried an alternative approach, using
the OWL-ViT zero-shot object detector [26] + the bounding-
box-based segmentation algorithm GrabCut [27], but either
algorithm could fail and introduce errors into the process.
Fig. 3 shows some failure cases with these methods.

In comparison, SAM, which is simply trained to predict
object-agnostic masks given a variety of spatial-conditioning
prompts, provides a comprehensive segmentation of the
entire image input (Fig. 4). Although the authors of SAM
trained a text-conditioned variant, this model was not re-
leased. Therefore, we first use SAM’s automatic mask gen-
erator mode to propose masks for the whole scene, tuning
its hyperparameters to reduce over-segmentation (Fig. 4). We
then embed the (image) parts using CLIP’s vision encoder,
and compare these to query text embeddings from CLIP’s
text encoder using cosine similarity. As taking the the

1Information which is already required for PerAct’s voxelisation process.



Fig. 4: Mask predictions from pretrained SAM model with
default (top) and tuned (bottom) hyperparameters. By default
SAM tends to over-segment areas in an image.

segmented object with the highest similarity can sometimes
result in selecting a similar object to the desired one, we
also query for all relevant objects on the table and use the
Hungarian method to solve for assignments. Although this
is one of the more resource-intensive methods (see Tab. I),
it is little overhead compared to running PerAct.

PerAct’s voxelisation process involves taking an RGBD
image from a camera with known extrinsic parameters,
turning this into a point cloud, and then constructing the
voxel grid with respect to a fixed frame (the robot base).
PerAct uses a 10D voxel grid: 3 for RGB values, 3 for
Cartesian coordinates, 1 for occupancy, and 3 for voxel grid
indices. We augment this with an 11th dimension for a binary
segmentation mask: 1 for the object, and 0 otherwise.

III. EXPERIMENTS

For our experiments we use a Franka Panda robot with
its standard gripper, with an Intel D435i camera with RGBD
images captured at a resolution of 720× 1280. We use ROS
[28] to interface with the robot and the MoveIt package
[29] with RRT-connect [30], restricted to Cartesian path
planning, as PerAct’s motion planner. Demos were collected
by specifying gripper positions2 for the motion planner with
an XBox One controller, with sensory inputs synchronised
and sampled at 30Hz. To compute the camera extrinsic
parameters we used ArUco markers [31] and the default
hand-eye calibration package from MoveIt.

The environment is as shown in Fig. 1: the robot is placed
in front of a tabletop with 4 coloured markers, and 2 objects
(one target, one distractor). The set of objects we use are a
“Cola” can, a “Dr. Pepper” can and a “black bottle” (Fig.
5). The task is for the agent to push the target object to
a target marker, specified via text, e.g., “push the Cola
to the green marker”. Both when collecting training data
and evaluating the agent, the objects are placed between

2Which are used as the keypoints for PerAct’s training.

Fig. 5: Objects: “Cola”, “Dr. Pepper” and “black bottle”.

TABLE II: Training and evaluation object pair settings.

Target Obj. Distractor
Training + Evaluation Cola Dr. Pepper

Dr. Pepper Cola
Evaluation black bottle Cola

the markers such that either the target or distractor object
might be closer to the target marker, but a solution trajectory
would not cause a collision between the objects. We collected
a total of 40 demos (2 object pairs × 4 markers × 5
positions) for training, and performed evaluation 48 times
per model (3 object pairs × 4 markers × 4 positions),
using both in-domain pairs and an unseen object pair to
test zero-shot generalisation ability (Tbl. II). During training
we randomised the object positions, but used fixed positions
during evaluation to keep these consistent across models.

Due to hardware limitations for training PerAct, we
changed several hyperparameters: a voxel grid of 603 (which
was shown in the original work to have relatively close
performance to 1003 [10]), a hidden size of 512, a latent size
of 512, and a batch size of 4 (which still requires gradient
accumulation on our hardware). The original authors used
a multitask model for their main results, so it is possible to
train single task models using reduced compute and memory.
Indeed, despite the reduction in capacity, we were able
to successfully replicate performance on several RLBench
tasks with our single task models, so proceeded with these
hyperparameters for experiments with the real robot.

Conditioning PerAct on segmentation masks successfully
improved its ability to distinguish between objects, and even
interact with an object that was not seen in the training data
(Tbl. III). Although on average the standard PerAct agent
achieves a 50% success rate on the in-domain object pairs,
almost every failure occurs due to pushing the wrong object
(to the correct marker). On the other hand, when conditioned
on segmentation, most failures were due to the segmentation
failing—so making this more robust should improve results
further. As further evidence of this hypothesis, preliminary
experiments on the “lift numbered block” task in RLBench

TABLE III: Success rate (%) of PerAct models.

Target Obj. Distractor PerAct PerAct + Seg.
Cola Dr. Pepper 37.5 81.2

Dr. Pepper Cola 62.5 75.0
black bottle Cola 25.0 50.0



using ground truth segmentation masks resulted in high
success rates, versus the standard PerAct agent.

In the zero-shot setting, the standard PerAct agent usually
pushed the “Cola” can, overfitting to this object from its
training data. When conditioned on segmentation masks,
PerAct typically pushed the “Cola” can if the segmenta-
tion failed, but even when segmentation was successful it
sometimes failed to complete the task successfully. Some of
the failures came from the gripper colliding with the “black
bottle” when coming down, hitting the area to the side of the
cap. We hypothesise that since the training data consisted
exclusively of objects of perfectly cylindrical shapes, the
model made such mistakes.

IV. DISCUSSION
In this work, we introduced segmentation-conditioned

PerAct. Using the power of pretrained segmentation and
text-vision models, we can cheaply generate useful semantic
information for robotic control, without requiring further
training of the pretrained models. In our experiments on a
real Franka Panda we demonstrated improved success rates
on a task involving distinguishing between similar objects.

The success rate could be improved by collecting more
data, with more varied data to improve generalisation. Al-
though adding segmentation information improved zero-shot
performance, a wide enough dataset could also provide
this improvement. However, collecting demonstrations is a
time-consuming process, so methods that are more sample-
efficient are still relevant for robotics applications.

Although the generalisation ability of SAM enabled us to
extract good masks, its “segment anything” mode did require
further processing. Text-image similarity search with CLIP
embeddings was not always successful, and having a single
model perform zero-shot text-conditioned object segmenta-
tion could alleviate this—in particular, the knowledge that
there are several known objects in the scene and matching
these can reduce false positives. Further work on improv-
ing this post-processing phase should lead to downstream
improvements for segmentation-conditioned policies.
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