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Abstract
We propose an approach for reducing the mem-
ory required to fine-tune transformer-based mod-
els. During the backward pass, our approach only
propagates the gradient through a small number of
input positions, while freezing the others. Thus,
we only save a subset of the intermediate acti-
vations during the forward pass, for which the
computed gradient will not be zero. We show that
our approach leads to performance on-par with
full fine-tuning, while requiring only up to a third
of the GPU memory. Our approach is specifically
efficient in fine-tuning language models with a
number of parameters lying around hundreds of
millions. It allows to fine-tune such models on
consumer hardware, while maintaining a large
batch size.

1. Introduction
Large Language Models (LLMs) come with the challenge
of adapting them for specific tasks. Their high number
of parameters increases the compute requirement to fine-
tune them. Alternative methods such as zero-shot tuning or
prompting usually underperform fine-tuning (Brown et al.,
2020). Thus, in many cases, fine-tuning medium size LLMs
may offer a better balance in term of cost and performance,
compared with fine-tuning large LLMs or conditioning their
outputs with prompt based approaches (Li et al., 2022;
Schick & Schütze, 2021). Medium size LLMs may also
be used as individual components, co-trained to encode
information for a larger system (Pfeiffer et al., 2023).

Parameter-Efficient Fine-Tuning (PEFT) approaches aim at
reducing the compute and storage requirements to fine-tune
LLMs by only updating a small subset of the model parame-
ters. As a result, we do not need to store any corresponding
gradients and optimizer states for the frozen parameters.
With parameters, gradients, and optimizer states usually
representing the majority of the GPU memory usage, this
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Table 1. Using two models requiring roughly the same GPU mem-
ory, we observe that the memory breakdown and the impact of
PEFT methods application are very different. For each model,
we show the evolution of the GPU memory (in MiB) required for
performing one training step for OPT-1B3 (Zhang et al., 2022)
with a batch size of 1 and a sequence length of 128 and BERT-base
(Devlin et al., 2019) with a batch size of 256, a sequence length of
128. Fwd (w/o grad) corresponds to the execution of the forward
pass, while disabling gradient computation.

w/ LoRA
BERT OPT BERT OPT

Cuda Context 780 780 780 780
+ Model weights 1,250 5,806 1,250 5,828
+ Fwd (w/o grad) 2,860 6,050 2,860 6,072
+ Fwd (w/ grad) 24,754 6,290 20,554 6,294
+ Bwd 25,242 11,258 20,948 6,322
+ Optimizer step 25,242 21,390 20,948 6,322

is specially efficient for very large language models with
billions of parameters. However, for language models with
“only” hundred of millions of parameters, most of the GPU
memory is actually used to store intermediate activations
required for gradient computation during the backward pass.

Table 1 presents the GPU memory required to perform one
training step with BERT-base (Devlin et al., 2019) and OPT
(Zhang et al., 2022) on a consumer hardware GPU. We
calibrate the example such that the memory requirement
is roughly the same for both models. In this configura-
tion we can only fit a single example for OPT, while we
can use a batch size of 256 for BERT. We observe that the
memory breakdown is very different between the two config-
urations. The required memory drastically increases during
the forward pass for BERT and during the backward pass
for OPT. When comparing the execution of forward pass
with and without enabling gradient computation in pytorch,
we estimate that the memory cost to store intermediate acti-
vations represents around 22 Gb for BERT and less than 1
Gb for OPT. On the contrary, we estimate that computing
and storing the parameter gradients increase the memory
requirement by less than 1 Gb for BERT and around 5 Gb
for OPT. When applying LoRA (Hu et al., 2022), a PEFT
method, we observe that the memory drastically decreases
for OPT, while having a less significant impact on BERT.
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Figure 1. We illustrate our approach for memory efficient fine-tuning of LLMs. During the backward pass, we compute the gradient for
only a subset of k input positions, while the other remains frozen (in grey in the figure). During the forward pass, all input positions are
used, but only a subset of the layer activations is cached in memory (in blue in the figure).

In this work, we propose a method that focuses on optimiz-
ing the training of LLMs with millions of parameters, with
the aim at significantly reducing the GPU memory dedicated
to storing intermediate activations during the forward pass
without sacrificing model quality. Our paper is segmented
into the method (Section 2), the empirical evaluation results
(Section 3) and related work (Section 4).

2. Selective Fine-Tuning
Figure 1 illustrates our selective fine-tuning (SFT) method,
aiming at reducing the memory needed to store the interme-
diate activations used for gradient computation. Given an
input sequence X and a class label y, a transformer network
associates each token from the input sequence to an em-
bedding and computes a corresponding sequence of hidden
states h through multiple layer applications.

For each input sequence, we select k random positions.1 We
organize the input of each layer in two groups, one with the k
selected input positions: hG , and one with the remaining un-
selected positions: hḠ , such that that h = [hG , hḠ ], with [ ]
denoting the concatenation operator. This re-ordering does
not impact the computation since the position is directly
encoded in the hidden representations.

We use the average of the hidden states from the selected
positions of the last layers as input for a MLP. The MLP

1We select the positions using a uniform distribution. However,
we always include the [CLS] token—a special symbol prepended
as the beginning of every input sentence.

outputs a probability distribution over the classes of the task
given Eq 1. During the evaluation, we use the average from
all hidden states of the last layer as input for the MLP.

π = MLP

(
1

k

k∑
i=1

hG

)
p(y|X) = softmax(π)

(1)

The key element of our method is that we disable the gra-
dient computation for the un-selected tokens in Ḡ. Thus,
only the k selected position contributions will be used for
the gradient computation during the backward pass. For
example, let us consider a dense layer f(x) = σ(Wx+ b)
with a weight W , bias b, and nonlinear function σ as pa-
rameters. We note the output of the layer a, the input h
and the pre-activation z such that a = σ(z) = σ(Wh+ b).
When back-propagating through this layer, given a loss L,
we compute the gradient with respect to W and b given
Eq 2.

∂L
dW

=
∂L
∂a

∂a

∂z

∂z

∂W
=

∂L
∂a

σ′h

∂L
db

=
∂L
∂a

σ′
(2)

In pytorch, we disable the gradient computation for the
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Table 2. Results from BERT-large (Devlin et al., 2019) on GLUE test tasks scored using the benchmark server. We report the Matthew’s
Correlation for CoLA, the Spearman correlation for STS-B, F1 score for MRPC and QQP. We report the accuracy on the MNLI matched
test split and the accuracy for every other tasks. The “Param.” column indicates the ratio of the number of updated parameters for each
task by the number of parameters in the backbone model. We indicate in bold the best result for each task. † indicates models we trained.
We report adapter results from Houlsby et al. (2019), BitFit from Zaken et al. (2022) and Diff Pruning from Guo et al. (2021). For LoRA
(Hu et al., 2022) and Ladder Side Tuning (LST) (Sung et al., 2022), we select the best learning rate in the dev set between the values
proposed in the original papers, respectively [5e−4, 4e−4, 3e−4, 2e−4] and [3e−4, 1e−3, 3e−3]. We do not use the initialization setup
proposed in LoRA or LST nor do we drop any layers for the LST method.

Method Param. (%) CoLA SST-2 MRPC QQP QNLI MNLI STS-B Avg.

Avg. number of tokens — 11.3 13.3 53.2 30.6 49.4 39.8 27.8 32.2

Full Tuning† 100.0 60.7 94.6 88.3 72.0 92.4 85.8 85.8 82.8
Adapters (Houlsby et al., 2019) 3.6 59.5 94.0 89.5 71.8 90.7 84.9 86.9 82.5
BitFit (Zaken et al., 2022) 0.1 59.7 94.2 88.9 70.5 92.0 84.5 85.0 82.1
Diff Pruning (Guo et al., 2021) 0.5 61.1 94.1 89.7 71.1 93.3 86.4 86.0 83.1

Ladder Side Tuning† (Sung et al., 2022) 2.4 56.4 93.4 88.0 66.9 89.1 82.9 86.6 80.5
LoRA† (Hu et al., 2022) 0.3 58.5 94.0 89.2 71.1 91.1 84.7 84.6 81.9
Selective Fine-Tuning† 100.0 59.6 93.9 88.0 70.8 91.0 85.4 86.0 82.1

positions in Ḡ such that:

∂L
∂a

=

[
∂L
∂aG

,
∂L
∂aḠ

]
=

[
∂L
∂aG

, 0

]
(3)

Pluging that in Eq 2, we have:

∂L
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=

[
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σ′hG , 0

]
;

∂L
db

=
∂L
∂a

σ′ (4)

Given Eq 4, we only need to cache hG for the chain rule
application instead of the full activation h.

3. Experiments
3.1. Performance on downstream tasks

We first validate the relevance of our method on the GLUE
benchmark (Wang et al., 2018). We use a similar hyper-
parameter search space as in Zaken et al. (2022), by per-
forming a cross validation on the dev set using a learning
rate in [5e−5, 3e−5, 2e−5, 1e−5]. We set the batch size to
16 and perform 3 epochs on large datasets and 20 epochs
on small ones (MRPC, STS-B, CoLA). We use BERT-large
(Devlin et al., 2019) and either fine-tune the model fully or
use our selective fine-tuning approach and only propagate
the gradient through 16 input positions. We then evaluate
our model on the test set and report the results in Table 2.

As seen in the second part of Table 2 the average score is
on-par with full fine-tuning, thus empirically validating the
relevance of the approach. We compare our results with
state-of-the art comparable PEFT method and show that the

difference with full fine-tuning and SoTA approaches are
comparable with our results.

3.2. Influence of the proportion of frozen token positions

Given our selective fine-tuning approach, we then evaluate
the impact of the number of frozen input positions on the
performance. We use our selective procedure to fine-tune
BERT-base on two tasks from the GLUE benchmark: MRPC
and STS-B. We set the hyper-parameters as of 5e−5 for the
learning rate, 32 for the batch size and 4 epochs. But we use
different values for k, the number of updated input positions,
ranging between 4 and 64. We report in Figure 2 (right), the
average performance on the dev set of the tasks.

As seen in Figure 2, the performance increases from 84.8 to
88.8 as the number of trained positions increases from 4 to
64. However, by only tuning 32 positions, we already reach
an average performance of 88.4, close to the 88.8 obtained
by training 64 input positions. In that regard, our approach
performs better than freezing some bottom layers (Lee et al.,
2019). Indeed Lee et al. (2019) show that only tuning the
four bottom layers impacted the performance by 10% on
the GLUE benchmark.

3.3. GPU memory impact

Finally, we seek to analyze the GPU memory required to
fine-tune LLMs using various approaches. We train our
BERT-base model for 100 steps on the CoLA task using
various batch sizes and report the maximum GPU memory
used. We compare with the two other PEFT fine-tuning
approaches closest to ours: Ladder Side Tuning (Sung et al.,
2022) and LoRA (Hu et al., 2022). LoRA approach freezes
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Figure 2. (left) We plot the GPU memory required to train BERT-base on the CoLA task given the batch size. We compare our approach
with two PEFT approaches: Ladder Side Tuning and LoRA. (right) We plot the mean and standard deviation performance on the dev
set of five runs when training BERT-base on two tasks from the GLUE benchmark: MRPC, and STS-B. We use our memory efficient
fine-tuning approach with a different number of selected inputs for the gradient computation.

most of the model parameters, while only training additional
matrices, which weights are added to the backbone network.
Ladder Side Tuning (LST) freezes the model parameters
but trains a side-network with smaller dimensions, taking as
input intermediate activations from the backbone model.

Figure 2 shows the evolution of the required GPU memory
with respect to the batch size. The GPU memory increases
with the batch size for every approach. Our selected position
approach is more memory efficient by a large margin. When
using a batch size of 512, it requires two times less memory
than full fine tuning, from 9, 952 MiB to 23, 196 MiB.

All methods minimize GPU memory usage. LoRA and
LST aim to reduce the memory required to store optimizer
states and parameter gradients, while our method reduces
the memory required to store intermediate activations. In-
terestingly enough it is possible to use these approaches in
conjunction to reduce the memory for all three contributions.
Figure 2 shows that we can further reduce the memory by
combining our selective fine tuning approach with LoRA,
thus requiring only 7, 682 MiB with a batch size of 512, a
third of the memory used for full fine-tuning.

4. Related Work
Parameter-Efficient Fine-Tuning approaches (PEFT) aim to
limit the computing resources required to fine-tune LLMs,
by only updating a subset of the backbone model param-
eters. BitFit (Zaken et al., 2022) only fine-tunes the bias-
terms of the pre-trained model. Selective masking learns
task-specific binary masks and applies them to the original
weights, thus acting as filters selecting task-specific sub-
networks (Mallya et al., 2018; Zhao et al., 2020; Radiya-
Dixit & Wang, 2020).

Some approaches add a few parameters to a frozen model
and train them for a specific task. Adapters are task-specific
modules injected between layers of a frozen pre-trained
transformer model (Houlsby et al., 2019; Stickland & Mur-
ray, 2019; Pfeiffer et al., 2021; Rücklé et al., 2021; Ma-
habadi et al., 2021). Prefix-tuning (Li & Liang, 2021; Qin &
Eisner, 2021; Liu et al., 2021) prepends a sequence of con-
tinuous task-specific vectors to the input of a frozen model
and tunes them for each task. Diff pruning (Guo et al., 2021)
reparametrizes the parameters of a task-specific model as
the sum of the fixed pre-trained model parameters with a
task-specific sparse vector specifically tuned for each task.

More close to our work, Hu et al. (2022) propose a low-
rank matrix decomposition that compresses the pre-trained
model weights. Side Tuning (Zhang et al., 2020; Sung
et al., 2022) proposes to reduce the memory requirement for
storing intermediate activations by training a small separated
side network, which takes intermediate activations from the
backbone network as input via shortcut connections.

5. Conclusion and Future Work
Our selective approach reduces the GPU memory required
to fine-tune transformer-based language models, while main-
taining the same standard benchmark performance. Our ap-
proach selects a subset of the input positions through which
the gradient is propagated, while the other remains frozen.
When increasing the batch size, our approach reduces the
memory requirements by up to a third. We hope that our
approach will facilitate the fine-tuning of large language
models, in specializing them for specific domains, or co-
training them with other neural components from a larger
system.
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