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Abstract

Transformer training is notoriously difficult, requiring a careful design of optimiz-
ers and use of various heuristics. We make progress towards understanding the
subtleties of training transformers by carefully studying a simple yet canonical
linearized shallow transformer model. Specifically, we train linear transformers
to solve regression tasks, inspired by J. von Oswald et al. (ICML 2023), and
K. Ahn et al. (NeurIPS 2023). Most importantly, we observe that our proposed
linearized models can reproduce several prominent aspects of transformer training
dynamics. Consequently, the results obtained in this paper suggest that a simple
linearized transformer model could actually be a valuable, realistic abstraction for
understanding transformer optimization.

1 Introduction

Transformer architectures [Vaswani et al., 2017] (henceforth, referred to as transformers) have shown
impressive performance in various applications [Devlin et al., 2019, Bubeck et al., 2023]. However,
training transformers is notoriously difficult and laborious; see, e.g., observations given by Liu et al.
[2020] as well as scaling laws [Kaplan et al., 2020]. In particular, training transformers requires
carefully designed optimizers as well as use of various heuristics. For instance, as illustrated in
Figure 1, stochastic gradient descent (SGD)—the workhorse of most deep learning optimization
problems—fails to train transformers effectively. This failure is in contrast to the success of SGD
when applied to train convolutional neural networks (CNNs) on vision tasks.

Several recent papers propose a number of different explanations as to why transformer optimization is
so difficult. There is a general consensus in the literature that the loss landscape of transformers has a
number of distinctive features that significantly differ from standard optimization theory assumptions.
Most notably, it is empirically verified through various experiments that stochastic gradient noise is
heavy-tailed and non-Gaussian [Zhang et al., 2020b, Kunstner et al., 2023] and the loss landscape is
significantly ill-conditioned [Zhang et al., 2020a, Jiang et al., 2022, Pan and Li, 2023]. In particular,
standard assumptions are incapable of dealing with and explaining these observations, and as a result,
transformer optimization has become more of an art than science.

A major obstacle in understanding transformer optimization is that full-fledged transformers are
extremely complicated to model. One can probe the transformer’s properties by measuring quantities,
such as gradient norm or smoothness, but it is much harder to parse the inner-layer workings, and to
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satisfactorily answer questions such as: why does the loss landscape have such features, or how do
algorithms like Adam perform better than SGD in transformer training?

For these reasons, having an appropriate mathematical abstraction is necessary for progress in
understanding transformer optimization — an abstraction that is as simple as possible, while still
able to capture the essence of transformer optimization. The main message of this paper is that these
distinctive features of transformer training also arise in a far simpler setting: we propose that the
linear attention model is precisely the abstraction that we are looking for. We verify that training this
model on a low-dimensional linear regression task displays all the distinctive features that have been
observed on the full transformer, suggesting that our surprisingly simple model can serve as a testbed
for rigorous understanding of transformer optimization.

As a preliminary to our discussion, we first survey the previous works that seek to characterize and
understand the transformer optimization landscape.

2 Distinctive features of transformer optimization

Numerous recent papers have identified a number of distinctive features of the transformer optimiza-
tion problem, which set it apart from commonly studied optimization objectives, or even other neural
networks such as CNNs. As shown in Figure 1, one of the most striking features is the following:

Adaptive method like Adam are significantly better than SGD! (Adam>SGD)

This is in stark contrast with the training of other neural networks (e.g., convolutional neural networks)
for which several works have shown that the values of adaptive methods are marginal [Wilson et al.,
2017]. This phenomenon sparked the interest of the optimization community in investigating the
main causes, and subsequently, recent works [Zhang et al., 2020b, Kunstner et al., 2023, Jiang et al.,
2022, Pan and Li, 2023] have identified various “unique” features of transformer optimization.
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(a) CNNs on MNIST and CIFAR-10
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(b) Transformers on PTB, WikiText2, and SQuAD

Figure 1: Adaptive optimization methods like Adam are much more effective than SGD for training transform-
ers. This experimental result is taken from [Kunstner et al., 2023, Figure 1]. (+m) denotes “with momentum”.

In this section, we discuss them one by one in detail, building preliminaries for our main results. In
order to discuss each feature, we first give a whirlwind tour on some background in optimization –
see, e.g., monographs [Bubeck, 2015, Nesterov et al., 2018] for greater contexts.

2.1 A whirlwind tour of (convex) optimization theory

For a symmetric matrix M , we denote by λmax(M) and λmin(M) the largest and smallest eigenvalue
of M , and by ∥M∥2 the spectral norm of M . For simplicity, we assume the training loss function f
is twice differentiable. We introduce the following standard concepts in the optimization literature.

• Lipschitzness. We say f is G-Lipschitz if ∥∇f∥2 ≤ G.
• Smoothness. We say f is L-smooth if

∥∥∇2f
∥∥
2
≤ L.

• Strong convexity. We say f is µ-strongly convex if λmin(∇2f) ≥ µ.
• Condition number. The (local) condition number κf (x) is defined as λmax(∇2f(x))/λmin(∇2f(x)),

provided that λmin(∇2f(x)) > 0.
• Bounded stochastic gradient noise. In most SGD analyses, it is assumed that the stochastic

gradient g(x) satisfies the bounded variance property: E ∥g(x)−∇f(x)∥2 ≤ σ2.
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Transformers (in practice) Shallow linear transformers
Easter Egg (see Appendix B and Table 1)

1. Gap between Adam vs. SGD [Zhang et al., 2020b, Kunstner et al., 2023, Jiang et al., 2022, Pan and Li, 2023]:
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Figure 2: For transformer optimization, adaptive methods like Adam are strictly better than SGD. (+m)
denotes "with momentum" and (-m) denotes without momentum. Our plots only show the momentum
variants of SGD and Adam as they perform better in all cases.
Left 3 plots: Full transformers, from [Kunstner et al., 2023, Figure 1].
Right 3 plots: Shallow linear transformers (see Settings 1, 2, and 3 from Table 1).

2. Heavy-tailed stochastic gradient noise [Zhang et al., 2020b, Kunstner et al., 2023]:
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101Figure 3: The stochastic gradient noise is heavy-tailed for transformer optimization.
Left 3 plots: Full transformers, from [Kunstner et al., 2023, Figure 1].
Right 3 plots: Shallow linear transformers (see Settings 1, 2, and 3 from Table 1).

3. Robust condition number of the landscape [Jiang et al., 2022]:

Layer# Iteration 750 Iteration 1250
RSGD

med/RAdam
med

RSGD
med/RAdam

med

15 1.65 (0.65) 2.01 (1.00)
17 1.91 (0.53) 1.43 (0.63)
22 3.54 (1.21) 2.28 (1.18)

Iteration 750 Iteration 1250
RSGD

med/RAdam
med

RSGD
med/RAdam

med

Setting 1 1.76 (0.40) 1.58 (0.41)
Setting 2 3.14 (0.97) 5.98 (2.86)
Setting 3 9.57 (13.3) 6.53 (3.55)

Figure 4: The comparison of the robust condition number (see Subsection A.2) between SGD and
Adam for transformer optimization. Numbers in parentheses show standard deviation. Left table: Full
transformers, from [Jiang et al., 2022, Table 1]. Right table: Shallow linear transformers, see Table 1.

4. Directional smoothness gap between SGD v.s Adam [Zhang et al., 2020a, Pan and Li, 2023]:

Figure 5: Plot of log(directional
smoothness) against iteration# (see
Subsection A.3) for shallow linear
transformers (see Settings 1, 2, 3
from Table 1).
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The features defined above are typically of great importance in the theory of convex optimization, as
the convergence rate of gradient-based optimizers (e.g., gradient descent) typically depends on these
quantities [Bubeck, 2015, Nesterov et al., 2018].

2.2 Distinctive features of the transformer optimization

Building on the concepts from Subsection 2.1, we now discuss the previous studies on transformer
optimization. We summarize them here; see Appendix A for details.

• Heavy-tailed gradient noise [Zhang et al., 2020b, Kunstner et al., 2023]. In [Zhang et al.,
2020b], it was observed that the stochastic gradient is typically more heavy-tailed for transformer
optimization than other neural network optimization. In particular, they make a case that this is
opposed to the standard bounded variance condition for SGD analysis – see Figure 3 and Figure 6.
They posit that this phenomenon might be one of the main reasons behind (Adam>SGD).
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• Ill-conditioned landscape [Jiang et al., 2022]. In another inspiring work by Jiang et al. [2022],
authors seek to understand the difficulty of transformer optimization through the lens of condition
number. In particular, they consider a “robust” version of condition number defined as ROPT

med :=
λmax(∇2f)/λmedian(∇2f)

1. They observe that during transformer optimization, non-adaptive optimizers
like SGD tend to have larger robust condition number than adaptive optimizers like Adam; they
posit that this phenomenon is one of the main reasons for (Adam>SGD) – see Figure 4.

• Directional Smoothness [Pan and Li, 2023]. In a follow up work by Pan and Li [2023], the
authors again corroborate (Adam>SGD), and further observe that adaptive optimizers tend to have
smaller “directional smoothness” values (formally defined in Subsection A.3). Once again, Pan and
Li [2023] hypothesize that this feature is unique to transformers.

3 Linear shallow transformers have the same loss landscape as practical deep
transformers

In this section, we show that a simple yet canonical transformer model exhibits all the features in
Section 2. Specifically, the optimization problem to be solved is the training of linear transformers
on random instances of linear regression, a model recently proposed for understanding of in-context
learning [Garg et al., 2022, Akyürek et al., 2022, von Oswald et al., 2023, Ahn et al., 2023b, Zhang
et al., 2023, Mahankali et al., 2023]. In particular, we follow the setting of Ahn et al. [2023b]; see
Appendix B for precise details.

3.1 Linear transformers as a fruitful abstraction

Setting for the experiments. Having established the framework in Appendix B, we now describe
details of our experiments. Our base-setup is the 3-layer linear transformer, with 5-dimensional
covariates, i.e. (L = 3, d = 5). This is the minimally complex setting that still recovers all of the
discussed features of full transformers. Transformers with larger L or d are qualitatively similar to
the (L = 3, d = 5) setting, and we provide such an example in Figure 14.

(d = 5) Setting 1 Setting 2 Setting 3
[Ahn et al., 2023b] (fewer covariates) (heavy-tailed covariates)

#contexts n 20 5 20
distribution of x(i) N (0, Id) N (0, Id)

√
Γ0.1,10 · Unif(Sd−1)

distribution of w⋆ N (0, Id) N (0, Id) N (0, Id)

Table 1: Settings for (the right-side plots of) Figures 2, 3, 4, and 5

Our “default” setup is Setting 1 of Table 1, where the context consists of 20 context demonstrations;
each context covariate is sampled from the standard Gaussian, i.e., x(i) ∼ N (0, Id), and we draw
w⋆ ∼ N (0, Id). This is consistent with previous works [Garg et al., 2022, Akyürek et al., 2022,
von Oswald et al., 2023, Ahn et al., 2023b]. In order to understand the effect of context length, we
also consider the setting when context length n = 5 instead; this is Setting 2 of Table 1. Finally, to
investigate the effect of heavy-tailed covariates on various aspects of the loss landscape, we consider
Setting 3 in Table 1, where we draw each xi instead uniformly from the unit sphere, and then scale it
by the square root of a heavy-tailed Gamma random variable with shape parameter k = 0.1 and scale
parameter θ = 10. Furthermore, in Subsection C.1, we study the effect of heavy-tailedness of the
covariates in more detail.

For each different setting, we pick the best learning rate from a grid search over 10 different choices.
We choose the momentum parameter 0.9 for SGD, and β1 = β2 = 0.9 for Adam. We also employ
the (global) gradient clipping where the thresholds are chosen to be 1 for all settings (i.e., the clipped
gradient direction is the same as the non-clipped direction). All the experiments are run over 6
different random seeds. See Figures 2, 3, 4, and 5 for the results.

Discussion of results. Below we provide detailed discussion of the results.

1In fact, in their paper, they instead consider the maximum diagonal entry of the Hessian divided by the
median diagonal entry as an approximation of this quantity.
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1. Gap between SGD and Adam. In Figure 2 (right), we plot the training loss for the three settings
in Table 1. Notice that we observe the phenomenon (Adam>SGD) over three different settings,
to different extents. These loss behaviors resemble those of the practical transformer optimization
(left plots of Figure 2).

2. Heavy-tailed stochastic noise. In Figure 3 (right), following [Zhang et al., 2020b, Kunstner et al.,
2023], we plot the stochastic gradient noise at the initialization. Notice the similarity between
the left plots and the right plots, showing that the shallow linear transformers also exhibit the
heavy-tailed stochastic gradient noise phenomenon.

3. Condition number of the landscape. Following [Jiang et al., 2022], we measure the “robust”
condition numbers of different optimizers along the trajectory. Figure 4 shows that the condition
numbers of adaptive methods are lower than those of SGD, similar to [Jiang et al., 2022].

4. Directional smoothness. As observed by previous works [Zhang et al., 2020a,b, Pan and Li,
2023], in our experiments, we also observe that Adam has better directional smoothness than
SGD, which correlates with the speed-up of Adam over SGD. We present this in Figure 5.

In this section, we have seen that simple linear transformers described in Appendix B suffice to
recover all the main features identified in previous works (Section 2). In Appendix C, we take
advantage of the concreteness and simplicity of our linear transformer to explore and understand the
role of heavy-tailedness in data distribution and depth of the network. Our paper’s conclusion can be
found in Section 4.

4 Conclusion

The complexity of modern neural networks, especially transformers, often eludes precise mathemati-
cal understanding, and hence calls for such “physics-style” approaches (c.f. Zhang et al. [2022], Ahn
et al. [2023a], Abernethy et al. [2023], Allen-Zhu and Li [2023], Li et al. [2023], Dai et al. [2023])
based on simplified models. This work presents a concrete addition to this viewpoint, and it builds
a valuable, realistic proxy for understanding transformers. We hope that our work will serve as the
stepping stone for building a more precise theory of transformer optimization, as well as contributing
to the development of efficient training methods for transformers.
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A Details on the features of the transformer optimization

A.1 Heavy-tailed gradient noise [Zhang et al., 2020b, Kunstner et al., 2023]

In [Zhang et al., 2020b] (entitled Why are adaptive methods good for attention models?), it was
observed that the stochastic gradient is typically more heavy-tailed for transformer optimization
than other neural network optimization. In particular, they make a case that this is opposed to the
standard bounded variance condition for SGD analysis – see Figure 3 and Figure 6. They posit that
this phenomenon might be one of the main reasons behind the phenomenon (Adam>SGD); they also
theoretically show that adaptive step sizes in the form of gradient clipping is required for convergence.
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Figure 6: The heavy-tail stochastic gradient noise for transformers. Under the same setting as Figure 1,
Kunstner et al. [2023] plot the stochastic gradient noise at the initialization. Notice that the stochastic gradient
noise for the convolutional neural networks on vision tasks (MNIST, CIFAR-10) is much less heavy-tailed than
the transformers on NLP tasks. We will revisit this plot in Figure 9 with shallow linear transformers.

A noteworthy follow-up work by Kunstner et al. [2023] reveal that the heavy-tailed stochastic noise
may not explain the full picture. In particular, they compare the full-batch versions (hence no
stochastic noise), and notice the phenomenon (Adam>SGD) still hold. Since there is no stochastic
noise in this setting, the explanation based on heavy-tailed noise does not apply here.

A.2 Ill-conditioned landscape [Jiang et al., 2022]

In another inspiring work by Jiang et al. [2022], authors seek to understand the difficulty of transformer
optimization through the lens of condition number. In particular, they consider a “robust” version of
condition number defined as ROPT

med := λmax(∇2f)/λmedian(∇2f)
2, and here the reason for λmedian instead

of λmin is to handle the case where the Hessian is degenerate. They observe that during transformer
optimization, non-adaptive optimizers like SGD tend to have larger robust condition number than
adaptive optimizers like Adam; they posit that this phenomenon is one of the main reasons for
(Adam>SGD) – see Figure 4. Jiang et al. [2022] also report that this gap is not there when training
convolutional neural networks on image classification tasks, and suggest that this phenomenon may
be rooted in unique features of the transformer which are missing in other popular neural networks.

A.3 Directional Smoothness [Pan and Li, 2023]

In a follow up work by Pan and Li [2023] (entitled Toward understanding why Adam converges
faster than SGD for transformers), the authors again corroborate (Adam>SGD). In addition, they
further observe in [Pan and Li, 2023, Figure 6] that proper gradient clipping techniques further
accelerate optimization. In order to understand this phenomenon, they propose an explanation based
on “directional smoothnesss” along the iterates xt. More formally, they consider the following Taylor
expansion along the iterates:

f(xt+1)− f(xt) = ∇f(xt)
⊤(xt+1 − xt) +

1

2
(xt+1 − xt)

⊤∇2f(xt)(xt+1 − xt) +O(η3) ,

and define the directional smoothness as (xt+1−xt)
⊤∇2f(xt)(xt+1−xt)/∥xt+1−xt∥2. In particular, based

on the above calculations, one can infer that smaller directional smoothness implies better optimization
as f(xt+1)− f(xt) becomes smaller. They claim that the directional smoothness holds the key to
understanding (Adam>SGD) (as well as transformer optimization in general). They also verify that
adaptive optimizers tend to have smaller directional smoothness values, and employing gradient

2In fact, in their paper, they instead consider the maximum diagonal entry of the Hessian divided by the
median diagonal entry as an approximation of this quantity.
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clipping further reduces the directional smoothness. Once again, Pan and Li [2023] hypothesize that
this feature is unique to transformers, as they observe that adaptive algorithms can demonstrate worse
directional smoothness than SGD for, e.g., ResNet training.

A.4 Generalized smoothness [Zhang et al., 2020a]

We discuss one more noteworthy work [Zhang et al., 2020a] that identifies another unconventional
feature. Here we highlight that the main motivation of [Zhang et al., 2020a] was not about under-
standing (Adam>SGD), and they also observe their proposed feature in some other non-transformer
neural networks such as ResNet. The main observation made by [Zhang et al., 2020a] is that the
standard smoothness assumption is not suitable for neural network training. Instead, they observed
that the spectral norm of Hessian typically grows with the norm of gradient at the current iterate.
Based on this observation, the authors define the following notion of generalized smoothness:
Definition 1. We say f is (L0, L1)-smooth if

∥∥∇2f(x)
∥∥ ≤ L0 + L1 ∥∇f(x)∥. When L1 = 0, this

condition recovers the standard smoothness condition.

A coordinate-wise version of Definition 1 was considered in [Crawshaw et al., 2022]. Under
Definition 1, they demonstrate that non-adaptive SGD needs more iterations to converge than an
adaptive method based on the global clipping of gradients.

B Details of linear transformer on linear regression

Data distribution. The data distribution can be thought of as the random instances of linear
regression. Concretely, let X ∈ R(n+1)×d be the matrix of covariates of the regression whose row i
contains tokens x(i) ∈ Rd drawn i.i.d. from a distribution DX . We then draw w⋆ ∼ DW and then
generate the scalar responses y = [⟨x(1), w⋆⟩, . . . , ⟨x(n), w⋆⟩] ∈ Rn. Now the input of the data set
consists of these linear regression examples:

Input matrix: Z0 =

[
x(1) x(2) · · · x(n) x(n+1)

y(1) y(2) · · · y(n) 0

]
∈ R(d+1)×(n+1) .

The goal is to predict the missing y(n+1), as we detail below.

Optimization objective. Let TFL(·;W ) : R(n+1)×(d+1) → R denote the prediction of the linear
transformer with parameters W . Our optimization objective is given by

f (W ) := E(Z0,w⋆)

[(
TFL(Z0;W )− w⊤

⋆ x
(n+1)

)2]
.

In words, we train the linear transformer to predict y(n+1) using TFL(Z0;W ); we will formally
define the linear transformer architecture below. This objective was the center of study in a number
of recent empirical and theoretical works on understanding transformers [von Oswald et al., 2023,
Ahn et al., 2023b, Zhang et al., 2023, Mahankali et al., 2023].

Linear transformer (self-attention) architecture. We will now present the neural network archi-
tecture that will be used throughout this paper. Given matrices P,Q ∈ R(d+1)×(d+1), we define the
linear self-attention architecture as

AttnP,Q(Z) = PZM(Z⊤QZ) where M :=

[
In 0
0 0

]
∈ R(n+1)×(n+1) . (1)

Finally, for a positive integer L, we define an L-layer linear transformer TFL as a stack of L linear
attention units. Specifically, let the output of the Lth layer attention, ZL, be recursively defined as

Zℓ+1 = Zℓ +
1

n
AttnPℓ,Qℓ

(Zℓ) for ℓ = 0, 1, . . . , L− 1.

Then we define TFL(Z0; {Pℓ, Qℓ}L−1
ℓ=0 ) = −[ZL](d+1),(n+1), i.e., the (d+ 1, n+ 1)-th entry of Zℓ.

The reason for the minus sign is to be consistent with [von Oswald et al., 2023, Ahn et al., 2023b],
where such a choice was motivated by theoretical considerations.
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Figure 7: log(loss) against iter-
ation. Comparison between lin-
ear attention and softmax atten-
tion for the 3-layer transformers.
Note that the loss of linear trans-
former decreases much faster.

We emphasize here that the linear attention unit, defined in (1),
differs from the standard attention unit in [Vaswani et al., 2017]
in two ways: we use a single matrix Q to represent the product of
key, query matrices, and more importantly, we remove the softmax
activation outside Z⊤QZ. There are two key reasons for our choice:

1. The linear attention unit is much better suited to the task of linear
regression. For instance, [von Oswald et al., 2023, Appendix
A.9] demonstrates that the performance of softmax transformer
with twice many heads matches that of linear transformers; in
other words, we need two softmax attention heads to recover
the performance of a single linear head. In Figure 7, we show
that linear attention performs significantly better than standard
attention with softmax.

2. Our goal in this paper is to find the simplest abstraction which
is representative of the transformer’s optimization landscape. As
we will see in Subsection 3.1, the loss landscape of the linear
transformer well approximates that of the actual transformer,
even without the softmax activation.

C Understanding features based on linear transformers

Spherical x(i)’s Heavy-tailed x(i)’s
1. Comparing SGD v.s Adam:

SGD(+m) Adam(+m) SGD( m) Adam( m)SGD(+m) Adam(+m) SGD( m) Adam( m)
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Figure 8: Plot of log(loss) against iteration for
SGD and Adam.

2. Stochastic gradient noise:
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Figure 9: Comparing distribution of stochastic
gradient noise at Epoch 0.

3. Robust condition number:
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Figure 10: Comparing the robust condition num-
ber from Jiang et al. [2022]

The main advantage of our toy linear trans-
former comes from its simplicity and concrete-
ness. In particular, thanks to the concreteness of
the setting, one can conduct various “controlled”
experiments to understand the features observed
in Subsection 3.1. Recall that the data set used
in our experiments consists of nothing but ran-
dom linear regression instances. This data set
is far simpler and more concrete than the lan-
guage modeling data sets (e.g., Wikipedia texts,
question&answering) of the previous works dis-
cussed in Section 2.

We first take advantage of the concreteness of
our data distribution, and look deeper into how
the main distinctive features of transformer op-
timization arise. We first investigate how the
“heavy-tailedness” of the data distribution affects
the extent of the features from Section 2.

C.1 Effect of data distribution

Given that we observe the “heavy-tailedness”
of stochastic gradient noise, perhaps a natural
question to ask is the following:

Q. Does the “heavy-tailedness” of data distri-
bution exacerbate the features in Section 2?

Settings. In order to investigate the above ques-
tion, we consider the following distributions for
the covariates x(i)’s of linear regression:

- Spherical covariates. We sample x(i)’s uniformly at random from the unit sphere Sd−1.

- Heavy-tailed covariates. We first sample x(i)’s uniformly at random from the unit sphere Sd−1,
and then multiply each covariate by a random scale drawn i.i.d from a heavy-tailed distribution,
specifically the square root of a Gamma random variable from Γk,θ. Note that k = 2.5 and θ = 2
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precisely corresponds to the case where x(i) ∼ N (0, I5). In our experiments, we use k = 0.1 and
θ = 10 to make the distribution more heavy-tailed, while keeping the variance the same.

Discussion. We now discuss the experimental results presented in Figures 8, 9, and 10:

• In Figure 9, we see that “heavy-tailed”-ness of covariates is reflected in the “heavy-tailed”-ness
of the stochastic gradient. Notably, the contrast between the two plots in Figure 9 reminds us of
the contrast we see between CNNs and transformers in Figure 6.

• In Figure 10, it appears that there is some correlation between the gap in robust condition number,
and the “heavy-tailed”-ness of the data distribution, with heavier tails leading to larger gaps.

• Finally, Figure 8 shows how the optimization speed of SGD and Adam vary with the heavy-
tailedness of covariates. First, given spherical (light-tailed) covariates, both SGD and Adam
converge much faster than Gamma-scaled covariates (heavy-tailed). On the other hand, the
relative gap between the speed of Adam and SGD does not seem to improve noticeably under
light-tailed noise.

• Together, Figure 8 and Figure 9 show that the relationship between heavy-tailed gradient noise
and optimization speed may be a little more complicated than suggested in [Zhang et al., 2020b].
Specifically, adaptivity seems to be equally beneficial regardless of the heavy-tailedness of the
gradient noise. Instead, these two plots seem to align more with the message in [Kunstner et al.,
2023] – that noise may not be the sole contributor of (Adam>SGD).

We next take advantage of the concreteness of our model, and investigate the effect of the number of
layers on the optimization.

L = 2 L = 4 L = 6 L = 8
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Figure 11: Comparison of log(loss) between SGD and Adam for different number of layers.

2. Stochastic gradient noise:
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Figure 12: Comparing the stochastic gradient noise for different number of layers.

3. Robust condition number:
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Figure 13: Comparing the robust condition number for different number of layers.

C.2 Effect of more layers

We investigate the effect of the number of layers L on the optimization. Specifically,

Q. Will a deeper linear transformer exacerbate the features in Section 2?

Settings. In order to investigate the above question, we consider repeating the experiments in
Subsection 3.1 for the number of layers L ∈ {2, 4, 6, 8}.
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Figure 14: Plots for 8-layer linear transformer with covariate dimension d = 20 and context length n = 60.
Left: log(loss) against iterations. Right: histogram of stochastic gradient noise at Epoch 0.

Discussion. We present the experimental results presented in Figures 11, 12, and 13.

• As one can see from Figure 11, the gap in loss between adaptive methods and SGD become more
and more pronounced as we increase the number of layers.

• On the other hand, the absolute value of the loss decreases with increasing depth, for both SGD
and Adam, which makes sense considering the larger capacity of deeper models.

• We plot the stochastic gradient noise for different settings in Figure 12. We do see that the noise
for the case of L = 6, 8 are more heavy-tailed than the case of L = 2, 4. In particular, the noise
distribution for L = 2 is much less heavy-tailed than that for L = 8.

• Lastly, we observe in Figure 13 that the gap in the robust condition number of SGD and Adam is
more pronounced in deeper models (L = 4, 6, 8) than the shallow model (L = 2).
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