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Abstract

With the emergence of ChatGPT, large-scale
language models seem to possess cognitive abil-
ities similar to humans. This paper mainly fo-
cuses on the comparative analysis of human-
machine testing on the task of judging the cor-
rectness and incorrectness of Chinese spatial
semantics, including the process of human test-
ing, the source, scale, and text characteristics
of human testing data, and the comparison
of human-machine testing accuracy, etc. By
summarizing the typical features presented by
human-machine on spatial semantic topics, this
paper tries to analyze whether the machine has
human-like spatial language understanding abil-

1ty.
1 Introduction

Space category is an important basic category in
human cognition, which mainly includes entity cat-
egory, position category, and displacement cate-
gory. The analysis of spatial semantics in the text
has attracted much attention both in the field of lin-
guistics and natural language processing, and the
task of spatial semantic understanding is also one
of the important contents of natural language pro-
cessing evaluation. The Chinese spatial semantic
understanding evaluation task is based on the first
Chinese Spatial Semantic Understanding and Eval-
uation Task 2021 (Weidong et al., 2022). Human-
machine testing is to evaluate humans and ma-
chines in roughly the same way for a specific task.
Most of the testing tasks aim to compare the accu-
racy of humans and machines. However, few stud-
ies have further analyzed the results of the Human-
machine test. For instance, CLUE (Xu et al., 2020),
SuperGLUE (Nangia and Bowman, 2019), OC-
NLI (Hu et al., 2020), CMRC 2018 (Cui et al.,
2018), SWAG (Zellers et al., 2018), ChID (Zheng
et al., 2019), have compared human-machine per-
formances, but only Chaz Firestone identified three

factors contributing to the species-fairness of hu-
man-machine comparisons, extracted from his re-
cent work, to encourage “species-fair”’ comparisons
between humans and machines by the distinction
between performance and competence (Firestone,
2020). This paper primarily focuses on the analy-
sis of human-machine testing for the Chinese spa-
tial semantic true-or-false judgment task'. Firstly,
it provides an introduction to the process of hu-
man testing. Secondly, it presents the data source,
scale, and text characteristics of human testing. The
third section provides a detailed illustration of the
comparison of human-machine performance. The
fourth section analyzes the test questions and re-
sults through observations of the human-machine
test. Finally, the fifth section presents the conclu-
sion and prospects.

2 Human testing process and method

This test aimed to assess the correctness of Chinese
spatial semantics, specifically whether there are
any spatial semantic anomalies in given Chinese
texts. Seven participants were recruited for this
test, representing different grades and majors. All
the annotators were undergraduate students. With
a rate of 2 RMB per question, there were 100 ques-
tions in total, so each person spent an average of
200 RMB. The total cost was 1400 RMB. The
marking process primarily took place through an
online marking platform 2, and the testing proce-
dure consisted of a training phase and a formal
testing phase. Each test question, both during the

'We have enriched sentences containing spatial orientation
information by replacing orientation words and other methods.
These sentences include both correct and incorrect spatial in-
formation. We require machines and humans to judge whether
anomalies exist in the spatial orientation of entities within the
sentences. For instance, in Chinese, the phrase "Bk L
#hGump outside of the cave), "jump into" must be paired with
a component that expresses the interior location of a space,
such as "in the cave, inside the cave". It cannot be paired with

"outside the cave".
*http://www.nlp2030.com/



training and testing periods, was assigned to all
seven participants simultaneously.

During the training stage, the labeling specifica-
tions were explained, and questions were addressed
through video conferences. The training phase was
divided into four rounds, continuing until the indi-
vidual audit pass rate exceeded 80 percent. Once
this criterion was met, participants were considered
to have passed the training and were eligible to par-
ticipate in the formal test. In the formal testing
phase, each participant was required to complete
100 questions.

2.1 The Source and Proportion of Human
Test Data

The human test set data comes from the
SpaCE2022 test set >, which contains 3152 sen-
tences, including 1695 positive examples and 1457
negative examples. The human test task selected
100 sentences from the SpaCE2022 test set, includ-
ing 50 positive and 50 negative examples. The cor-
pus types covered eight types of corpus from many
fields, including primary and secondary schools,
sports training, human body movements, research
papers, literature, People’s Daily, Encyclopedia of
Geography, traffic, and driving texts, as shown in
Table 1.

2.2 Number of Replacement Pairs

We collected raw corpora from the aforementioned
eight fields and performed data cleaning and spatial
orientation word replacement to obtain a substan-
tial amount of natural text corpora. We conducted
a count of substitution pairs and selected 100 sen-
tences, utilizing 80 substitution pairs with a total of
212 replacements. Among these sentences, 12 con-
tained two substitution pairs, while 88 had one sub-
stitution pair. Table 2 presents the high-frequency
substitution pairs along with their respective fre-
quencies. Notably, the substitution pairs "_F- "
(up-down), "EL-H1" (inside-middle), "4 Hb-JR Hb"
(local-in place), "H-/5" (inside-back), and " .-
4" (inside-outside) exhibited higher substitution
frequencies.

2.3 The characteristics of test questions

This section primarily analyzes the test questions
based on the distribution of sentence lengths, stylis-
tic balance, label balance, balance of replacement
words, as well as the coverage and deviation of
replacement words.

3Table12 is the total dataset scale in Appendix

2.3.1 Sentence length distribution

Table 3 below displays the number of human test
questions and their sentence length distribution for
each corpus type. The maximum sentence length is
209, the minimum is 32, and the average sentence
length is 115.

2.3.2 Balance analysis

The data balance analysis primarily encompasses
style balance, label balance, and replacement word
balance.

Figure 1 illustrates the distribution of part-of-
speech (POS) tags for the replacement words in the
human test task. It is observed that the proportion
of original words and replacement words varies
across different POS tags. In the human test task,
orientation words (represented by letter "f") have
the highest proportion, followed by locative words
(represented by letter "f"). On the other hand, verbs
and adverbs (represented by the letters "DV") have
the lowest proportion.

2.4 Coverage of substitution word or
substitution pair

The test questions for the SpaCE2022 spatial evalu-
ation task were expanded from the original corpus
using constructed substitution pairs. The substitu-
tion word list consists of a total of 705 pairs, with
425 pairs being utilized in the test set. For this hu-
man test task, there were 80 replacement pairs, 37
original words, and 42 replacement words, forming
a total of 100 human test questions.

3 Comparison of the Human VS Machine
Test

Table 4 shows the participating teams, their institu-
tions, and the performance of their systems on the
overall test set for this task.

3.1 Evaluation index
The data for the Chinese spatial semantic true-false
judgment task consists of three components:

a. qid: test question number;

b. context: the content of the text material to be
evaluated;

c. judge: the judgment result indicating the cor-
rectness of the spatial semantics in the material
(0 represents a negative example indicating the
presence of a spatial semantic anomaly, while



Corpus type Number of posi- Number Number of nega- Number of

tive questions of positive tive questions negative
questions(Human- questions(Human-
test) test)
A(chinesebook) 206 6 318 11
B(sports) 248 7 160 5
C(rmrb20-21) 478 14 541 19
D(literature) 202 6 189 6
E(geography) 95 3 32 1
F(traffic) 407 12 153 5
G(article) 17 1 16 1
H(973srl) 42 1 48 2
Total number 1695 50 1457 50

Table 1: Number of SpaCE2022 test sets and number and percentage of human tests

substitution pair Quantity
L+ — F(Up — down)

B H(Inside — middle)

Y — JEHi(Local — in situ)

B — J5(Inside — behind)

B — #MInside — outside

H1— Fij(Middle — Front)

FF— #hMiddle — outer)

142K — 1 Z(Comeover — over)

B I (Inside — up)

J5— N(Back — Down)

Jt— ZR(North — East)

t— P (North — West)

[B] % — 13 2 (Comeback — come here)
Hif— #M(Front — outside)

L — B (Up — inside)

. — H(Top — middle)

i — Jb(West — North)

H— [ (Middle — upper)

N T T i T = 2 N =2 e Wi @) @) e ) o o)

Table 2: High-frequency substitution pairs

Corpus type Quantity Minimum sentencelength Maximum sentencelength Average sentencelength
A(chinesebook) 17 32 175 106

B(sports) 12 42 128 73

C(rmrb20-21) 33 40 209 111

D(literature) 12 48 235 149

E(geography) 4 125 227 171

F(traffic) 17 55 217 140

G(article) 2 22 43 33

H(973srl) 3 51 127 90

Table 3: Sentence Length Distribution of Human Test Questions in Different Corpus Types



The proportion of
replacement words’ POS

mdy mf mf/dy mg

The Proportion of the
original words'POS

mdy uf mfrdy ms

Figure 1: The proportion of the POS of the original words and replacement words

Team Institution Approach or Model Accuracy(Acc)
Constructed a spatial word dictionary;
Weihang  Suzhou University Used Electra model (Clark et al., 2020) to judge the probability of each spatial word being a replacement word;  0.7992
Used the mean of the maximum spatial word replacement probability and [CLS] jointly as classification basis.
PTM->[CLS]->Binary classification with Sigmoid;
cpic Taiji Technology g ted Electra model (Clark et al., 2020). 0.7985
NoMercy Fudan University [CITS] followed by classification head; 0.7865
Voting of 5 models
Baseline  Peking University =~ BERT ->Linear classification layer (Kenton and Toutanova, 2019) 0.5864

Table 4: Participant Systems and Their Performance

1 represents a positive example indicating the
absence of a spatial semantic anomaly}:

The evaluation metrics for this task are as fol-
lows.

Accuracy(Acc) = number of questions
with correct answers / total number of
questions

3.2 Accuracy comparison

The comparison of human-machine test accuracy
is illustrated in the following tables. Table 5 and
Table 6 demonstrate that the average human ac-
curacy for the task is 0.01 lower than that of the
machine. The highest machine accuracy is 0.84,
while the lowest is 0.71. On the other hand, the
highest human accuracy is 0.95, while the lowest
is 0.69. It is notable that the highest human accu-
racy surpasses the highest machine accuracy, while
the lowest human accuracy falls below the lowest
machine accuracy.

3.3 Comparison of consistency rate of
human-machine test

In this paper, the Kappa value of human subjects
was calculated through pairwise comparison of
their answers, representing the human consistency

rate. The results are presented in Table 7. Similarly,
the Kappa value for the machine was obtained by

Machine UserID  Accuracy

M1 0.82
M2 0.82
M3 0.84
M4 0.71
Baseline 0.60
Average 0.80

Standard deviation 0.06

Table 5: Machine Accuracy

Human UserID  Accuracy

13 0.74
15 0.78
16 0.83
17 0.69
18 0.95
19 0.8
20 0.69
Average 0.78

Standard deviation 0.09

Table 6: Human Accuracy



comparing its answers in pairs, serving as the ma-
chine consistency rate. The corresponding results
are displayed in Table 8.

4 Analysis of human vs machine test
characteristics based on test results

This paper primarily analyzed the test results from
the following perspectives: the influence of cor-
pus type, performance of substitution words, and
characteristics of items with high or low _human-
machine consistency. Additionally, we conducted
further analysis on the results of the _human-
machine test by establishing selection criteria to
categorize the test questions. The test questions
were classified into four situations: both humans
and machines performed well, both humans and
machines performed poorly, only machines per-
formed well, and machines performed poorly while
humans performed well. Table 11 illustrates these
findings, revealing that a significant proportion of
test questions demonstrated good performance by
both humans and machines, while a small propor-
tion exhibited poor performance.

4.1 The Relationship between Test Results
and Corpus Type

By analyzing the proportions of the fouréypes of
questions in each corpus type, it is evident that
the results of the human-machine test 2s¢ influ-
enced by the type of corpus. Examining the-propor-
tion of questions with good performance in each
corpus type, it is observed that Chinese textbooks
and H973srl have a relatively large proportion, in-
dicating better performance by both huirans and
machines in these corpus types. Conversely, the
sports action, geographical encyclopedias traffic
driving, and other corpus types have a w¢tatively
small proportion of good performance, suggesting
poorer performance by both humans and miachines
in these types.

Further examination of questions with good ma-
chine performance and poor human performance
reveals that two of them belong to the geographical
encyclopedia category, accounting for 50% of all
geographical encyclopedia questions tested. Addi-
tionally, eight questions fall under the traffic cat-
egory, representing 57% of the 14 questions with
good machine performance and poor human perfor-
mance, and 47% of all traffic corpus tested. This
indicates that humans do not perform well in the
geographical encyclopedia and traffic corpus types.

Regarding questions with poor machine perfor-
mance and good human performance, it is found
that the machine performs poorly in the People’s
Daily and traffic corpus. In summary, both humans
and machines demonstrate subpar performance in
the sports action, geographical encyclopedia, and
traffic domains, particularly in the geographical
and traffic types. Additionally, the machine’s per-
formance in the People’s Daily corpus is also unsat-
isfactory. The total number of human and machine
test questions is 100. Out of these, there are 41
questions with an average score of both humans and
machines above 0.8, indicating good performance
by both humans and machines. These questions
account for 41% of the total. Additionally, there
are 25 questions where both humans and machines
provided correct answers (with an average score of
1), accounting for 25% of the total. Among these
questions, humans answered correctly in 31 cases,
while machines answered correctly in 32 cases.

On the other hand, there are 7 questions where
the average score of both humans and machines
is below 0.6, indicating poor performance. These
questions account for 7% of the total. Among them,
there are 14 questions where the human average
score is below 0.6 and the machine average score
is higher than 0.8, indicating good machine perfor-
mance but poor human performance. Additionally,
there are 14 questions where the machine average
score is below 0.6 and the human average score
is higher than 0.8, indicating good human perfor-
mance but poor machine performance.

When considering the agreement of both the av-
erage scores and the answers, the human agreement
rate is’slightly lower than that of the machine. By
analyzing the proportion of human subjects with
the same average score and the same answers, it
is found that the consistency rate of humans is
higher‘in Chinese textbooks, while it is lower in
traffic’driving, geographic encyclopedia corpus,
and sports action texts.

Regarding the machine, it exhibits a high consis-
tency rate in the geographical encyclopedia corpus
but a poor consistency rate in literature, as observed
by examining the proportion of questions with con-
sistent'machine answers in each corpus.

4.2 Regularity of replacement words

Observing the items in which both humans
and machines perform well, the substitution
pairs of "' - Fil (zhong-qian, middle-before)", " H-
J& (li-hou, inside-after)" and "E-#h(li-wai,inside-



User Humanl Human2 Human3 Human4 Human5 Human6 Human?7
Human1 0.52 0.37 0.42 0.41 0.30 0.32
Human?2 0.32 0.48 0.30 0.59 0.42 0.52
Human3 0.42 0.37 0.45 0.49 0.37 0.37
Human4 0.49 0.56 0.76 0.56 0.48 0.42
Human5 0.23 0.33 0.42 0.23 041
Human6 0.57 0.51 0.57 0.33 0.76 0.30
Human7 0.53 0.53 0.51 0.42 0.45 0.59 0.30

Table 7: Kappa values of human subjects
User Machinel Machine2 Machine3 Machined Machine5

Machinel 0.69 0.71 0.48 0.23
Machine2 0.69 0.44 0.41 0.34
Machine3 0.71 0.67 0.44 0.24
Machine4 0.48 0.41 0.23 0.25
Machine5 0.25 0.24 0.67 0.34

Average 0.53 0.50 0.51 0.42 0.26

Table 8: Kappa Values of Machine Subjects

corpus type

Number of specific
corpus

Select criteria

Both humans and machines perform well

Both humans and machines perform poorly.

Machines perform well, and humans perform poorly.

Humans perform well, and machines perform poorly.

41

The average value
of humans and ma-
chines is above 0.8.
The average value
of humans and ma-
chines is below 0.6.
The human average
is below 0.6, and
the machines’ aver-
age is higher than
0.8

The machine aver-
age is below 0.6,
and the humans’ av-
erage is higher than
0.8

Table 9: Number of corpus types and the selection criteria



outside)" appeared three times respectively,lamong
which "#NWai, outside)" and "Hij(Qian;before)"
appeared four times, " N(xia, below)" appeared
three times, and " /& (Hou, after)", "1/ (bian; side)",
"#N(Wai, outside)", "H(Zhong, middle)" and
"B (Li, inside)" appeared two times respactively.
Humans and machines performed well in these sub-
stitution pairs, so we evaluated the perfeemance
of the humans and machines in the subsiitution
pairs of "H-Hij(zhong-qian, middle-before)", " B -
J& (li-hou, inside-after)" and "B -7}(li-waijinside-
outside)", and found that the performancs of both
humans and machines was very good in these four
groups of substitution pairs, and the machine per-
formance was slightly better than that of the hu-
mans in the substitution pairs of "H-j5li-hou,
inside-after)" and "H-7h(li-wai,inside-outside)".
By observing the substitution pairs of 14 questions
in which the machine performed well and the hu-
man performed poorly, The substitution word "one
side" appeared three times, and this substitution
word appeared three times on all test questions
(100 questions), indicating that the human did not
perform well on this substitution word and was not
as good as the machine.

4.3 Influencing factors of consistency rate

Out of the total 100 test questions, there are 25
questions where both humans and machines pro-
vide correct answers with an average score of
1. These questions account for 25% of the to-
tal. Among these questions, humans answered
correctly in 34 cases, accounting for 34%, while
machines answered correctly in 41 cases, account-
ing for 41

Furthermore, there are 25 questions where hu-
mans and machines have the same answers, ac-
counting for 25% of the total. Among these ques-
tions, humans provided the same answers in 35
cases, accounting for 35%, while machines pro-
vided consistent answers in 43 cases, accounting
for 43%.

By examining the 25 questions with consistent
answers from both humans and machines, we found
that all of these questions exhibit abnormal spatial
semantics, as shown in Table 10. Notably, the syn-
tactic distribution of "n + f + v" is prevalent among
these questions. The proportion of "NP + VP + pp"
is 36%, "NP + VP" accounts for 24%, and "pp +
VP" represents 16% of the total, as shown in Table
10. This syntactic pattern is closely associated with
spatial orientation and is easier for both humans

and machines to capture.

When analyzing the questions with inconsistent
answers, we speculate that humans may be influ-
enced’by the following factors in judging the ab-
normality of spatial semantics: (DTheir existing
cognitive experiences; (2)Their judgment of spatial
semantics abnormality based on constructed spatial
scenestriggered by cognitive experiences, involv-
ing spatial entities and positions. In cases where
there are multiple physically viable spatial entities
that are'contextually acceptable, it is more likely for
human=machine answers to be inconsistent. Exam-
ples of (questions with inconsistent human-machine
answers’are presented in Table 11.

4.4 Limitaions

This study has not yet considered the performance
of large language models on this task. In the future,
we will further evaluate the performance of large
language models in comparison to humans based
on this preliminary work.

S Summary and Outlook

This paper presents an analysis of the human-
machine test from the perspective of evaluating
human-machine cognitive abilities. It provides a
comprehensive summary of the Chinese spatial se-
mantic true-false judgment and evaluation, includ-
ing details on the human test process, test data
source, test scale, and text features. The analysis
of the test results explores the relationship between
the results and corpus types, as well as the charac-
teristics of replacement words. The findings reveal
that machines achieve slightly higher accuracy than
humans, and the performance in the human vs. ma-
chine test is influenced by the type of corpus.
Additionally, the study investigates the perfor-
mance of humans and machines on different sub-
stitution pairs, highlighting that humans are less
proficient than machines when dealing with "one
side" substitution pairs. Based on these findings, it
can be inferred that machines possess spatial lan-
guage understanding abilities similar to humans.
The research also suggests that when judging
the abnormality of spatial semantics, humans may
be influenced by factors such as their existing cog-
nitive experiences and the construction of spatial
scenes triggered by spatial entities and positions
described in the text. Future research will focus on
further validating these hypotheses and exploring
additional factors that may affect the construction



of spatial scenes by humans and machines using
textual information.
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qid Replacement pairs Syntactic distribu- Examples
tion
1-test-12615  E.-Fij(Inside-Front) N+f+vp BHEAFIFZ T FEIRI had breakfast in front of the canteen.
1-test-12852  E-4NInside-outside) N+f+vp F44MIRT T 1~IR1 searched all over the outside of my pocket.
1-test-12862  J&-_L(Back-Up) Np+v+f VU R BLLT 35 75 - People who hold black and red sticks are on
the top.
1-test-12893 |- (Up-down) fE4+n+vpn+f L FEFE ] F Put your head under the door.
Put+n+V+p+n+f
I-test-13022  H-#l(Inside-outside) N+v+p+n+f I FER IR EAETE F 7 S 4P The village is immersed in the fra-
grance of osmanthus.
1-test-13076  B.-J5 (Inside-behind) N+v+p+n+f {5 R1% EFEHR % J5 The letter should be left behind the mailbox.
I-test-13151  _-5%(Top-Side) N+n+p+n+f SLERYR F7E — 4% E %% I Head and torso in a straight line
I-test-13188 A flll- M (Right-left) N+v++n WU (e /- M 57 Straighten your arms and left arm.
I-test-13258  fITA- B H (Side-Inside) ~ N+v+p+n+f KU 53 B i E T B2 B HiPlace your arms inside your ears.
1-test-13607  J5-i/1(Back-side) null TAE| A Z5Fi1Reach the edge of warehousing condition
I-test-13726 -~ (Middle-lower) N+4p+n+f+v FBINSEFEA 4 T FHR AInterest is deducted from the principal
in advance.
1-test-13890  [N-#h -5 (Inner-outer N+p+v+np JE SN T I R R AT IR Outside the store to thank nearby
upper-rear) residents for their support.
1-test-13939  F1-Hif(Middle-Front) N-+v+p+np FUTHELE 2 & BIIZ BT sleep in the babble of the local accent.
I-test-14226  H-FhHi-A(Middle-outer  N+p+f+v FAEPIHI ran inside.
front-inner)
I-test-14263  H1-5%(Middle-Side) null ) FE AR I 5L S5 R AL 22 5] B SR Do practical things for the
masses and deepen the learning results
1-test-14351  FA-Hij(Middle-Front) N+vVp+p+v++v F NFEIEBRTAEKHT AR f The old man saved his life by hold-
ing on to the iron gate before the water.
1-test-14469  HiTH- N [E (Front-below)  N+p+n+vp FEFFE NI The wife is pulling the cart below.
I-test-14510  ZR-k(East-North) N+4p+f+p+ KBHMILZIFEThe sun goes from north to west.
I-test-14714 B -J5(Inside-behind) N+f+H+n+vp +n+ 75 5 B A 2413k & The people behind the restaurant all
VPof N+f+ turned to look.
I-test-14781 A+ TH-HE  TH(Outside- N+n+v+p+f AR 0 4¥ 2 FE7E B T The pockets of the clothes are all hanging
Inside) inside.
I-test-14986  HF-Fij(Middle-Front) N+v+n+f AR P N EE T3 FS T VP i The river soon sank into the

1-test-15639

1-test-15681
1-test-15737

e B-M
sides)
-"F(Up-down)

Jg-# _E-Ai(Back-upper
middle-front)

1 (Left-both

N+p+nffJ+f + f of
N+p+n
P+n+f+vp

P+n+vp

Taklimakan Desert.

ANRKSHAEFR AW The Great Hall of the People is on either
side of me.

7EEE FE ¥R ZPut the plastic cover on the shoe.

TERHTESE H A fEPut out the meat flower on the imperial dish.

Table 10: Syntactic Distribution of Questions with Consistent human-machine Answers



qid Replacement pairs Examples The numbers of human-machine an-
swers that are abnormal to normal

1-test-14785 T 3K- F %(Down-Up) I F B RN B R £39% £ 75 (Press Song Gang’s head with your 3: 4

left hand.)

1-test-15516  t-Fi(North-West) LB E AT 2R W P 22555 27 S T % (The electric bicycle turns  5: 2
left to the west and crosses Kongjiang Road.)

I-test-13837  EL-"N(Inside-down) KT S B %4 B 5124/ SF4%(Under the building, 4: 3

Zhou Xuequn and other nurses are waiting for 24 hours.)

I-test-13843  # M-~ M(Both sides- LA FMREE LRI KEHLLNAEF - (The underside of 4: 3

lower side) the valley was bare with reddish grey rocks.)

I-test-15633  J5 TI-/£ Mi(Back-Left) 1798 7E % 2 A2 T Hi & R [ 1 (They also dragged the 2: 5
fallen branches on the left side of the chariot.)

I-test-12621 - (Top-middle) ELXDHIN B F, 7EE G| KT N (In the boundless wilder- 3: 4
ness, under the cold sky)

I-test-12640  FTH-_LT(Below-above) % B I T Y A b e 4 (The earth above the cliff is getting  6: 1

darker and darker.)
I-test-12744  [B] 3&-id £ (Come back- 8 7 i 18 | B 590t & 13 5 (Ultrasonic waves bounce off  6: 1
past) obstacles.)
I-test-13308  f5- T~ (Back-Down) FiBBITES T 1§ (The right leg slides down) 2:5
I-test-13367  [N-ili(Inside-side) JE A E AR FE M AR 1 (The back of the head is close  2: 5

to the side of the palm with the fingers interlocked.)
I-test-13563 & ifl-& /5 (Side-behind) IR MIE P EEIE I 1 A& J5 (The tourist slid down the floating  2: 5

carpet behind him.)
I-test-14013  Hij-#MFront-outside) VETELL KR RN 124, 22 UEB 0O - (Standing  2: 5
outside the new outpatient building, Li Kaiwen smiled happily.)
I-test-14036 X Hb-JEHI(Local-in situ)  $&5 & R /-4 (According to the local residents,) 5: 2

I-test-14135 2 N-3 B (Country-City) I B AI4& EFI R S AZ] T 3 B (The farm tools and folk  6: 1

customs in the city also came to the city with their masters.)

I-test-14176  _E-"N(Up-down) PRZE 5t 76 2 1L (T R (The fog is around the neck of  2: 5
Zhongliangzi Mountain.)
I-test-14231  "R-Hij(Lower-Front) R T AL YEBEFR il (Tang Zongxiu sat in front of the wall.) 3: 4

I-test-14247 T [X-% F(City-country) % FERPATISH BB AIENE—4b A (A park is a 15-minute  3: 4
walk for country dwellers.)

1-test-14442 -3k (Go-come) W) RV YT 715275 1 (Graduated from junior high school and  2: 5
came to Jiangxi to study in senior high school)

I-test-14546 i HAeid Z(Come over- HAHJF it K5 LB HMHI A ADBIIEEF 2. 5

over) 15 7 B AL (After Wu Li drove over, she found that the car stop
pole at the entrance of the public place near the square was erected
high.)
I-test-14736  Hi-4MFront-outside) I BE7E ZE 3k SN HE_E (She knelt on the ground outside the sta- 3: 4
tion.)
I-test-14752  [B] f-id f(Come back- FRENTEIE ML FIRSERT —BHEHZN L 43 F(Song Gang  3: 4
come here) was always afraid that Li Baldy would come when he read Lin

Hong’s note.)

Table 11: Examples of Some Questions with Inconsistent Human-machine Answers

[HTML]4472C4 Set  Positive Numbers Negative Numbers Positive/Negative ratio

Full dataset 5,077 10,670 0.48
Training set 2,677 8,316 0.32
Validation set 705 897 0.79
Test set 1,695 1,457 1.16

Table 12: The total dataset Scale
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