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Abstract001

Metaphor and sarcasm are common figura-002
tive expressions in people’s communication,003
especially on the Internet or the memes pop-004
ular among teenagers. We create a new005
benchmark named NYK-MS (NewYorKer for006
Metaphor and Sarcasm), which contains 1,583007
samples for metaphor understanding tasks008
and 1,578 samples for sarcasm understanding009
tasks. These tasks include whether it contains010
metaphor/sarcasm, which word or object con-011
tains metaphor/sarcasm, what does it satirize012
and why does it contains metaphor/sarcasm, all013
of the 7 tasks are well-annotated by at least 3014
annotators. We annotate the dataset for several015
rounds to improve the consistency and qual-016
ity, and use GUI and GPT-4V to raise our effi-017
ciency. Based on the benchmark, we conduct018
plenty of experiments. In the zero-shot experi-019
ments, we show that Large Language Models020
(LLM) and Large Multi-modal Models (LMM)021
can’t do classification task well, and as the scale022
increases, the performance on other 5 tasks023
improves. In the experiments on traditional024
pre-train models, we show the enhancement025
with augment and alignment methods, which026
prove our benchmark is consistent with previ-027
ous dataset and requires the model to under-028
stand both of the two modalities.029

1 Introduction030

People often express their idea with metaphor or031

sarcasm. For example, they may use aliases of032

some important people instead of their real name,033

which contain metaphor and can escape from being034

blocked by many social networks. Besides, when035

they want to show their strong negative sentiment036

on some events, they can use words contains posi-037

tive sentiment and satirize it. On the Internet, these038

phenomenon is becoming more and more common,039

bringing huge challenge for models to understand040

people’s real meaning.041

Formally, metaphor means that a word or042

phrase’s real meaning isn’t same with its basic043

meaning (Lakoff and Johnson, 2008; Lagerwerf 044

and Meijers, 2008). In linguistics studies, re- 045

searchers use MIP (Group, 2007; Steen et al., 2010) 046

and SPV (Wilks, 1975, 1978) theories to define 047

metaphor, which also provide strategies for auto 048

detection (Choi et al., 2021). Similarly, sarcasm 049

can be defined as that a word or phrase’s real 050

sentiment doesn’t consist with its basic sentiment 051

(Zhang et al., 2024), and usually means using posi- 052

tive words to express negative sentiment. In multi- 053

modal situations, the word and phrase could also 054

be an object in the image. 055

To deal with the task of metaphor and sarcasm 056

understanding, a well-annotated dataset is quite 057

important. However, previous datasets have their 058

weakness, such as annotated by mechanical rules 059

(Cai et al., 2019), mainly focusing on texts or only 060

using memes (Zhang et al., 2021). In this paper, 061

we create a new benchmark called NYK-MS, 062

which can benefit research on these tasks. Our 063

work can be described through the questions and 064

answers below: 065

066

Q1: Why do we use cartoon-caption as origin 067

dataset? 068

In our early work, we tried to collect data from 069

Twitter, but the Tweets don’t meet our requirement. 070

First, the ratio that a Tweet contains metaphor and 071

sarcasm is very low (see Table 1). There is less 072

than 20% samples contains metaphor, even if we 073

use #metaphor as crawling tag. Besides, using 074

selected MVSA dataset (Niu et al., 2016) is a worse 075

choice, where only about 13% samples contains 076

metaphor. Detailed crawling and selection method 077

can be seen in Appendix A. 078

Second, the metaphor and sarcasm in normal 079

Tweets are quite easy, and the image is not neces- 080

sary. Figure 1 shows a metaphor example. In this 081

example, even if there is no photo, we can easily 082

judge that the word "bombed" contains metaphor. 083

Most of the positive examples in early annotation 084
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only contains single-modal metaphor or sarcasm,085

so they are not suitable with the multi-modal task.

Data Source Pos. Neg. Total Pos. Rate
Twitter 93 376 469 19.83%
MVSA 522 3476 4000 13.05%

All 615 3854 4469 13.76%

Table 1: Early annotate results. Twitter means that the
data is crawled from Twitter, and MVSA means that the
data is selected from MVSA dataset (Niu et al., 2016).

Figure 1: An example in early annotation that contains
metaphor. The text is "Photo bombed by a deer, what
an asshole."

086
Third, limited by crawling settings, the crawled087

data always focus on specific events. For example,088

in MVSA dataset, a plenty of samples are related089

with #NationalDogDay tag, so there are many pos-090

itive metaphor words about dogs, such as "baby",091

"friend", "lover". However, our work doesn’t focus092

on these topics, and we want to create a general093

dataset.094

With these weakness, we finally give up using095

Tweets or MVSA dataset for annotation. Instead of096

these real corpus, newyorker_caption_contest097

(Hessel et al., 2023) is a new dataset contains098

cartoon-caption pairs. The dataset is derived from099

Jain et al. (2020), Shahaf et al. (2015), and Radev100

et al. (2016). It consists of 3 tasks: Matching,101

Ranking and Explanation. Since the cartoons102

are created by professional painters and always103

contain deep meaning, the ratio that they contains104

metaphor and sarcasm is far higher than the data105

shown above. Besides, the captions are selected106

from readers’ submission, so the winners are107

always humor and concise, which requires the108

model must combine the two modals to understand109

the whole meaning, which is more difficult than110

Tweets. Finally, the cartoons are published in past111

several years, so they don’t focus on specific topics.112

With these advantages, we choose this dataset as 113

our origin data. 114

115

Q2: What tasks does NYK-MS support? 116

Our NYK-MS dataset can be separated as NYK- 117

M and NYK-S, supporting metaphor and sarcasm 118

task respectively. 119

For metaphor understanding, NYK-M contains 120

3 tasks: 121

• Metaphor Classification (MC). Models should 122

output 1 or 0, representing whether the sample 123

contains metaphor. 124

• Metaphor Word detection (MW). Models 125

should output the word (or phrase, object in 126

image) that contains metaphor. 127

• Metaphor Explanation (ME). Models should 128

output the explanation of the metaphor, includ- 129

ing the literal meaning, the real meaning and 130

the reason of such usage. 131

For sarcasm understanding, NYK-S contains 132

4 tasks. Besides the similar task SC (Sarcasm 133

Classification), SW (Sarcasm Word detection), SE 134

(Sarcasm Explanation), we designed another task 135

called ST (Sarcasm Target detection), which re- 136

quires models to output the target of sarcasm, such 137

as social phenomena or people. This task is im- 138

portant for application, because it can help models 139

understand the position of speakers. 140

In conclusion, NYK-MS contains 7 tasks: MC, 141

MW, ME, SC, SW, ST, SE. The detailed annotation 142

workflow for these tasks is described in Section 3. 143

144

Q3: What experiments do we conduct? 145

For zero-shot situation, we use several LLMs 146

and LMMs to do these task, and analyze their 147

performance; For fine-tuning situation, we 148

designed a baseline model following Zhang et al. 149

(2024) for MC and SC task, and using several 150

alignment methods to improve the classification 151

rate, including contrastive learning, Optimal 152

Transport (Villani et al., 2009). Besides, we use 153

data augmentation and knowledge augmentation 154

method and get improvement, showing that our 155

annotation standard is consistent with previous 156

work and human understanding. 157

158

Our contributions are as follow: 159

• We create a new well-annotated benchmark 160

NYK-MS for multi-modal metaphor and sar- 161
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casm understanding, including 7 tasks on162

more than 1,500 cartoon-caption pairs.163

• We design a workflow to deal with the incon-164

sistency of annotators, and use LMM’s output165

as base annotation, changing the free writing166

task into checking and modifying task. This167

workflow can be used in any difficult task in168

which people’s idea is not same.169

• We conduct plenty of experiments, showing170

the performance of models, and use several171

methods to improve the performance on our172

NYK-MS dataset, including alignment and173

augmentation.174

2 Related Work175

2.1 Previous Datasets176

For text-only metaphor understanding task, VUA18177

(Leong et al., 2018), VUA20 (Leong et al., 2020),178

MOH-X (Mohammad et al., 2016), TroFi (Birke179

and Sarkar, 2006) are commonly used datasets.180

VUA series are annotated on word level, tagging181

whether each word contains metaphor. For cross-182

modal task, MVSA (Niu et al., 2016) is a sentiment183

analysis dataset, setting -1, 0, 1 three sentiment and184

consists of MVSA_Single and MVSA_Multiple,185

the latter remains three origin annotation result.186

HFM (Cai et al., 2019) is a large sarcasm detec-187

tion dataset, but the train set is annotated by the188

tag #sarcasm, which means if the text contains the189

tag, the result is 1, otherwise is 0. MET-Meme190

(Xu et al., 2022) is a detailed dataset on meme,191

contains plenty of annotation items. MultiMET192

(Zhang et al., 2021) and MetaCLUE (Akula et al.,193

2023) are also multi-modal metaphor understand-194

ing datasets.195

2.2 Contrastive Learning196

SimCLR (Chen et al., 2020) and MoCo series197

(He et al., 2020) use contrastive in CV, and Sim-198

CSE uses it in NLP. CLIP (Radford et al., 2021)199

does alignment with contrastive learning, and ITC200

(Image-Text Contrastive) loss is used widely in re-201

cent multi-modal pre-training models, including202

BLIP (Li et al., 2022, 2023).203

2.3 Optimal Transport204

OT (Optimal Transport) is a method to calculate205

a best transfer matrix between two distributions206

(Villani et al., 2009). Cuturi (2013) use an iteration207

method (Knight, 2008) to solve it effectively. Since208

the cross-modal alignment can be seen as a transfer 209

process, Solving OT to calculate the transfer cost 210

as loss function is used by some works (Praman- 211

ick et al., 2022; Xu and Chen, 2023; Aslam et al., 212

2024). 213

3 Data Annotation Workflow 214

3.1 Data Pre-process 215

We download the newyorker_caption_contest 216

dataset (Hessel et al., 2023) from GitHub1. As 217

mentioned above, the dataset contains 3 tasks: 218

• Matching. Giving a cartoon and 5 captions of 219

different cartoons, models should choose the 220

only related caption. This task is a 5-choice 221

question, so only the right answer is useful for 222

our annotation. 223

• Ranking. Giving a cartoon and 2 captions of 224

it, models should choose the better caption. In 225

this task, both of the 2 answers can be used 226

for our annotation. 227

• Explanation. Giving a cartoon and its cap- 228

tion, models should output the explanation of 229

them. The task can be used for our annotation, 230

but the number of it is quite small. 231

We put all the images into a folder, and then 232

analyze the JSON files. Table 2 shows the result 233

of the 3 files for each task after data retrieval and 234

deduplication: 235

Task Cartoons Captions Cap. / Car.
Matching 704 2653 3.77 (Average)
Ranking 679 5127 7.54 (Average)

Explanation 651 651 1

Table 2: Analysis result for origin data. We use only the
correct answer in Matching task, and the two answers in
Ranking task. Cap. / Car. means the number of captions
for each cartoon, and in Matching and Ranking task, the
number is not fixed.

Besides, we get the union of 3 tasks, and the full 236

set contains 704 cartoons and 5200 captions. We 237

can see that the Ranking task contains 679 cartoons 238

and 5127 captions, almost covering the full set, 239

so we use the data in Ranking task for annotation. 240

We use the 679 cartoons, and selected 3 captions 241

randomly for each cartoon, so the origin dataset 242

contains 679×3 = 2037 samples. For each sample, 243

we use the cartoon, the caption and the description 244

from the origin dataset for next step. 245

1See https://github.com/jmhessel/caption_contest_corpus.
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3.2 Annotation GUI246

We designed two versions of GUI using Tkinter247

library in Python. The first version is used in clas-248

sification step, and the second version is used in249

modifying step. Fig 2 shows the GUI, and the250

details about them are shown in Appendix B.251

3.3 Classification Step252

With the processed data and GUI, we hired 12 an-253

notators to do this step. These annotators are sepa-254

rated into 4 group, each group annotates 679/4 =255

170 (the last group is 169) cartoons. In this step,256

we regard the cartoon and the 3 captions as a257

whole, and only require the annotators to judge258

whether them contains deep meaning, no matter it259

is metaphor or sarcasm. However, after the annota-260

tion, we find that the consistency is very low. Table261

3 shows the result, and the consistency in round 1262

is unacceptable. Almost all pair-wise Kappa is less263

than 0.2, meaning no consistency at all in statistic.264

So, we discuss online to deal with the consis-265

tency problem. We selected 2 inconsistency (001266

or 011) samples from each group’s annotation re-267

sult, and invite the annotator who think it is positive268

to explain his opinion. More details about this dis-269

cussion can be seen in Appendix D.270

After the discussion, annotators start the sec-271

ond round annotation. For the 000 and 111 sam-272

ples, we use the result from round 1, and only273

annotate 001 and 011 samples, which contains274

of 184 + 241 = 425 samples. After this round,275

the consistency becomes higher, and we use the276

011 and 111 samples (123 + 259 = 382 cartoons,277

382× 3 = 1146 cartoon-caption pairs) as positive278

samples for next step.279

3.4 GPT-4V Annotation Step280

With the 1146 positive samples, we use GPT-4V281

(through the API provided by Close-AI2) to gener-282

ate base annotations. Table 4 shows the prompt we283

use.284

The GPT-4V result is already formatted, answer-285

ing each question in one line and starts with the286

number. We do these post-process:287

• If the number of non-empty lines is less than288

4, adding blank lines as padding;289

• delete the question number at the front of each290

lines, such as "1. ", "2. ", · · ·291

2See https://www.closeai-asia.com.

• Comparing the first line with word "Yes", 292

if they are matching, setting the answer of 293

MC/SC task as 1, otherwise setting it as 0, 294

and set other results as empty strings. 295

• If the second line contains quotation marks, 296

we selected the words between them as the 297

answer for MW/SW task, otherwise we use 298

the whole line as answer. 299

• for metaphor task, we concatenate the 3rd and 300

4th lines as the answer for ME; for sarcasm 301

task, the final two lines are the answer for ST 302

and SE respectively. 303

On the classification task, GPT-4V’s annotation 304

is shown in Table 5. 305

3.5 Checking and Modifying Step 306

We hired 9 annotators to check the GPT-4V result. 307

We deleted the samples that GPT-4V answers "I’m 308

sorry, but I can’t provide assistance with that con- 309

tent." or gives obviously wrong answers. Then, we 310

add the negative samples from the classification 311

step (totally (140 + 157)× 3 = 891 negative sam- 312

ples), and get the preliminary version of NYK-MS. 313

Finally, we hired 3 professional annotators to 314

modify the annotation result. We use the samples 315

selected in previous discussion to unify the stan- 316

dard and make clear and strict annotation rules. We 317

listed some rules in Appendix C. 318

After this step, the building workflow of NYK- 319

MS is finished. Table 6 and 7 shows the informa- 320

tion of it. 321

Figure 3 is a metaphor sample and a sarcasm 322

sample in NYK-MS. 323

4 Experiments 324

4.1 Zero-shot Large Model Experiments 325

We conduct experiments on 4 large models: 326

• LLaVA (Liu et al., 2024). LLaVA projects 327

the embedding of image into text embedding 328

space, then concatenate the two modalities’ 329

vector for downstream task. We use the 7B 330

version3. 331

• GPT-3.5 (Ouyang et al., 2022). GPT-3.5 uses 332

Pre-train, SFT, RM and PPO and achieves 333

high conversation ability. However, it is a 334

text-only model. 335

3See https://https://huggingface.co//llava-hf/llava-v1.6-
mistral-7b-hf.
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Figure 2: GUI for modifying step.

Round Group Pair-wise Kappa 000 001 011 111

Round 1

Group 1 0.0671, 0.0592, 0.2095 7 45 62 56
Group 2 0.1164, 0.0608, 0.4068 25 62 46 37
Group 3 0.1603, -0.0583, 0.0172 11 48 70 40
Group 4 0.0730, 0.1732, 0.2929 12 29 63 66

Total - 55 184 241 199

Round 2

Group 1 0.3146, 0.2809, 0.4758 21 39 36 74
Group 2 0.3360, 0.3744, 0.4826 37 45 32 56
Group 3 0.4821, 0.4414, 0.5020 54 41 26 48
Group 4 0.4226, 0.4226, 0.5713 28 32 29 81

Total - 140 157 123 259

Table 3: Consistency in classification step. The pair-wise kappa means the Kappa between annotator 1 and 2, 1 and
3, 2 and 3. The 000, 001, 011, 111 means the distribution of annotation results, for example, 001 means 1 annotator
thinks it is positive, and another 2 annotators think it is negative.

• GPT-4 (Achiam et al., 2023). GPT-4 is the336

best model in a lot of tasks, and support multi-337

modal input. We use GPT-4 as the text-only338

version.339

• GPT-4V, the multi-modal version of GPT-4.340

For GPT-3.5 and GPT-4, we input the description341

of cartoon instead of the image file. We run LLaVA-342

7B inference on an A40 GPU with 48G Video343

Memory, and run other models through Close-AI344

API. All of the experiments use the same prompt345

as 4, for text-only models, we delete the image file346

and use "Here is the description of the cartoon: (In-347

sert the description)" instead. We use Macro P, R348

and F1 as evaluation metrics.349

Table 8 shows the performance of large mod-350

els on MC and SC tasks. We can find that all of351

these models can’t do classification task well. For352

a model which can only output 1, the macro Recall353

is (0%+100%)/2 = 50%, but these large models’354

Recall on SC task is quite near to 50%, showing 355

that their ability is quite low. Besides, we notice 356

that all of them output 1 in most situation. We think 357

that when we ask the models these questions, they 358

will get a intuition that the input has deep mean- 359

ing, so they will use their knowledge to make an 360

explanation. 361

For MW, SW tasks, we use EM (Exact Match) 362

and BLEU-4 as metrics; For ME, ST and SE tasks, 363

since the answers are longer, we only use BLEU- 364

4. Since the annotaion workflow takes GPT-4V’s 365

result as basic answer, we don’t compare it with 366

other 3 models. Table 9 and 10 shows the results. 367

These results are consistent with the models’ gen- 368

eral ability and their size of parameters. 369

4.2 Fine-tuning Pre-trained Model 370

Experiments 371

In this section, we designed a baseline model for 372

MC and SC tasks, and improve its performance 373
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Metaphor-Task Prompt Sarcasm-Task Prompt
(Upload the cartoon file, such as 123.jpeg)
You are given a cartoon and its caption.
Caption: (Insert the caption)
Please tell me:
1. Does it contain metaphor?
2. If so, which word or object contains metaphor?
3. What is the word’s real meaning?
4. Why do you think so?
You should answer these questions as brief as you can.
For question 1, the answer must be Yes or No.

(Upload the cartoon file, such as 123.jpeg)
You are given a cartoon and its caption.
Caption: (Insert the caption)
Please tell me:
1. Does it contain sarcasm?
2. If so, which word or object contains sarcasm?
3. What does it satirize?
4. Why do you think so?
You should answer these questions as brief as you can.
For question 1, the answer must be Yes or No.

Table 4: Prompt for GPT-4V annotation.

(a) A metaphor example. Caption: I smell a horse. (b) A sarcasm example. Caption: Once they choose
their queen, honey, it’s really hard to change their
minds.

Figure 3: Examples in NYK-MS.

Task Pos. Neg. Total Pos. Rate
Metaphor 928 214 1146 80.98%
Sarcasm 1142 2 1146 99.65%

Table 5: The classification result of GPT-4V. The sum
of Pos. and Neg. is less than Total, because GPT-4V
refused to annotate some samples, because the samples
contain sensitive topics such as sex and politics.

Dataset Pos. Neg. Total Pos. Rate
NYK-M 1583 692 891 43.71%
NYK-S 1578 687 891 43.54%

Table 6: The scale of dataset NYK-MS.

with alignment and augment methods. The base-374

line model uses BERT (Devlin et al., 2019) as text375

encoder, and ViT (Dosovitskiy et al., 2020) as im-376

age encoder, and add a 2-layer MLP after them. We377

use multi-layer cross-attention to do cross-modal378

aggregate, and adding a classification layer to get379

the final output:380

Average MW Length 1.67
Average ME Length 24.22
Average SW Length 2.53
Average ST Length 6.90
Average SE Length 14.08

Table 7: The answer length of dataset NYK-MS.

T = MLPT (BERT(TextInput)) (1) 381

I = MLPI(ViT(ImageInput)) (2) 382

A = CrossAttention(T, I) (3) 383

O = Softmax(MLPC(A)) (4) 384

385

386

Alignment 387

We use contrastive loss and Optimal Transport 388

loss to do the alignment. 389

Before the Cross-Attention layer of baseline 390

models, we add an alignment loss function. We 391

experimented with two alignment loss functions: 392

the contrastive learning loss function inspired by 393
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Task Model Modality Acc(%) P(%) R(%) F1(%)

MC

LLaVA Text+Image 47.59 54.37 52.19 42.70
GPT-3.5 Text 47.85 58.88 53.09 40.95
GPT-4 Text 43.78 65.14 51.37 33.19

GPT-4V Text+Image 53.16 64.93 56.95 47.95

SC

LLaVA Text+Image 43.60 71.78 50.06 30.46
GPT-3.5 Text 46.32 53.63 51.42 39.87
GPT-4 Text 44.95 72.41 50.22 31.38

GPT-4V Text+Image 37.97 68.79 50.51 28.31

Table 8: The classification tasks experiments on zero-shot large models.

Task Model EM(%) BLEU-4(%)

MW
LLaVA 29.75 33.60
GPT-3.5 31.20 34.57
GPT-4 44.71 48.49

SW
LLaVA 8.15 16.34
GPT-3.5 18.34 25.73
GPT-4 32.65 42.19

Table 9: The MW and SW tasks experiments on zero-
shot large models.

Task Model BLEU-4(%)

ME
LLaVA 5.56
GPT-3.5 6.57
GPT-4 10.11

ST
LLaVA 0.95
GPT-3.5 5.56
GPT-4 11.87

SE
LLaVA 2.15
GPT-3.5 3.46
GPT-4 5.28

Table 10: The ME, ST and SE tasks experiments on
zero-shot large models.

(Radford et al., 2021) and the OT Loss function394

inspired by (Villani et al., 2009). For comparison,395

the baseline refers to the case where no alignment396

is performed.397

First, we introduced the commonly used con-
trastive learning method for modality alignment.
Specifically, given the data in a batch < T1, I1 >
,< T2, I2 >, ..., < TB, IB >, we calculate the con-
trastive loss from text to image and from image to
text, and then take the average of these losses to
obtain the final loss in a batch Lossalign.

sim(Tx, Iy) =
Tx · Iy

||Tx|| · ||Iy||

Lt→i = − 1

B

B∑
x=1

esim(Tx,Ix)/τ∑B
y=1 e

sim(Tx,Iy)/τ

Li→t = − 1

B

B∑
x=1

esim(Tx,Ix)/τ∑B
y=1 e

sim(Ix,Ty)/τ

Lossalign =
Lt→i + Li→t

2

Another method we use to align the text and 398

images is the OT function. OT is a method to 399

calculate the best transfer between two distributions 400

with a cost matrix Cost. In the alignment task, we 401

use the Euclid distance between embedding vectors 402

as cost, and treat a batch as a uniform distribution 403

of two modalities. So the task can be seen as a 404

linear programming problem. We define that 405

pi =
1

B
, i = 1, 2, ..., B (5) 406

qj =
1

B
, j = 1, 2, ..., B (6) 407

Costi,j = dis(Ti, Ij) = ||Ti − Ij ||22 (7) 408

and calculating Trbest which satisfies 409

B∑
j=1

Trij = pi, i = 1, 2, · · · , B (8) 410

B∑
i=1

Trij = qj , j = 1, 2, · · · , B (9) 411

Trij ∈ [0,min(pi, qj)] (10) 412

Trbest = argminTr

B∑
i=1

B∑
j=1

CostijTrij (11) 413

With Cost and Trbest, the loss function is

LossOT =
1

B2

B∑
i=1

B∑
j=1

Costi,j(Trbest)ij

Where B is the size of a batch. By using the 414

total cost as the loss function and performing 415

back-propagation on Costij , the model can 416

continuously optimize the distance between 417
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Task Model Acc(%) P(%) R(%) F1(%)

MC

Baseline(Text-only) 64.31 59.30 57.89 57.99
Baseline(Image-only) 56.69 57.57 58.29 56.04

Baseline 63.69 60.36 58.98 58.99
Baseline + Contrastive Loss Alignment 63.06 59.16 59.00 59.07

Baseline + OT Loss Alignment 64.33 61.31 61.65 61.44
Baseline + VUA Data Augmentation 65.42 63.11 61.74 62.35
Baseline + Knowledge Augmentation 65.76 62.57 62.75 62.48

SC

Baseline(Text-only) 59.87 59.56 59.36 59.34
Baseline(Image-only) 57.32 57.30 57.34 57.26

Baseline 60.60 60.63 60.18 60.02
Baseline + Contrastive Loss Alignment 60.96 60.57 60.31 60.20

Baseline + OT Loss Alignment 62.77 62.08 61.70 61.06
Baseline + VUA Data Augmentation 63.27 62.26 62.38 61.91

Table 11: The classification tasks experiments on fine-tuning models.

vectors to achieve a more refined alignment effect.418

We use geomloss4 library to solve the OT problem419

with Sinkhorn-Knopp algorithm (Knight, 2008).420

421

Augmentation422

First, we use data from VUA18 (Leong et al.,423

2018) and VUA20 (Leong et al., 2020) to do data424

augmentation on MC task. We select 1500 sam-425

ples from them, adding these text-only samples426

with all-black images into train set. Then, we do427

augmentation on SC task similarly with HFM (Cai428

et al., 2019) dataset.429

Finally, we use GPT-4 to generate the meaning430

and sample sentences of metaphor word, and give431

the baseline model these information to enhance432

its ability of recognizing the difference between433

literal meaning and in-context meaning. The detail434

of this knowledge method can be seen in Appendix435

E.436

437

Experiment Details438

Following our previous work (Zhang et al.,439

2024), we use Google’s ViT-B_325 pre-trained440

model to obtain the image representation, and441

BERT-base-uncased from HuggingFace6 to extract442

the text representation. The contrastive learning443

temperature coefficient τ is 0.1. The MLP layers444

after encoders adopt two-layer perception networks445

with a hidden dimension of 1536.446

During the training, the batch size is set to 8,447

learning rate is 1e-5, dropout rate is 0.1. The model448

4https://www.kernel-operations.io/geomloss/api/pytorch-
api.html.

5https://storage.googleapis.com/vit_models/imagenet21k/ViT-
B_32.npz.

6https://huggingface.co/bert-base-uncased.

is trained for 15 epochs. The model employs a 449

warmup strategy with a proportion of 0.1. The 450

model parameter’s L2 regularization coefficient is 451

0.01. 452

All fine-tuning experiments are conducted on a 453

single NVIDIA 2080Ti GPU in less than one hour. 454

For LLaVA experiments, we use an A40 GPU for 455

inference in a few minutes. 456

457

Experiment Results 458

Table 11 shows the experiment of baseline model 459

and these methods, where all of the results are the 460

average value of 5 runs. We can see that single- 461

modal input will decrease the results, and align- 462

ment and augmentation can improve the perfor- 463

mance of models. In alignment method, the OT 464

method is better than the contrastive method. The 465

contrastive method may be not suitable for cartoons 466

because these cartoons are too similar in general 467

view. 468

5 Conclusion 469

In this paper, we describe our workflow for creating 470

the new benchmark NYK-MS, and show the detail 471

of it and examples. Our workflow can handle with 472

difficult tasks where people can’t get an agreement 473

easily, and provide a base annotation for modifica- 474

tion without any template or human-writing result. 475

Based on this dataset, we conduct plenty of experi- 476

ments. On large models, we show that large models 477

can’t do classification task well, and the ability on 478

other tasks increases as the number of parameters 479

get higher. On pre-trained base models, we use 480

alignment and augmentation method to improve its 481

performance, showing the effective and benefit for 482

research of NYK-MS dataset. 483
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Ethical considerations484

There are totally 17 annotators, includin 2 under-485

graduate students, 11 MD students and 4 profes-486

sional teachers. The gender ratio of annotators is487

10(male):7(female).488

We paid annotators 1 Yuan for each sample in489

each round. According to our statistics, the average490

speed of annotation is about 50 samples per hour,491

which means they can get 50 Yuan (6.9 dollars) per492

hour, far higher than the average salary in China.493

Limitations494

Our new dataset NYK-MS isn’t a perfect dataset.495

First, it only contains image and text modalities, so496

it is useless for video, audio task; Second, the size497

of it is not very big; Third, the content in NYK-MS498

is cartoon and caption, so when we training models499

on it and do inference on other situations such as500

Tweets, the model’s performance may be limited;501

Finally, even we have done lots of work, there may502

be some mistakes in NYK-MS. Furthermore, our503

opinion may be different with the authors of the504

cartoon and caption, and the debate on specific505

samples may still for long.506

Besides, our alignment and augmentation meth-507

ods also have limitations. These method can’t un-508

derstand the cartoon on object level, and can’t build509

the relationship graph of objects and words. All of510

these method treat images as sequences as pixels,511

but for the cartoon, precisely locate the object is512

important.513
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A Early Annotation Work 704

In our early work, we tried to use data from 705

MVSA (Niu et al., 2016) and crawled from Twitter. 706

For MVSA dataset, we selected data with high 707

inconsistency. MVSA is a sentiment anaysis 708

dataset, and it gives each sample 2 or 6 sentiment 709

scores. In MVSA-Single, 1 annotator gives the text 710

and image a score st, si respectively; In MVSA- 711

Multiple, 3 annotators give the text and image 712

scores, so there is 6 scores. We use the average 713

of them and finally calculated the text score st and 714

image score si, then use |st − si| as the metric 715

of inconsistency. We sort the whole dataset and 716

choose 3000 samples with highest inconsistency, 717

and hire 3 annotators to check whether they con- 718

tains metaphor. Since people use figurative lan- 719

guage when they want to express some abnormal 720

ideas, we believe that the inconsistency between 721

modalities can lead to more metaphor samples. 722

For Twitter crawling, we use crawler and get 723

some image-text pairs from Twitter, then do some 724

post-process including removing advertisement, 725

hiding personal information and deleting unrelated 726

tags. We alse hire 3 annotators to annotate. 727

The final result is shown in Table 1. We found 728

that the positive rate is too low, and most of the 729

positive cases are too easy to recognize even with- 730

out the image. So, we give up this method and then 731

choose cartoon-caption pairs as our source data. 732

B GUI Details 733

A Graphical User Interface that shows all informa- 734

tion on the screen can help a lot when annotating. 735

This process is not only tedious but also prone to 736

inconsistencies and errors. Therefore, we develop 737

a visual annotation program that implements data 738

display, assisted reading, automatic recording, 739

and time statistics functions. This significantly 740

improves annotation efficiency and lays a solid 741

foundation for other tasks and future work. 742

743

Basic functions 744

This program is implemented using the tkinter 745

visualization library in Python, achieving basic 746

functions: Upon program startup, automatically 747

search for unannotated files in the current directory 748

and load the first unannotated data entry. When 749

loading data, display the image, title, and image 750

description from the original dataset in specified 751

locations. Provide annotation fields for each task 752

on the interface, using radio buttons for tasks that 753
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Figure 4: Discuss screenshot.

determine the presence of metaphors or sarcasm,754

and text boxes for other tasks.755

756

Auxiliary functions757

According to the annotator’s suggestions, we758

provide reference suggestions from ChatGPT and759

translation functions via API. The ChatGPT’s sug-760

gestions are pre-called and stored offline, while the761

translation function calls the API in real-time.762

During annotation, we found that many comics763

contain elements related to religion and foreign pol-764

itics, which are very unfamiliar to the annotators.765

Therefore, additional knowledge assistance is re-766

quired for proper understanding. Our approach is to767

use the output of ChatGPT as a reference, with the768

final annotation still performed by humans. Specif-769

ically, before annotation, we will provide ChatGPT770

with the prompt in Table 12:

Explanation Prompt
I will give you the description of a cartoon and
its caption.
Please tell me whether the caption and cartoon
contain metaphor(sarcasm), and explain your
thought in detail.
Description: (description for the data)
Caption: (caption of the data)

Table 12: Prompt for Explanation.
771

We use Baidu’s translation API to provide real-772

time translation functionality. When the annota-773

tor clicks the corresponding button, the program774

will upload the comic description and the explana-775

tions generated by ChatGPT to Baidu’s translation776

platform via the API, then retrieve the translated777

Chinese content, and display it on the interface.778

C Annotation Rules for Human779

Here is some of our annotation rules:780

• If there are multiple metaphor/sarcasm words,781

choose the most obvious one;782

• Pun and homophonic are not metaphor; (For 783

example, "killer shark") 784

• simple or common combinations are not 785

metaphor; (For example, "give up") 786

• Make sure that the sarcasm can show the 787

speaker’s negative sentiment, otherwise it is 788

just normal humor; 789

• If possible, the MW, SW, ST answers should 790

be words in the caption or cartoon description. 791

Otherwise, a special token must be add. 792

– Word from caption: No token 793

– Objects in image: [I] + Object (Must 794

make sure that the name of object is in 795

the description text) 796

– The whole image: [I] (Only for metaphor 797

word and sarcasm word annotation) 798

– Otherwise: [S] + Content (Free-writing, 799

as brief as you can) 800

Besides, we selected some examples as refer- 801

ences, and teaching the annotators to follow these 802

cases. 803

D Discussion Details 804

Figure 4 is one of our discussion screenshots. In 805

this discussion, we show 8 examples which are an- 806

notated as positive samples by only 1 or 2 annota- 807

tors. We invite them to explain their idea, and then 808

vote to decide the final annotation result. These 809

samples then will be listed into annotation rules as 810

reference. 811

E Knowledge Augmentation Method 812

We selected the samples in NYK-M training set 813

which satisfies that the sample is positive sample, 814

and the MW annotation result is a substring of the 815

caption.For these samples, we use the MW anno- 816

tation result as target word; for other samples, we 817
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Word Meaning Prompt
1. What’s the basic meaning of word
"(target word)"?
2. Please write a sample sentence to
demonstrate this meaning.
You should answer these questions as brief
as you can.

Table 13: Prompt for Explanation.

selected the longest word as target word. Then, we818

use the prompt in Table 13 for asking GPT-4.819

We use the answer of question 2 as the sample820

sentence of basic meaning. When using BERT to821

get the embedding of captions TC , we addition-822

ally calculate the embedding vector of the sam-823

ple sentence TS . Then, we get the token level824

embedding for the target word (average for multi825

tokens) TC,i and TS,j , where i, j is the index of826

target words. We want the distance between ba-827

sic meaning and in-context meaning farther for828

metaphor words, so we use such loss function:829

Lossknowledge = y × sim(TC,i, TS,j Where sim830

is cosine similarity and y is -1 for samples using831

metaphor words as target words, for other cases (in-832

cluding negative samples and MW not in caption),833

y is 1.834

Table 14 shows an example where we want to835

make the distance of embedding vectors of word836

"flat" in caption and sample sentence farther.837

Data ID NYK_722_3

MC 1

MW flat

Caption The piano’s in tune, but the house
is a little flat.

Meaning
The basic meaning of "flat" is
having a smooth, even surface
without any bumps or angles.

Sample The lake was so calm that the water
looked completely flat.

Table 14: Meaning Augmentation result.
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