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Abstract

Metaphor and sarcasm are common figura-
tive expressions in people’s communication,
especially on the Internet or the memes pop-
ular among teenagers. We create a new
benchmark named NYK-MS (New YorKer for
Metaphor and Sarcasm), which contains 1,583
samples for metaphor understanding tasks
and 1,578 samples for sarcasm understanding
tasks. These tasks include whether it contains
metaphor/sarcasm, which word or object con-
tains metaphor/sarcasm, what does it satirize
and why does it contains metaphor/sarcasm, all
of the 7 tasks are well-annotated by at least 3
annotators. We annotate the dataset for several
rounds to improve the consistency and qual-
ity, and use GUI and GPT-4V to raise our effi-
ciency. Based on the benchmark, we conduct
plenty of experiments. In the zero-shot experi-
ments, we show that Large Language Models
(LLM) and Large Multi-modal Models (LMM)
can’t do classification task well, and as the scale
increases, the performance on other 5 tasks
improves. In the experiments on traditional
pre-train models, we show the enhancement
with augment and alignment methods, which
prove our benchmark is consistent with previ-
ous dataset and requires the model to under-
stand both of the two modalities.

1 Introduction

People often express their idea with metaphor or
sarcasm. For example, they may use aliases of
some important people instead of their real name,
which contain metaphor and can escape from being
blocked by many social networks. Besides, when
they want to show their strong negative sentiment
on some events, they can use words contains posi-
tive sentiment and satirize it. On the Internet, these
phenomenon is becoming more and more common,
bringing huge challenge for models to understand
people’s real meaning.

Formally, metaphor means that a word or
phrase’s real meaning isn’t same with its basic

meaning (Lakoff and Johnson, 2008; Lagerwerf
and Meijers, 2008). In linguistics studies, re-
searchers use MIP (Group, 2007; Steen et al., 2010)
and SPV (Wilks, 1975, 1978) theories to define
metaphor, which also provide strategies for auto
detection (Choi et al., 2021). Similarly, sarcasm
can be defined as that a word or phrase’s real
sentiment doesn’t consist with its basic sentiment
(Zhang et al., 2024), and usually means using posi-
tive words to express negative sentiment. In multi-
modal situations, the word and phrase could also
be an object in the image.

To deal with the task of metaphor and sarcasm
understanding, a well-annotated dataset is quite
important. However, previous datasets have their
weakness, such as annotated by mechanical rules
(Cai et al., 2019), mainly focusing on texts or only
using memes (Zhang et al., 2021). In this paper,
we create a new benchmark called NYK-MS,
which can benefit research on these tasks. Our
work can be described through the questions and
answers below:

Q1: Why do we use cartoon-caption as origin
dataset?

In our early work, we tried to collect data from
Twitter, but the Tweets don’t meet our requirement.
First, the ratio that a Tweet contains metaphor and
sarcasm is very low (see Table 1). There is less
than 20% samples contains metaphor, even if we
use #metaphor as crawling tag. Besides, using
selected MVSA dataset (Niu et al., 2016) is a worse
choice, where only about 13% samples contains
metaphor. Detailed crawling and selection method
can be seen in Appendix A.

Second, the metaphor and sarcasm in normal
Tweets are quite easy, and the image is not neces-
sary. Figure 1 shows a metaphor example. In this
example, even if there is no photo, we can easily
judge that the word "bombed" contains metaphor.
Most of the positive examples in early annotation



only contains single-modal metaphor or sarcasm,
so they are not suitable with the multi-modal task.

Data Source Pos. Neg. Total Pos. Rate
Twitter 93 376 469 19.83%
MVSA 522 3476 4000 13.05%

All 615 3854 4469 13.76%

Table 1: Early annotate results. Twitter means that the
data is crawled from Twitter, and MVSA means that the
data is selected from MVSA dataset (Niu et al., 2016).

Figure 1: An example in early annotation that contains
metaphor. The text is "Photo bombed by a deer, what
an asshole."

Third, limited by crawling settings, the crawled
data always focus on specific events. For example,
in MVSA dataset, a plenty of samples are related
with #NationalDogDay tag, so there are many pos-
itive metaphor words about dogs, such as "baby",
"friend", "lover". However, our work doesn’t focus
on these topics, and we want to create a general
dataset.

With these weakness, we finally give up using
Tweets or MVSA dataset for annotation. Instead of
these real corpus, newyorker_caption_contest
(Hessel et al., 2023) is a new dataset contains
cartoon-caption pairs. The dataset is derived from
Jain et al. (2020), Shahaf et al. (2015), and Radev
et al. (2016). It consists of 3 tasks: Matching,
Ranking and Explanation. Since the cartoons
are created by professional painters and always
contain deep meaning, the ratio that they contains
metaphor and sarcasm is far higher than the data
shown above. Besides, the captions are selected
from readers’ submission, so the winners are
always humor and concise, which requires the
model must combine the two modals to understand
the whole meaning, which is more difficult than
Tweets. Finally, the cartoons are published in past
several years, so they don’t focus on specific topics.

With these advantages, we choose this dataset as
our origin data.

Q2: What tasks does NYK-MS support?

Our NYK-MS dataset can be separated as NYK-
M and NYK-S, supporting metaphor and sarcasm
task respectively.

For metaphor understanding, NYK-M contains
3 tasks:

* Metaphor Classification (MC). Models should
output 1 or 0, representing whether the sample
contains metaphor.

* Metaphor Word detection (MW). Models
should output the word (or phrase, object in
image) that contains metaphor.

* Metaphor Explanation (ME). Models should
output the explanation of the metaphor, includ-
ing the literal meaning, the real meaning and
the reason of such usage.

For sarcasm understanding, NYK-S contains
4 tasks. Besides the similar task SC (Sarcasm
Classification), SW (Sarcasm Word detection), SE
(Sarcasm Explanation), we designed another task
called ST (Sarcasm Target detection), which re-
quires models to output the target of sarcasm, such
as social phenomena or people. This task is im-
portant for application, because it can help models
understand the position of speakers.

In conclusion, NYK-MS contains 7 tasks: MC,
MW, ME, SC, SW, ST, SE. The detailed annotation
workflow for these tasks is described in Section 3.

Q3: What experiments do we conduct?

For zero-shot situation, we use several LLMs
and LMMs to do these task, and analyze their
performance; For fine-tuning situation, we
designed a baseline model following Zhang et al.
(2024) for MC and SC task, and using several
alignment methods to improve the classification
rate, including contrastive learning, Optimal
Transport (Villani et al., 2009). Besides, we use
data augmentation and knowledge augmentation
method and get improvement, showing that our
annotation standard is consistent with previous
work and human understanding.

Our contributions are as follow:

* We create a new well-annotated benchmark
NYK-MS for multi-modal metaphor and sar-



casm understanding, including 7 tasks on
more than 1,500 cartoon-caption pairs.

* We design a workflow to deal with the incon-
sistency of annotators, and use LMM’s output
as base annotation, changing the free writing
task into checking and modifying task. This
workflow can be used in any difficult task in
which people’s idea is not same.

* We conduct plenty of experiments, showing
the performance of models, and use several
methods to improve the performance on our
NYK-MS dataset, including alignment and
augmentation.

2 Related Work

2.1 Previous Datasets

For text-only metaphor understanding task, VUA18
(Leong et al., 2018), VUA20 (Leong et al., 2020),
MOH-X (Mohammad et al., 2016), TroFi (Birke
and Sarkar, 2006) are commonly used datasets.
VUA series are annotated on word level, tagging
whether each word contains metaphor. For cross-
modal task, MVSA (Niu et al., 2016) is a sentiment
analysis dataset, setting -1, 0, 1 three sentiment and
consists of MVSA_Single and MVSA_Multiple,
the latter remains three origin annotation result.
HFM (Cai et al., 2019) is a large sarcasm detec-
tion dataset, but the train set is annotated by the
tag #sarcasm, which means if the text contains the
tag, the result is 1, otherwise is 0. MET-Meme
(Xu et al., 2022) is a detailed dataset on meme,
contains plenty of annotation items. MultiMET
(Zhang et al., 2021) and MetaCLUE (Akula et al.,
2023) are also multi-modal metaphor understand-
ing datasets.

2.2 Contrastive Learning

SimCLR (Chen et al., 2020) and MoCo series
(He et al., 2020) use contrastive in CV, and Sim-
CSE uses it in NLP. CLIP (Radford et al., 2021)
does alignment with contrastive learning, and ITC
(Image-Text Contrastive) loss is used widely in re-
cent multi-modal pre-training models, including
BLIP (Li et al., 2022, 2023).

2.3 Optimal Transport

OT (Optimal Transport) is a method to calculate
a best transfer matrix between two distributions
(Villani et al., 2009). Cuturi (2013) use an iteration
method (Knight, 2008) to solve it effectively. Since

the cross-modal alignment can be seen as a transfer
process, Solving OT to calculate the transfer cost
as loss function is used by some works (Praman-
ick et al., 2022; Xu and Chen, 2023; Aslam et al.,
2024).

3 Data Annotation Workflow

3.1 Data Pre-process

We download the newyorker_caption_contest
dataset (Hessel et al., 2023) from GitHub!. As
mentioned above, the dataset contains 3 tasks:

* Matching. Giving a cartoon and 5 captions of
different cartoons, models should choose the
only related caption. This task is a 5-choice
question, so only the right answer is useful for
our annotation.

» Ranking. Giving a cartoon and 2 captions of
it, models should choose the better caption. In
this task, both of the 2 answers can be used
for our annotation.

* Explanation. Giving a cartoon and its cap-
tion, models should output the explanation of
them. The task can be used for our annotation,
but the number of it is quite small.

We put all the images into a folder, and then
analyze the JSON files. Table 2 shows the result
of the 3 files for each task after data retrieval and
deduplication:

Task Cartoons Captions Cap. / Car.
Matching 704 2653 3.77 (Average)
Ranking 679 5127 7.54 (Average)

Explanation 651 651 1

Table 2: Analysis result for origin data. We use only the
correct answer in Matching task, and the two answers in
Ranking task. Cap. / Car. means the number of captions
for each cartoon, and in Matching and Ranking task, the
number is not fixed.

Besides, we get the union of 3 tasks, and the full
set contains 704 cartoons and 5200 captions. We
can see that the Ranking task contains 679 cartoons
and 5127 captions, almost covering the full set,
so we use the data in Ranking task for annotation.
We use the 679 cartoons, and selected 3 captions
randomly for each cartoon, so the origin dataset
contains 679 x 3 = 2037 samples. For each sample,
we use the cartoon, the caption and the description
from the origin dataset for next step.

'See https://github.com/jmhessel/caption_contest_corpus.
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3.2 Annotation GUI

We designed two versions of GUI using Tkinter
library in Python. The first version is used in clas-
sification step, and the second version is used in
modifying step. Fig 2 shows the GUI, and the
details about them are shown in Appendix B.

3.3 Classification Step

With the processed data and GUI, we hired 12 an-
notators to do this step. These annotators are sepa-
rated into 4 group, each group annotates 679/4 =
170 (the last group is 169) cartoons. In this step,
we regard the cartoon and the 3 captions as a
whole, and only require the annotators to judge
whether them contains deep meaning, no matter it
is metaphor or sarcasm. However, after the annota-
tion, we find that the consistency is very low. Table
3 shows the result, and the consistency in round 1
is unacceptable. Almost all pair-wise Kappa is less
than 0.2, meaning no consistency at all in statistic.

So, we discuss online to deal with the consis-
tency problem. We selected 2 inconsistency (001
or 011) samples from each group’s annotation re-
sult, and invite the annotator who think it is positive
to explain his opinion. More details about this dis-
cussion can be seen in Appendix D.

After the discussion, annotators start the sec-
ond round annotation. For the 000 and 111 sam-
ples, we use the result from round 1, and only
annotate 001 and 011 samples, which contains
of 184 + 241 = 425 samples. After this round,
the consistency becomes higher, and we use the
011 and 111 samples (123 + 259 = 382 cartoons,
382 x 3 = 1146 cartoon-caption pairs) as positive
samples for next step.

3.4 GPT-4V Annotation Step

With the 1146 positive samples, we use GPT-4V
(through the API provided by Close-AI?) to gener-
ate base annotations. Table 4 shows the prompt we
use.

The GPT-4V result is already formatted, answer-
ing each question in one line and starts with the
number. We do these post-process:

* If the number of non-empty lines is less than
4, adding blank lines as padding;

¢ delete the question number at the front of each
lines, suchas "1.","2. ", ---

2See https://www.closeai-asia.com.

* Comparing the first line with word "Yes",
if they are matching, setting the answer of
MC/SC task as 1, otherwise setting it as 0,
and set other results as empty strings.

If the second line contains quotation marks,
we selected the words between them as the
answer for MW/SW task, otherwise we use
the whole line as answer.

for metaphor task, we concatenate the 3rd and
4th lines as the answer for ME; for sarcasm
task, the final two lines are the answer for ST
and SE respectively.

On the classification task, GPT-4V’s annotation
is shown in Table 5.

3.5 Checking and Modifying Step

We hired 9 annotators to check the GPT-4V result.
We deleted the samples that GPT-4V answers "I'm
sorry, but I can’t provide assistance with that con-
tent." or gives obviously wrong answers. Then, we
add the negative samples from the classification
step (totally (140 4 157) x 3 = 891 negative sam-
ples), and get the preliminary version of NYK-MS.

Finally, we hired 3 professional annotators to
modify the annotation result. We use the samples
selected in previous discussion to unify the stan-
dard and make clear and strict annotation rules. We
listed some rules in Appendix C.

After this step, the building workflow of NYK-
MS is finished. Table 6 and 7 shows the informa-
tion of it.

Figure 3 is a metaphor sample and a sarcasm
sample in NYK-MS.

4 Experiments

4.1 Zero-shot Large Model Experiments

We conduct experiments on 4 large models:

* LLaVA (Liu et al., 2024). LLaVA projects
the embedding of image into text embedding
space, then concatenate the two modalities’
vector for downstream task. We use the 7B

version>.

* GPT-3.5 (Ouyang et al., 2022). GPT-3.5 uses
Pre-train, SFT, RM and PPO and achieves
high conversation ability. However, it is a
text-only model.

3See https://https://huggingface.co/llava-hf/llava-v1.6-
mistral-7b-hf.
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§ Muti-modal Atator for Modfction

Multi-modal Annotator for Modification

DatalD  [NYK 0713

LM MetTag |1+

Previos Sample Next Sample

Show English

Show Chinese

You have annotated 0 samples, there are

188 samples remaining. You have used 0 min 11 sec, on average using 0 sec

€ Can't Understand

€ Can't Understand

Submit

for each sample

Figure 2: GUI for modifying step.

Round Group Pair-wise Kappa 000 o001 o011 111
Group 1 | 0.0671, 0.0592, 0.2095 7 45 62 56

Group 2 | 0.1164,0.0608,0.4068 | 25 62 46 37

Round 1 | Group 3 | 0.1603,-0.0583,0.0172 | 11 48 70 40
Group 4 | 0.0730, 0.1732, 0.2929 1229 63 66

Total - 55 184 241 199

Group 1 | 0.3146, 0.2809, 0.4758 21 39 36 74

Group 2 | 0.3360, 0.3744, 0.4826 37 45 32 56

Round 2 | Group 3 | 0.4821,0.4414,0.5020 | 54 41 26 48
Group 4 | 0.4226,0.4226,0.5713 | 28 32 29 8l

Total - 140 157 123 259

Table 3: Consistency in classification step. The pair-wise kappa means the Kappa between annotator 1 and 2, 1 and
3,2 and 3. The 000, 001, 011, 111 means the distribution of annotation results, for example, 001 means 1 annotator
thinks it is positive, and another 2 annotators think it is negative.

¢ GPT-4 (Achiam et al., 2023). GPT-4 is the
best model in a lot of tasks, and support multi-
modal input. We use GPT-4 as the text-only
version.

¢ GPT-4V, the multi-modal version of GPT-4.

For GPT-3.5 and GPT-4, we input the description
of cartoon instead of the image file. We run LLaVA-
7B inference on an A40 GPU with 48G Video
Memory, and run other models through Close-Al
API. All of the experiments use the same prompt
as 4, for text-only models, we delete the image file
and use "Here is the description of the cartoon: (In-
sert the description)” instead. We use Macro P, R
and F1 as evaluation metrics.

Table 8 shows the performance of large mod-
els on MC and SC tasks. We can find that all of
these models can’t do classification task well. For
a model which can only output 1, the macro Recall
is (0% + 100%) /2 = 50%, but these large models’

Recall on SC task is quite near to 50%, showing
that their ability is quite low. Besides, we notice
that all of them output 1 in most situation. We think
that when we ask the models these questions, they
will get a intuition that the input has deep mean-
ing, so they will use their knowledge to make an
explanation.

For MW, SW tasks, we use EM (Exact Match)
and BLEU-4 as metrics; For ME, ST and SE tasks,
since the answers are longer, we only use BLEU-
4. Since the annotaion workflow takes GPT-4V’s
result as basic answer, we don’t compare it with
other 3 models. Table 9 and 10 shows the results.
These results are consistent with the models’ gen-
eral ability and their size of parameters.

4.2 Fine-tuning Pre-trained Model
Experiments

In this section, we designed a baseline model for
MC and SC tasks, and improve its performance



Metaphor-Task Prompt

Sarcasm-Task Prompt

(Upload the cartoon file, such as 123.jpeg)

You are given a cartoon and its caption.

Caption: (Insert the caption)

Please tell me:

1. Does it contain metaphor?

2. If so, which word or object contains metaphor?
3. What is the word’s real meaning?

4. Why do you think so?

You should answer these questions as brief as you can,

For question 1, the answer must be Yes or No.

(Upload the cartoon file, such as 123.jpeg)

You are given a cartoon and its caption.

Caption: (Insert the caption)

Please tell me:

1. Does it contain sarcasm?

2. If so, which word or object contains sarcasm?

3. What does it satirize?

4. Why do you think so?

You should answer these questions as brief as you can.
For question 1, the answer must be Yes or No.

Table 4: Prompt for GPT-4V annotation.

(a) A metaphor example. Caption: I smell a horse.

(b) A sarcasm example. Caption: Once they choose
their queen, honey, it’s really hard to change their
minds.

Figure 3: Examples in NYK-MS.

Task Pos. Neg. Total Pos. Rate
Metaphor 928 214 1146 80.98%
Sarcasm 1142 2 1146 99.65%

Table 5: The classification result of GPT-4V. The sum
of Pos. and Neg. is less than Total, because GPT-4V
refused to annotate some samples, because the samples
contain sensitive topics such as sex and politics.

Dataset Pos. Neg. Total Pos. Rate
NYK-M 1583 692 891 43.71%
NYK-S 1578 687 891 43.54%

Table 6: The scale of dataset NYK-MS.

with alignment and augment methods. The base-
line model uses BERT (Devlin et al., 2019) as text
encoder, and ViT (Dosovitskiy et al., 2020) as im-
age encoder, and add a 2-layer MLP after them. We
use multi-layer cross-attention to do cross-modal
aggregate, and adding a classification layer to get
the final output:

Average MW Length | 1.67
Average ME Length | 24.22
Average SW Length | 2.53
Average ST Length | 6.90
Average SE Length 14.08

Table 7: The answer length of dataset NYK-MS.

T = MLP7(BERT(TextInput)) (1)
I = MLP(ViT(Imagelnput)) (2)

A = CrossAttention(T, I) 3)
O = Softmax(MLP¢(A)) 4)
Alignment

We use contrastive loss and Optimal Transport
loss to do the alignment.

Before the Cross-Attention layer of baseline
models, we add an alignment loss function. We
experimented with two alignment loss functions:
the contrastive learning loss function inspired by



Task Model Modality Acc(%) P(%) R(%) F1(%)
LLaVA | Text+Image 47.59 5437 52.19 42770

MC GPT-3.5 Text 47.85 58.88  53.09  40.95
GPT-4 Text 43.78 65.14 51.37  33.19

GPT-4V | Text+Image 53.16 6493 56.95 47.95

LLaVA | Text+Image 43.60 71.78 50.06  30.46

e GPT-3.5 Text 46.32 53.63 5142  39.87
GPT-4 Text 44.95 7241 50.22  31.38

GPT-4V | Text+Image 37.97 68.79 50.51  28.31

Table 8: The classification tasks experiments on zero-shot large models.

Task | Model | EM(%) BLEU-4(%)
LLaVA 29.75 33.60

MW | GPT-3.5 31.20 34.57
GPT-4 44.71 48.49
LLaVA 8.15 16.34

SW | GPT-3.5 18.34 25.73
GPT-4 32.65 42.19

Table 9: The MW and SW tasks experiments on zero-
shot large models.

Task | Model | BLEU-4(%)

LLaVA 5.56

ME | GPT-3.5 6.57
GPT-4 10.11
LLaVA 0.95

ST | GPT-3.5 5.56
GPT-4 11.87
LLaVA 2.15

SE | GPT-3.5 3.46
GPT-4 5.28

Table 10: The ME, ST and SE tasks experiments on
zero-shot large models.

(Radford et al., 2021) and the OT Loss function
inspired by (Villani et al., 2009). For comparison,
the baseline refers to the case where no alignment
is performed.

First, we introduced the commonly used con-
trastive learning method for modality alignment.
Specifically, given the data in a batch < T, 1; >
,<Th, Iy >,...,< Tpg, g >, we calculate the con-
trastive loss from text to image and from image to
text, and then take the average of these losses to
obtain the final loss in a batch Loss ;-

T, I
sim(Ty, I,) = —— 24—
e 1) = L
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Another method we use to align the text and
images is the OT function. OT is a method to
calculate the best transfer between two distributions
with a cost matrix C'ost. In the alignment task, we
use the Euclid distance between embedding vectors
as cost, and treat a batch as a uniform distribution
of two modalities. So the task can be seen as a
linear programming problem. We define that

Lossaiign =

1
pi=—,i=12..B

5
5 &)
1
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With Cost and T'rp.s, the loss function is

B B
1
Lossor = 5 Z Z Costi j(Trpest)ij
i=1 j=1

Where B is the size of a batch. By using the
total cost as the loss function and performing
back-propagation on Cost;;, the model can
continuously optimize the distance between



Task Model Acc(%) P(%) R(%) F1(%)
Baseline(Text-only) 64.31 59.30 57.89  57.99
Baseline(Image-only) 56.69 57.57 5829  56.04

Baseline 63.69 60.36 5898  58.99

MC | Baseline + Contrastive Loss Alignment 63.06 59.16 59.00  59.07
Baseline + OT Loss Alignment 64.33 6131 61.65 61.44

Baseline + VUA Data Augmentation 65.42 63.11 61.74  62.35
Baseline + Knowledge Augmentation 65.76 62.57 6275 6248
Baseline(Text-only) 59.87 59.56 59.36 59.34
Baseline(Image-only) 57.32 5730 5734  57.26

e Baseline 60.60 60.63 60.18  60.02
Baseline + Contrastive Loss Alignment 60.96 60.57 60.31 60.20
Baseline + OT Loss Alignment 62.77 62.08 61.70 61.06

Baseline + VUA Data Augmentation 63.27 62.26 6238 6191

Table 11: The classification tasks experiments on fine-tuning models.

vectors to achieve a more refined alignment effect.
We use geomloss® library to solve the OT problem
with Sinkhorn-Knopp algorithm (Knight, 2008).

Augmentation

First, we use data from VUA18 (Leong et al.,
2018) and VUA20 (Leong et al., 2020) to do data
augmentation on MC task. We select 1500 sam-
ples from them, adding these text-only samples
with all-black images into train set. Then, we do
augmentation on SC task similarly with HFM (Cai
et al., 2019) dataset.

Finally, we use GPT-4 to generate the meaning
and sample sentences of metaphor word, and give
the baseline model these information to enhance
its ability of recognizing the difference between
literal meaning and in-context meaning. The detail
of this knowledge method can be seen in Appendix
E.

Experiment Details

Following our previous work (Zhang et al.,
2024), we use Google’s ViT-B_32° pre-trained
model to obtain the image representation, and
BERT-base-uncased from HuggingFace® to extract
the text representation. The contrastive learning
temperature coefficient 7 is 0.1. The MLP layers
after encoders adopt two-layer perception networks
with a hidden dimension of 1536.

During the training, the batch size is set to 8,
learning rate is 1e-5, dropout rate is 0.1. The model

*https://www.kernel-operations.io/geomloss/api/pytorch-
api.html.

Shttps://storage.googleapis.com/vit_models/imagenet2 1 k/ViT-

B_32.npz.
Shttps://huggingface.co/bert-base-uncased.

is trained for 15 epochs. The model employs a
warmup strategy with a proportion of 0.1. The
model parameter’s L2 regularization coefficient is
0.01.

All fine-tuning experiments are conducted on a
single NVIDIA 2080Ti GPU in less than one hour.
For LLaVA experiments, we use an A40 GPU for
inference in a few minutes.

Experiment Results

Table 11 shows the experiment of baseline model
and these methods, where all of the results are the
average value of 5 runs. We can see that single-
modal input will decrease the results, and align-
ment and augmentation can improve the perfor-
mance of models. In alignment method, the OT
method is better than the contrastive method. The
contrastive method may be not suitable for cartoons
because these cartoons are too similar in general
view.

5 Conclusion

In this paper, we describe our workflow for creating
the new benchmark NYK-MS, and show the detail
of it and examples. Our workflow can handle with
difficult tasks where people can’t get an agreement
easily, and provide a base annotation for modifica-
tion without any template or human-writing result.
Based on this dataset, we conduct plenty of experi-
ments. On large models, we show that large models
can’t do classification task well, and the ability on
other tasks increases as the number of parameters
get higher. On pre-trained base models, we use
alignment and augmentation method to improve its
performance, showing the effective and benefit for
research of NYK-MS dataset.


https://www.kernel-operations.io/geomloss/api/pytorch-api.html
https://www.kernel-operations.io/geomloss/api/pytorch-api.html
https://storage.googleapis.com/vit_models/imagenet21k/ViT-B_32.npz
https://storage.googleapis.com/vit_models/imagenet21k/ViT-B_32.npz
https://huggingface.co/bert-base-uncased

Ethical considerations

There are totally 17 annotators, includin 2 under-
graduate students, 11 MD students and 4 profes-
sional teachers. The gender ratio of annotators is
10(male):7(female).

We paid annotators 1 Yuan for each sample in
each round. According to our statistics, the average
speed of annotation is about 50 samples per hour,
which means they can get 50 Yuan (6.9 dollars) per
hour, far higher than the average salary in China.

Limitations

Our new dataset NYK-MS isn’t a perfect dataset.
First, it only contains image and text modalities, so
it is useless for video, audio task; Second, the size
of it is not very big; Third, the content in NYK-MS
is cartoon and caption, so when we training models
on it and do inference on other situations such as
Tweets, the model’s performance may be limited;
Finally, even we have done lots of work, there may
be some mistakes in NYK-MS. Furthermore, our
opinion may be different with the authors of the
cartoon and caption, and the debate on specific
samples may still for long.

Besides, our alignment and augmentation meth-
ods also have limitations. These method can’t un-
derstand the cartoon on object level, and can’t build
the relationship graph of objects and words. All of
these method treat images as sequences as pixels,
but for the cartoon, precisely locate the object is
important.
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A Early Annotation Work

In our early work, we tried to use data from
MVSA (Niu et al., 2016) and crawled from Twitter.
For MVSA dataset, we selected data with high
inconsistency. MVSA is a sentiment anaysis
dataset, and it gives each sample 2 or 6 sentiment
scores. In MVSA-Single, 1 annotator gives the text
and image a score s, s; respectively; In MVSA-
Multiple, 3 annotators give the text and image
scores, so there is 6 scores. We use the average
of them and finally calculated the text score s; and
image score s;, then use |s; — s;| as the metric
of inconsistency. We sort the whole dataset and
choose 3000 samples with highest inconsistency,
and hire 3 annotators to check whether they con-
tains metaphor. Since people use figurative lan-
guage when they want to express some abnormal
ideas, we believe that the inconsistency between
modalities can lead to more metaphor samples.

For Twitter crawling, we use crawler and get
some image-text pairs from Twitter, then do some
post-process including removing advertisement,
hiding personal information and deleting unrelated
tags. We alse hire 3 annotators to annotate.

The final result is shown in Table 1. We found
that the positive rate is too low, and most of the
positive cases are too easy to recognize even with-
out the image. So, we give up this method and then
choose cartoon-caption pairs as our source data.

B GUI Details

A Graphical User Interface that shows all informa-
tion on the screen can help a lot when annotating.
This process is not only tedious but also prone to
inconsistencies and errors. Therefore, we develop
a visual annotation program that implements data
display, assisted reading, automatic recording,
and time statistics functions. This significantly
improves annotation efficiency and lays a solid
foundation for other tasks and future work.

Basic functions

This program is implemented using the tkinter
visualization library in Python, achieving basic
functions: Upon program startup, automatically
search for unannotated files in the current directory
and load the first unannotated data entry. When
loading data, display the image, title, and image
description from the original dataset in specified
locations. Provide annotation fields for each task
on the interface, using radio buttons for tasks that
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Figure 4: Discuss screenshot.

determine the presence of metaphors or sarcasm,
and text boxes for other tasks.

Auxiliary functions

According to the annotator’s suggestions, we
provide reference suggestions from ChatGPT and
translation functions via API. The ChatGPT’s sug-
gestions are pre-called and stored offline, while the
translation function calls the API in real-time.

During annotation, we found that many comics
contain elements related to religion and foreign pol-
itics, which are very unfamiliar to the annotators.
Therefore, additional knowledge assistance is re-
quired for proper understanding. Our approach is to
use the output of ChatGPT as a reference, with the
final annotation still performed by humans. Specif-
ically, before annotation, we will provide ChatGPT
with the prompt in Table 12:

Explanation Prompt

I will give you the description of a cartoon and
its caption.

Please tell me whether the caption and cartoon
contain metaphor(sarcasm), and explain your
thought in detail.

Description: (description for the data)
Caption: (caption of the data)

Table 12: Prompt for Explanation.

We use Baidu’s translation API to provide real-
time translation functionality. When the annota-
tor clicks the corresponding button, the program
will upload the comic description and the explana-
tions generated by ChatGPT to Baidu’s translation
platform via the API, then retrieve the translated
Chinese content, and display it on the interface.

C Annotation Rules for Human
Here is some of our annotation rules:

* If there are multiple metaphor/sarcasm words,
choose the most obvious one;
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* Pun and homophonic are not metaphor; (For
example, "killer shark")

* simple or common combinations are not
metaphor; (For example, "give up")

* Make sure that the sarcasm can show the
speaker’s negative sentiment, otherwise it is
just normal humor;

* If possible, the MW, SW, ST answers should
be words in the caption or cartoon description.
Otherwise, a special token must be add.

— Word from caption: No token

— Objects in image: [I] + Object (Must
make sure that the name of object is in
the description text)

— The whole image: [I] (Only for metaphor
word and sarcasm word annotation)

— Otherwise: [S] + Content (Free-writing,
as brief as you can)

Besides, we selected some examples as refer-
ences, and teaching the annotators to follow these
cases.

D Discussion Details

Figure 4 is one of our discussion screenshots. In
this discussion, we show 8 examples which are an-
notated as positive samples by only 1 or 2 annota-
tors. We invite them to explain their idea, and then
vote to decide the final annotation result. These
samples then will be listed into annotation rules as
reference.

E Knowledge Augmentation Method

We selected the samples in NYK-M training set
which satisfies that the sample is positive sample,
and the MW annotation result is a substring of the
caption.For these samples, we use the MW anno-
tation result as target word; for other samples, we



Word Meaning Prompt

1. What’s the basic meaning of word
"(target word)"?

2. Please write a sample sentence to
demonstrate this meaning.

You should answer these questions as brief
as you can.

Table 13: Prompt for Explanation.

selected the longest word as target word. Then, we
use the prompt in Table 13 for asking GPT-4.

We use the answer of question 2 as the sample
sentence of basic meaning. When using BERT to
get the embedding of captions 7>, we addition-
ally calculate the embedding vector of the sam-
ple sentence Ts. Then, we get the token level
embedding for the target word (average for multi
tokens) T¢; and Ty ;, where ¢, j is the index of
target words. We want the distance between ba-
sic meaning and in-context meaning farther for
metaphor words, so we use such loss function:
Lossinowiedge = Y % sim(Tc;, Ts ; Where sim
is cosine similarity and y is -1 for samples using
metaphor words as target words, for other cases (in-
cluding negative samples and MW not in caption),
yis 1.

Table 14 shows an example where we want to
make the distance of embedding vectors of word
"flat" in caption and sample sentence farther.

DataID | NYK_722_3
MC | 1

MW | flat

The piano’s in tune, but the house
is a little flat.

The basic meaning of "flat" is
Meaning | having a smooth, even surface
without any bumps or angles.

The lake was so calm that the water
looked completely flat.

Caption

Sample

Table 14: Meaning Augmentation result.

13



	Introduction
	Related Work
	Previous Datasets
	Contrastive Learning
	Optimal Transport

	Data Annotation Workflow
	Data Pre-process
	Annotation GUI
	Classification Step
	GPT-4V Annotation Step
	Checking and Modifying Step

	Experiments
	Zero-shot Large Model Experiments
	Fine-tuning Pre-trained Model Experiments

	Conclusion
	Early Annotation Work
	GUI Details
	Annotation Rules for Human
	Discussion Details
	Knowledge Augmentation Method

