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Benchmarking Temporal Reasoning and Alignment

Temporal reasoning is fundamental to human
cognition and is crucial for various real-world
applications. While recent advances in Large
Language Models have demonstrated promis-
ing capabilities in temporal reasoning, existing
benchmarks primarily rely on rule-based con-
struction, lack contextual depth, and involve
a limited range of temporal entities. To ad-
dress these limitations, we introduce Chinese
Time Reasoning (CTM), a benchmark de-
signed to evaluate LLMs on temporal reasoning
within the extensive scope of Chinese dynastic
chronology. CTM emphasizes cross-entity re-
lationships, pairwise temporal alignment, and
contextualized and culturally-grounded reason-
ing, providing a comprehensive evaluation. Ex-
tensive experimental results reveal the chal-
lenges posed by CTM and highlight potential
avenues for improvement.'

1 Introduction
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Understanding time is fundamental to human cogni-
tion and plays a pivotal role in shaping our percep-
tion and interaction with the world (Islakoglu and
Kalo, 2025). Recently, Large Language Models
(LLMs)have shown promising abilities in tempo-
ral reasoning (Chu et al., 2024; Su et al., 2024).

Previous benchmarks, which rely on rule-based
constructed methods, lack contextualization and
involve a limited number of entities in temporal
relation evaluation. The core principle in assess-
ing temporal reasoning lies in evaluating whether
the model has a clear understanding of the event
time within a temporal coordinate system. Com-
pared to other temporal coordinate systems, the
Chinese dynastic chronology spans a significantly

'The dataset will be released upon paper acceptance.
’The English translation is presented in App. C.2.
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Figure 1: A QA pair from a script error correction task
and an instance of the Timeline Ito Game with a “fruit
size” theme from CTM. 2

longer historical scope and encompasses a broader
range of culturally-grounded and historical knowl-
edge (Sun et al., 2024; Li et al., 2024b; Yuan et al.,
2024). It serves as a well-suitable background for
temporal reasoning, as real-world applications can
be found in various media, including films, short
dramas, and novel writing, all of which rely on it.
Therefore, we introduce Chinese Time Reason-
ing (CTM) benchmark in this study. The compari-
son between CTM and other benchmarks is shown
in Table 1. CTM focuses on contextualization,
cross-entity relationships, and pair-wise temporal
alignment capability. As shown in Figure 1, an-
swering this question requires a clear temporal un-
derstanding of four entities, “Z= &~ (701 to 762),
“E & 5 (772 to 826), “H % (Since “Pre-Qin”),
and “##” (Since “Ming”). In addition, we de-



Table 1: Comparison between CTM and other benchmarks. Detailed discussion is presented in Appendix A.

| Language | Construction | Time Scope | Contextualization | Temporal Alignment | Complex Aspects

TIMEQA (2021) En Rule-based 1367-2018
TEMPLAMA (2022) En Rule-based 2010-2020
TEMPREASON (2023) En Rule-based 634-2023
SITUATEDGEN (2023) En LLM-based

COTEMPQA (2024) En Rule-based
TIMEBENCH (2024) En -
TRAM (2024) En Rule-based
CHRONOSENSE (2025) En Rule-based -
CT™M Zh LLM-based -2100-1912

WX NN XN X% % %
WX X X X X X X X
N> NN XN\ XXX

velop the Timeline Ito Game to evaluate the LLM’s
ability to align entities across temporal and other
dimensions, requiring pairwise order perception
of different entities. The CTM benchmark is built
upon a curated and authoritative Chinese cultural
entity repository, which encompasses over 4,700
entities, spanning from figures, places, allusions,
ingredients, and intangible cultural heritage.

We evaluate the performance of the CTM bench-
mark using various mainstream LLMs, including
both closed-source and open-sourced from diverse
perspectives. We conduct experiments under both
zero-shot and chain-of-thought (CoT) settings (Wei
et al., 2022), respectively. Further analysis shows
the challenge of CTM and provides empirical in-
sights into enhancing LL.Ms’ temporal reasoning
abilities and alignment across Chinese dynasties.

The contributions of this work are as follows:
1). We construct an interesting and challenging
benchmark CTM, comprising 8,750 QA pairs and
60 instances of Timeline Ito Games. 2). We con-
duct extensive empirical experiments with various
LLMs, which show that the proposed tasks are chal-
lenging. 3). Analysis of the experiments further
reveals potential directions for addressing temporal
reasoning tasks.

2 CTM Dataset
2.1 Task Definition

Question-Answering We design the below eight
challenging tasks using the Question-Answering
format: (i) Entity-based Dynasty Determination
(EDD): infer the historical dynasty of a given entity
based on contextual information. (if) Plausibility
Judgment (PJ): assess whether a described histor-
ical scenario is plausible by reasoning about tem-
poral and factual consistency. (iif) Temporal Order
Understanding (TOU): understand and compare
the chronological order of historical events or fig-
ures. (iv) Relation Reasoning (RR): reason about
the historical relationships between entities, such
as their spatial, temporal, or functional connections.

(v) Script Error Correction (SEC): identify and cor-
rect historical inaccuracies in visual or textual nar-
ratives. (v) Entity Evolution Understanding (EEU):
track and understand the evolution of entity names
or attributes across different historical periods. (vi)
Time Interval Calculation (TIC): calculate the tem-
poral gap between historical entities or events. (vii)
Temporal Entity Selection (TES): select the correct
historical entity based on temporal and contextual
constraints. (viii) Long Script Error Correction
(LSEC): identify and correct complex historical
inaccuracies in long narratives by reasoning across
extended contexts. The key aspect of these task
designs is to examine LLM’s ability to accurately
perceive and reason about temporal relationships
in a structured manner.’

Timeline Ito Game Our developed Timeline Ito
Game is a collaborative reasoning game where
agents infer the chronological order of historical
entities within a dynasty timeline using thematic
metaphors. As shown in Figure 1, the rules can be
divided into the following steps:

* Stepl: Describe Card: Agents describe their
assigned historical entity using a given theme
without explicit temporal references.

* Step2: Infer Rank: Agents collaboratively
deduce their relative positions in the timeline
based on shared contexts.

* Step3: Determine Order: Each Agent se-
quentially predicts their position in the time-
line relative to the others, and the team’s final
order is based on these individual predictions.

The game ends when the team’s predicted order
matches the true chronological sequence or when
the maximum number of rounds, &, is reached.*

2.2 Data Collection

Source We construct a comprehensive entity in-
formation repository by collecting diverse data
from multiple authoritative sources, e.g., Gushiwen

3Each task’s examples are presented in App. F.
*We present a running case in App. F.2.



Table 2: Main results on QA tasks within CTM benchmark. The best results among all backbones are bolded, and

the second-best results are underlined.

| Cross Temp Count | Question Type |
Method |=1(EDD) =2 =3 >4 >4 (LSEC)| PJ TOU RR SEC EEU TIC TES | Ave,
Closed-Sourced LLMs
GPT-40 56.52 51.12 44.76 26.10 53.60 58.64 38.42 57.26 36.15 40.58 15.36 59.31 48.08
+CoT 67.40+1088 58.08+6.96 49.24+448 29.60:350  31.60-220 |64.10+546 44.71+629 59.62+2.36 47.09+1094 44.06+3.48 17.70+234 61.68+2.37|54.21+6.13
Qwen-max 60.48 53.12 50.54 30.80 62.00 64.39 42.55 59.10 40.71 46.38 20.87 60.22 52.27
+ CoT 69.56+9.08 59.32:620 54.48+394 31.90+1.10  39.60-2240 | 63.29-1.10 48.58+6.03 63.75+4.65 55.77+1506 53.91+7.53 15.19-568 63.14+2.92|57.24+4.97
ol-preview | 52.80 46.56 49.64 32.70 67.20 | 5828 44.28 53.01 43.16 40.87 11.02 56.02 | 48.24
Open-Sourced LLMs
LLaMA3.1g, 33.04 16.86 15.60 9.10 10.80 19.66 12.95 18.65 7.37 0.87 2.01 37.04 20.14
+CoT 35.05+201 26.4449.58 19.96+436 10.70+1.60  12.40+1.60 |26.48+6.82 19.55+6.60 23.20+4.55 20.02+12.65 15.70+1483 5.51+350 34.37-2.67|24.91+4.77
ChatGLM3¢ 38.40 21.60 16.04 5.80 4.80 21.40 12.28 22.67 12.25 12.75 1.84 35.58 22.52
+CoT 3724106 22724112 1528076 8.20+2.40 4.00-0.80 20.32-1.08 15.924364 20.12-255 14.98+273 16.52+377 3.01+1.17  29.74-584|22.61+0.09
InternLM2.57,|  60.64 47.32 39.36 21.60 42.00 51.39 30.16 48.64 45.78 42.61 11.19 50.18 45.75
+CoT 61.44+080 51.40+4.08 39.36:000 20.20-140  38.00-400 |51.70+031 31.45+120 49.47+083 52.86+7.08 44.19+1.58 11.52+033 48.54-1.64|46.90+1.15
Qwen2.57 51.80 39.88 35.96 12.40 30.00 46.28 26.38 46.28 24.14 36.23 7.35 52.01 38.76
+CoT 59.96+5.16  47.60+7.72 36.64+068 18.30+500  30.80:080 |52.46+6.18 29.95+357 52.18+590 34.13+9.99 40.58+435 8.18+0.83 49.64-237|44.22+5.46
Qwen2.514 54.36 51.16 42.56 23.80 42.00 57.44 36.86 51.83 36.90 39.07 18.26 58.58 46.32
+CoT 57.92+356 4544570 4124132 22.50-130  30.80-1120 |52.73.471 34.36250 46.52:531 42.57+567 36.81-226 10.02:324 51.82-6.76 | 44.89-1.43
Qwen2.53 56.28 52.78 46.24 26.90 46.40 60.66 38.54 56.79 39.12 43.71 20.10 60.04 48.83
+CoT 60.80+452 49.32:346 45.32.092 24.802.10 31.20-1520 |50.679.99 40.65+2.11 51.12:567 43.40:428 40.29-348 17.033.07 57.12-292|48.14-0.69
Qwen2.572 58.20 48.76 46.84 31.30 60.80 61.38 40.77 54.31 36.62 42.03 11.52 62.23 49.30
+CoT 69.00+1080 57.24+843 49.88+3.04 32.50+120 46.00-1480 |61.50+0.12 45.01+4.24 61.51+7.20 50.18+1356 49.86+7.83 17.53+6.01 59.85-2.38 | 55.39+6.09
Deepseek-R1 | 70.84 67.12 60.64 45.50 72.40 | 76.63 58.17 67.30 59.69 61.16 24.37 67.70 | 64.02
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Figure 2: Statistic of CTM. & ¢ ¢ o ¢

, CBDB , CHGIS , Wikipedia , and Ihchina . The
historical dynasties are simplified into ten major pe-
riods based on Allhistory and CHINA-Timeline
of Historical Periods, specifically: “Jt %",
G CTSEAT PR BT R R AU, B,
“7#”. The entity repository contains 1,652 figures
(with attributes such as birth address, birth year,
death year, and associated books or sentences),
2,907 places (including 990 primary administra-
tive regions and 1,917 subordinate localities), 93
allusions, 49 ingredients, and 44 intangible cultural
heritage items.

Annotation Process The annotation process is
structured into three key steps to ensure system-
atic and high-quality data generation: seed prompt
creation, entity-aware data generation, and val-
idation and quality control.’ The process sys-
tematically generates annotated data while aligning
with the repository’s structured knowledge. The
statistics of CTM on the task are shown in Figure 2.

5The details of each step are provided in the App. B.

Figure 3: Average performance of Time Ito Game. De-
tailed results can be found in Appendix I.

2.3 Evaluation

We use the accuracy metric to evaluate the QA
tasks while Pass@ K is used to evaluate Time
Ito Game. Due to the varying lengths of LLM-
generated text, it is challenging to perform exact
match evaluation. We use GPT-40% as the evalua-
tor’, which determines the correctness of responses
by comparing the prediction with the ground truth
using the CoT (Wei et al., 2022). Pass@ K mea-
sures whether the sequential alignment is achieved
within K attempts, we set K to 3 and 8.

3 Experiments

Backbones We evaluate twelve mainstreaming
LLMs, the complete list of models is in App. G.

®Used default parameters (temperature=1.0, max_len).
"The prompt for the evaluator is provided in Appendix H.
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Figure 4: Accuracy across entity inter-dynastic intervals under direct prompting setting. The detailed results are

shown in Figure 23, Figure 24 and Figure 25.
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Figure 5: Performance in the close-book and open-book
settings. Detailed results can be found in App. J.

3.1 Main Results

Table 2 and Figure 2 present the experimental
results of QA and Time Ito Game, respectively.
We observe the following empirical findings: (I)
The more entities considered, the worse the per-
formance, and Time Interval Calculation (TIC) is
the most challenging task. The former requires
identifying the temporal information of multiple
entities, while the latter demands a more precise
assessment of specific timestamps. (II) CoT gen-
erally improves performance but may show dimin-
ishing returns for mid-sized models due to reason-
ing depth trade-offs, and can become ineffective
with excessively long contexts. This aligns with
the conclusions of work (Chu et al., 2024) and
may be attributed to the knowledge sensitivity in-
herent in temporal reasoning. (III) InternL.M2.5
demonstrates strong performance among small
open-source models, which may be attributed to
the quality and composition of its training data.
(IV) The reasoning model demonstrates remark-
ably strong performance. (V) Temporal alignment
is highly challenging, and even powerful model
GPT-4o fail to exceed 40 on the Pass@8 metric.
(VD) Small LLLMs cannot align entities across dif-
ferent dimensions, and the Pass @ K performance
for LLMs smaller than 32B does not exceed 10.

3.2 Analysis

The shorter the time interval between the en-
tities, the greater the difficulty. As illustrated
in Figure 4, we evaluate performance across vari-
ous models based on entity inter-dynastic intervals.
For example, an interval of 1 indicates adjacent dy-
nasties, while an interval of O represents the same
dynasty. As the interval decreases, performance
declines. This is because reasoning in QA tasks
requires a clear understanding of the temporal re-
lationships between entities, with closer intervals
demanding more precise examination.

In the open-book setting, temporal reasoning
performance can be moderately improved. To
obtain more precise temporal information about
entities, we can leverage search engines to retrieve
relevant information from the web, enhancing the
specificity of entity details (Wu et al., 2025). In the
open-book setting, we use the titles and snippets of
the Top-10 webpages retrieved via Google search
as retrieval-augmented information. As shown in
Figure 5, it can be observed that performance im-
proves after incorporating the retrieved content,
except for Qwen2.5-7B, possibly due to its weaker
longe contextual understanding.

4 Conclusion

We introduce CTM, a benchmark designed to eval-
uate LLMs on temporal reasoning and alignment
across Chinese dynasties. CTM benchmark empha-
sizes contextualization, cross-entity relationships,
and temporal alignment. Empirical evaluations on
various LLMs reveal the challenges posed by CTM,
demonstrating that existing LLMs struggle with
nuanced temporal understanding. These findings
through analysis suggest the need for improved
pretraining, structured knowledge integration, and
refined reasoning mechanisms. CTM provides a
culturally rich resource for advancing temporal rea-
soning research.



Limitations

Prompt Design and Evaluation Settings This
study evaluates the performance of LLMs on CTM
using various prompts, including the most common
settings of direct prompting and chain-of-thought
(CoT). However, it is acknowledged that the effec-
tiveness of these prompts may vary across different
tasks and models. Future work could explore the
possibility of dynamically adapting prompt designs
to better suit specific temporal reasoning tasks, as
well as expanding to more diverse few-shot and
zero-shot settings. As LLMs continue to evolve,
it will be crucial to periodically update prompt
strategies to ensure a robust and comprehensive
evaluation.

Dataset Scale and Coverage While CTM cur-
rently includes a diverse range of Chinese temporal
reasoning tasks, there is significant potential for
expanding both its size and coverage. With 8,750
examples already developed, the dataset can be fur-
ther enriched with larger and more complex tem-
poral scenarios, as well as longer historical events
and a broader range of question types. Addition-
ally, the timeline Ito game data could be expanded
to incorporate more intricate details and interesting
themes, providing greater challenges for models
and revealing their strengths and limitations.
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A Related Works

Chinese Cultural Understanding in LLMs Re-
cent advancements in LL.Ms have shown promise
in cultural understanding tasks, with some studies
specifically evaluating their performance in Chi-
nese culture, including assessments of common-
sense knowledge (Shi et al., 2024; Sun et al., 2024;
Li et al., 2024a), foodie culture (Li et al., 2024b),
and historical knowledge (Bai et al., 2024). As one
of the world’s longest-standing cultures, Chinese
culture spans a vast historical timeline, with each
dynasty rich in historical figures, anecdotes, and
cultural narratives. Its strong cultural attributes also
allow for effective contextualization. This makes
dynastic timelines particularly well-suited for tem-
poral reasoning and alignment in our work.

Temporal Reasoning in LLMs Temporal rea-
soning is a critical capability for LLMs, with
existing benchmarks focusing on factual tempo-
ral grounding (Chen et al., 2021; Dhingra et al.,
2022), complex temporal logic (Tan et al., 2023;
Su et al., 2024), and multi-granular temporal aware-
ness (Chu et al., 2024; Islakoglu and Kalo, 2025).
As shown in Table 1, these benchmarks are primar-
ily English-based and rely on rule-based dataset
construction, which limits contextualization and
diversity. Recently, while existing benchmarks
like TGQA (Xiong et al., 2024) provide valuable
insights into event ordering, their focus on En-
glish datasets leaves open challenges in other lin-
guistic and cultural contexts. Additionally, ap-
proaches (Sun et al., 2024; Fatemi et al., 2024)
suggest potential benefits from incorporating more
open-ended scenarios that better match real-world
applications. As shown in Table 1, current bench-
marks predominantly employ rule-based construc-
tion for English datasets. CTM extends this work
by (1) anchoring evaluation in Chinese cultural
and historical contexts, (2) combining structured
and open-ended response formats through LLM-
enhanced question generation, and (3) introducing
novel task designs, the Timeline Ito Game, that
examine multi-agent temporal collaboration.

B Discussions and Clarifications

Benchmark Construction and Quality Control
Our dataset construction employed rigorous valida-
tion:
* Initial Manual Verification: Domain experts
manually checked 100 samples per task type

to ensure alignment between LLM-generated
data and human expectations.

* Automated Rule-based Validation: Subse-
quent data generation incorporated systematic
checks (e.g., entity accuracy, temporal consis-
tency) to maintain quality standards.

* Prompt Design: Both human annotators and
LLM:s followed strict guidelines (e.g., requir-
ing all reasoning to be grounded in provided
temporal facts).

Annotation

e Stepl: Seed Prompt Creation: For
each entity type, we manually design seed
prompts (Taori et al., 2023) to guide the self-
instruct-based data generation process. These
prompts serve as templates to ensure diversity
and relevance in the generated data.

* Step2: Entity-Aware Data Generation: Dur-
ing LLM-based generation, the LLMs dynam-
ically incorporate entity descriptions sampled
from the pre-constructed entity information
repository. This ensures that the generated
content is contextually grounded in the repos-
itory’s structured knowledge, enhancing con-
trol over entity-related information.

* Step3: Validation and Quality Control: Af-
ter generation, each data point undergoes a
validation step, where the temporal entities
mentioned in the output are cross-referenced
with the repository. This ensures the accu-
racy and consistency of the entities, aligning
the generated data with the repository’s con-
straints.

Data Sources and Processing Our benchmark
integrates culturally rich sources, including:

* Textual Corpora: Gushiwen (https:
//www.gushiwen.cn/), Chinese Wikipedia
(https://zh.wikipedia.org/), and
Ihchina (https://www.ihchina.cn/)

e Structured Databases: CBDB (https://
projects.iq.harvard.edu/chinesecbdb)

and CHGIS (https://gis.harvard.
edu/china-historical-gis) for entity
relationships

* Temporal Standardization: Histori-

cal periods were aligned using Allhis-
tory (https://www.allhistory.com/)
and the Columbia China Timeline
(https://afe.easia.columbia.edu/
timelines/china_timeline.htm).
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C English Translations

C.1 Ten Major Dynasties and Corresponding
Period

“%, % (Pre-Qin)” (-2100 to -206), “X(Han)” (-
206 to 220), “7~ #” (Six Dynasties) (220 to
589), “F5 (Sui) ” (581 to 618), “/&(Tang)” (618
to 906), “A K (Five Dynasties)” (907 to 960),
“R(Song)” (960 to 1279), “7L(Yuan)” (1279 to
1368), “PA(Ming)” (1368 to 1644), “#(Qing)”
(1644 to 1912).

C.2 Translated QA Pair

Q. VX‘F%—‘%’E%%%%%Q, v A —4& ’Sc %
RAGEAEZHLEFOFHRAL, 545
i
The following is a scene description contain-
ing one or more anachronisms that do not
align with historical accuracy. Please iden-
tify them:

FaaeE (krE) &, aEHkE—5
AiE. FlE R EEE -SRI FRTA
—AL R IR A E

While Li Bai is composing “Bring in the
Wine”, Bai Juyi is reciting poetry beside him.
On the table, there is a plate of chili pep-
pers, and a musician is playing the guqin

art nearby.
A. FH A B
Anachronisms:
1. 2a%#8 (762CE) - & &A%
4 (772CE) » AATRTTREF A .

When Li Bai passed away (762 CE), Bai Juyi

had not yet been born (772 CE), making it

impossible for them to be present together.
FEEAREFEAG CEFRK, Ko

}7’] gz\ :lb ﬂ

Gugqin Art was already well-developed dur-

ing the Tang Dynasty, which aligns with the

historical context.

3. RIMAHAATEATEH, RTaREDR

LB -

Chili peppers were not introduced to China

until the Ming Dynasty, so they could not have

appeared during the Tang Dynasty.

D Statistics of CTM

The statistics of CTM on tasks are shown in Table 3.

Table 3: The statistics of CTM.

Question-Answering

Statistic
EDD | PJ | TOU | RR | SEC | EEU | TIC | TES | LSEC

\
\
# Sample ‘ 2500 ‘ 1117 ‘ 1653 ‘ 847 ‘ 841 ‘ 345 ‘ 599 ‘ 548 ‘ 250
Cross Temp Cou ‘ 1 ‘ 2,3,4.10 ‘ 4.15
| Timeline Ito Game
Statisic Easy | Medium | Hard
# Sample | 20 | 20 | 20
Cross Temp Count | 3 | 4 | 5
Agent Num | 3 | 4 | 5

E Entity Repository

Figure 6, Figure 7, Figure 8, Figure 9 and Fig-
ure 10 show the case of historical figure, place,
event, ingredient and intangible cultural heritage,
respectively.

Historical Figure

## JSON Format

HE}EH: {
"dynasty”: "HA&",
"address”: "# Bt (S#E

"year_birth": "-340",
"year_death": "-278",
"book_and_sentences”: [
sentence D B A AR
RSN R
"hook”: " (E#H) "
{
"sentence":
E¥ETRRE. ",
"book": " (HE) "
3,
# ...
]

"% % AR,

3,
* o
}

Figure 6: A JSON-format case for historical figure en-
tity.



## JSON Format

{
"EMT L

"dynasty”: "J&",

"id": "hvd_111423",

"begin”: "758",

"end”: "762",

"pre_address”: "wW) BT,

"subordinate_units": [

{

"begin_year": "758",
"end_year”: "762",
"child_id": "hvd_44640",

"name": "t &HRL",
"pre_address”: "4w)| & &Gk —
BotE (SESEARD”
3,
# ...
1
3
#...
}

Figure 7: A JSON-format case for place entity.

## JSON Format

{

" BiEE (kae) " {
"id": "e70",
"dynasty”: "®",
"main_figures":

3
#o...
3

EEE

Figure 8: A JSON-format case for event entity.

Ingredient

## JSON Format

{
H7K%E§H: {
"dynasty”: "%%",
"origin": " E"
1,
# ...

}

Figure 9: A JSON-format case for ingredient entity.

Intangible Cultural Heritage

## JSON Format
{
TR
"dynasty”: "EA",
"place”: "db®, L, THA, dfic
K, HwA",
"type": "RELAR"
# ...
}

Figure 10: A JSON-format case for intangible cultural
heritage entity.

F Cases

F.1 Cases in Question-Answering

Figure 11, Figure 12, Figure 13, Figure 14, Fig-
ure 15, Figure 16, Figure 17, Figure 18, and Fig-
ure 19 show the Entity-based Dynasty Determina-
tion, Plausibility Judgment, Temporal Order Un-

derstanding, Relation Reasoning, Script Error Cor-
rection, Entity Evolution Understanding, Time In-
terval Calculation, Temporal Entity Selection and
Long Script Error Correction tasks in JSON-format,
respectively.

Entity-based Dynasty Determination (EDD)

## JSON Format

{

"type": "ARIERM B A NHANR,

"question”: "BEARFAIEANATKR, FH
MR LR A R ILF A A R A, AR AR MR
FARE] TRAANKG?

"temporal_entities”: ["#k#"],

"construct_explanation”: "X ANJE] A i i
F AT AL R B & 4 M AR A 5] A ] . R
WMEFTHHNEMNEATE, HRFAAY
BANK 2 ZR-AKX F . FRifE oo B3
KA . ",

"answer”: "BR"

3

Figure 11: A JSON-format case in EDD type of QA.

Plausibility Judgment (PJ)

## JSON Format
{

"type": "AFLIEP| BT

"question”: "HEALB MA, B M ELH W)
B, manAkKRELE . Aa, RREE
EFR? M,

"temporal_entities"”:
#wmrl,

"construct_explanation”: "H KA FAE R
K (Ban10375-1101F) » HiETTUAHN
AT B . B FE A 3N T ER-AR X
Ao BE-R . CBM-RFedk-g1, @B
:gl'fﬂ SBAEE, HRAEE AR T AL 45 ik B 3R

”anSWer": "E‘“

[nﬁ\;'xl\:n’ nfé’ ).]1 n’ n;;;*

3

Figure 12: A JSON-format case in PJ type of QA.



Temporal Order Understanding (TOU) Entity Evolution Understanding (EEU)

## JSON Format
{

"type": "B RIR 5B AR

"question”: "iF M VAT 54K 3% B 1A
7. BRIR, 4. aF %, ki
B "

"temporal_entities”: ["/&/&",
E‘%", "I "EERL R

"construct explanation" C "RRAEFER
A (AN TLA3405F-NLA2785F) » £ a4
EEER (BnT01F-7625F) » AEHEE
#EER (9‘1 N LT725-846F) %‘ia‘ﬁﬁa%é}]{%
AP E (A2 T16#L) #Kaﬁiﬂf&i‘fb
% (2@&7@@1111&%) , E?}%E‘JSM’U%)\“P[E
(HATARERL) « HLF AT ReMb = 5%
hR-\RX %, ‘/E/?\-it%\"\ ‘G-, 8
Ep-JE . RW-B . FEIER-LE PR
-3, 1%5115]1'@}}351}55’]}5#%“57!1\ JB TR
E#‘” ?él G5 M.

"answer”: "HEE LA E/? PR ANIE S IR
GE 5 M
b

7 4
THEETR,

n?én,
:1/6*%::],

né

Figure 13: A JSON-format case in TOU type of QA.

Relation Reasoning (RR)

## JSON Format

"type”: "k A FIBT,
’%questlon "E W o3 A AR % LA AL 4

"temporal_entities”: ["EM", "# KAR"],
"construct_explanation”: "& M F= i &K AR
AhEEOITERR R KB 2 AL EE

o TEARREERG—ANAERITERER, EN
W &5 RGITHR R . ﬁt)ﬂ@ﬁ&zﬁ\ﬂffﬁgé

R-REX AL, EM-T5 Ao RA- R,

%E%ﬁuﬁi%%ﬁﬁm& mﬁ&n%ﬁ

S
"answer":

3

nglg}b})rtll’&iémn

Figure 14: A JSON-format case in RR type of QA.
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## JSON Format

{
"type": "SRG EIL",
"question”: "HEEFE MM A, S BYHTEL
B SaL e
“temporal_entities": ["mmr, "m@afr],
"construct_explanation”: "/E B M5 &

8 MM (L6345 £638F ) 445 MW
SR RERETH, @ EES RN
TR, AEEHCERALOLL.

R Y BN T EIR-M T LR KR,
M‘}%’ &l@/ﬁ\_ﬂ-—}\%’, };kﬁ]ﬁt_l’—;i%’ %t
LR B e A

"answer": "wW& B
3

Figure 15: A JSON-format case in EEU type of QA.

Script Error Correction (SEC)

## JSON Format

{

ntypen "W’%ﬁ%ﬁ_,jl'jﬂ)i"

"question”: "U\'FIE"&%}%,J-#\HL 3&‘1’
A—RFRBEAEEHLEZTOFTHAS, His
i ji%’ﬁéﬁgﬂ)]]’ "1’4%@%&& %@/?’

GREOEL, ASREANESHBHERTEZY

. "
"temporal_entities”: ["fwh” "EAM", 6 "&
£,
"construct_explanation”: "1. BN & &

TERMN621F B 741F 1 . 2. AR TH
K, BEEXRFEE. 3. AEAATEGEREE
Arik, FARANNECOEA, HLTHT
B SBHAE. Hib, AR EEILALH
i»‘;,ﬁg& ° "v

"answer”: "R A ERGAMN BINLTFHA
%, HRwAeRTAN. "
3

Figure 16: A JSON-format case in SEC type of QA.

Time Interval Calculation (TIC)

## JSON Format

"type": "B ETHE",
"question”: "MBRAZITE G HAE, FEF
HEREAE, FPRIZHT S VHF
"temporal_entities”: ["/El?" ARG
#z’i”],
"construct_explanation”: "R IZILEK %

EAARI78%E, A b A TFaionE, 5
KB AT ATI037F - B LMY R33N 2 5F
h-RX%EZ, ‘BR-%A . FTa-F Ffxn
K-, BXHANRAE, BRINZ a4 E
49794, iéiﬂﬁﬁx#aiéﬁwe# B4 £
£91315% .
"answer

}

Do 11251315_‘:}:‘11

Figure 17: A JSON-format case in TIC type of QA.



Temporal Entity Selection (TES) A Running Example of Timeline Ito Game

## JSON Format

Ttype”: "it il af g AR LA

"question”: "WA T @WAFE&R T, AR
TEH? \n(A) £4E \nB) HHK \n(C) E
Bo\n(D) ®#",

"temporal_entities”: ["Z&", "HK", "/
R, nE R,

"construct_explanation”: "ZF @ A& E &
B (A L7015-762F) » AR AFTER
K (Hanie37F-11015F) » BEREZAE L
& (YA TLA340F-A LAT2784) » H 44
EE AR (4 T1555-220F) o HskIE AR
WRANNEER-FARXE, FTE-F . ‘B
B-R' . BR-R P R, @dANX
HwiEE, 2ETEA. ",

"answer": "ZF§g"

}

Figure 18: A JSON-format case in TES type of QA.

F.2 Running Example of Timeline Ito Game

A Timeline Ito Game running example given the
“fruit size” theme is below.

11

EERAE: {("ER": 1, "FEG": 2, "HRA": 3}
PR R A

Agent P1: "F@&"

Agent P2: "JEJR"

Agent P3: "

Agent P3 prediction in Round 1:

AT "ARIE AP xxx 89 T MR, xxx & R
8 — AL L FA . BHb, iR AR a6 304X
AR BREHLHRERE, RAL TSR
PEFREGLE . BAEKRRIGEM, &
GHBMHR-BERERRGKR . £TRE
BEY, BAZRKRY, EHEL& I, 2
EERAMGANR . BUAREETREG ZA L

RRMT . ",

P PR SRR 6 4R P R
B,

"EEFEG: T
}

###=== Round 1 ===

AT M. KRR

Agent P1: & 898t 18) 521kt 2 69 AKX E F 1R
. A& mERT

Agent P2: K 698Y 1] 52 4k 2t 2 69 34 K AT
hEBFEE

Agent P3: & 8Bt 18) 52tk a9 MK E F IR
. BLEBFRT
RIHFLER: {('P1': 2, 'P2': 1,

'P3': 2}

AESHEF 4R, BRI E . P3

###=== Round 2 ===

LA EM: HARRE

Agent P1: #K&98; ] ARt 69 A RE + .
& BT

Agent P2: K698} 1] 524k 2t 69 37 K & AT
bR BFHE

Agent P3: & 8Bt 1A 5kt a9 MK E F IR
B. RRBEFEaAELSH

AEHFLER: ('P1': 2, 'P2': 1, 'P3': 3}
WAL R PTH KU/ LA .

G LLM Backbone List

We validate the total number of twelve models,
including both closed-sourced and open-sourced
ones (Achiam et al., 2023; Dubey et al., 2024; Yang
et al., 2024; Cai et al., 2024; GLM et al., 2024).
The complete list of evaluated LLMs is shown in
Table 4.



Long Script Error Correction (LSEC)

## JSON Format
{ "type": "BIRFH Mg E Kk ETFTL",

"question”: "MAT R BB AME, HHEELFIAHFLHEFRNEFHAALE: \n\nF R RETERIK
F, LHEGBREABMAY—BEIARLCBETEFTRENFREERT . BEARZELEBYF A,
RO EAEEMEL, OREERI L. CREAXR A LGHG . FEBRBENR, LY HEXARE, &
MEGTENERGAE . A, BHEGIIMER—BKE KB, LI XAAEENEE, BIZ LK%
L EAII B . IXBRFH—% (BBES) 5, RRUEHAT R F O ML TE. Ak
FAEREGE, THREBFEN—RDEFF. \n\nKERKN, —EFEAZTOFTAETHE, OFZAR
1 F %M. BRI AEZRRE - RaBHNE5", HIEFTL PO —FAFKRE—XE. BlE
MEBEPE LT R —#HEAR, TAZIEHDEATOREFTRE, ATRX L —MHUNAARSRZLY £% .
R, A aF R ARBESR, RELREEHIE, RNEMEGZFIER, FEEEA QSR
B REANEAAZHE . \n\nki £ BEHZOHBRHEN, AAFRGUAEATEROAR. 224
sERET, FHAA—BTARERAGEE, MEZAIQFE S FE . mAKNRE, FE04ExtT
FRERCAAETEER . NG ENZTEBEEMAGRE . \n\nsbit, BHRIRAER—TELHE,
— I HFRFOREDYARBE, QFRBENEIIL . BIEKEETHIRE, ROFAMER, FX7T
RFHEN . TBRFERBKXEN, THBEXRATNHR . EERNKEASIERAMRES, 2F8 4K
AR S RAE NI, FEIE . \n\nThAEXAFIE TR, BEGTBREES. —LF FHEMEOEE A
Tk AMRLER, FPELEMRRGEH G RBEC . Elea TRk L2554, FHRRABTE MK
. TREBLHY, LEAMBHETALAA, MERFHMAEANTET  \n\nBHEGABZHHIELL, KA
—URB—BHAEBRROAR . RE, —EFRORBARBET R, FHELE— (ERIT) . 57
&, RAGHIETFPOENR, $HBBT. RAEAZES, TR GEE, RELHETI8. HB
Hhe e N B TR \n\nf A RFEEIE, BERGITKEIH LR, AA%LEHE . FRERER, §7F
Wi, AR ERLEAR, FAEF! RENERET S, RARERE! " XA FIAL, BHEA LR
TRAELE. ",

"temporal_entities”: ["& ", "I k", "ARdkr, vikfge EEr IR, "FEAE", "dfgr],

"construct_explanation”: "BlAFT HAG LA IADFEMGETHERELFERFHERRA
Z:\n\nl. EXSPARRTRANBEAEARRE . TIRABEEY, HANABTEZARY,
SARTHREGBRANALE . \n2. REFEAFLEAINY, REFLGRLEFEZRLER, 2RAT K04
FEEARTEE, B—BOERLHFEA K. \n3. EEANFHRLEATE, BATHEZENLEE
RAFAFEHEFR . \nd. FEEARARNMG R L2, MALTRFRTY, HITTiE §FHRE
HMARKT . RMER L RFEIG, REASFERGEREANEK. ",

"answer”: "1. EX BFAAKTTERRN EIAEFRIXKRF - \n2. RELTHRESNTT1EE 5 ERBHE
;ﬂlo \n3. FEERRXKRFABANTE, BT ARG TGRM . \nd. HEGFLPFHTRE $RGF N
AX. "

}
Figure 19: A JSON-format case in LSEC type of QA.

Models Full Name Open Source? Model Size
GPT-40 gpt-40-2024-08-06 X
Qwen-max gqwen-max X SE o1, S R @, 2 P
ol-preview ol-preview X T ’]"k‘ BT ﬁ%‘ ﬁ ﬁ = %- HE % A

1. {question
LLaMA3.1gy, Meta-Llama-3.1-8B-Instruct v 8B i‘?%_ [P Q} /\* o A o 42 &'J LB o %
ChatGLM3¢;, chatglm3-6b v 6B 2. BF it RS, NJa ﬁ; %G Yo A 1A
InternLM2.57, internlm2_5-7b-chat 4 7B Hd, 4o %ﬁ W iR g %’!\“’% 5} r’j’? TFU ‘ﬁ‘ 5’] ﬂ °
Qwen2.57, qwen2.5-7b-instruct v 7B SE ) s 3 2t 3 .
Qwen2.514 qwen2.5-14b-instruct v 14B 3. YA JSON %%ﬁ\‘zé o 25 % > 7"55&']&1 _F :
Qwen2.53p, qwen2.5-32b-instruct v 32B {
Qwen2.57;, qwen2.5-14b-instruct v 72B nE P, gk k@3 B E ey BE g e
DeepSeek-R1 deepseek-r1 v 671B e %: " "?iﬁ' 3“ 2R ,?. T N 98 %i‘ﬁi ’

EA": "HEARXEAELBREY
3

Table 4: LLMs evaluated in our experiments

H Prompt

= AT R

{question}

Figure 20: Prompt for Direct Prediction

Figure 21: Prompt for CoT Prediction.

I Timeline Ito Game Performance

The detailed performance across difficulty levels
is shown in Table 5. The difficulty level is deter-
mined based on the number of entities, where 3
corresponds to easy, 4 to medium, and 5 to hard.
This number also represents the number of agents.

12



RAE—AF LG EERGTFER - FAREATREEFELZGR T, FhFwe S5 342,

*x 7 A8 K Alxx . {question_type}

*% [ A% : {question}

*x BB B Exx . {reference} {answer}
*xx 5 TPAE B Exx . {prediction}

*x T A Boxx

1. FIBTE AR .

- W RFERECRETREA”, HATE 2.
e RE B RRCETZTEA, AT E 3.

2. M TRBFA”

- BERPFERRGEHEET /B

- BEARRERGERRES 5L LR 8.

- W RAFAER, RELERA; FUREERS0.
3. A THRELFA

BREFFEEERS AR ExxhELETHITA XML
BERIHEERTOENBRRE AL E R T — o, QREFE . BHFHAZT.
BERARZT LT ITE .

- WEFPFEAZTHORAREESAZEZLZGHAREE, AT REEEHEH @y KRR 2 -

- A FEXEFTHARER . LA (-2100~-206) - X (-206~220) , =~ % (220~589)
5 (581~618) . /& (618~906) » A A& (907~960) - K (960~1279) . s (1279~1368) . #A
(1368~1644) » # (1644~1912)

- ARG AREEEL . B B FK. REERETAE. ~PFRPARYAREEI N NEE. R
F R B ERARERE.ERE.BE.BERX.ER.

- AHFHFIHEELEEFH e PRAELAL L ZOAREE RNRAITEANLE .

- R E LT A B EA TS — Bk, TFRELEREA, TMNBEIRELE R0

*x Bt S Ak

- M IE T REEESELLGRER .

- EEAEHEN TR G 26 A A A — B
- AB S AR T EZRIA B EHRIEGEFR

*x% 5 VA JSON 4% X 3B B 45 Fxx
"EE EAREABF MG BE LR

REH R AR TR BN
)

Figure 22: A JSON-format case in intangible cultural heritage entity.

Table 5: Main results on Timeline Ito Game within

CTM benchmark.
Easy | Medium | Hard | Overall

Method |Pass@3 Pass@8|Pass@3 Pass@8|Pass@3 Pass@8|Pass@3 Pass@8
GPT-40 ‘ 55.00  80.00 ‘ 20.00  30.00 ‘ 5.00 10.00 ‘ 26.67  40.00
Qwen-max ‘ 25.00 35.00 ‘ 10.00  10.00 ‘ 10.00  15.00 ‘ 15.00  20.00
LLaMA3.1g;, ‘ 0.00 0.00 ‘ 0.00 0.00 ‘ 0.00 0.00 ‘ 0.00 0.00
ChatGLM3¢; ‘ 5.00 5.00 ‘ 0.00 0.00 ‘ 0.00 0.00 ‘ 1.67 1.67
InternLM2.57| 5.00 1500 | 0.00 000 | 0.00 000 | 167 500
Qwen2.5s, | 000 1500 | 500 500 | 000 000 | 167 667
Qwen2.514 ‘ 15.00  20.00 ‘ 0.00 0.00 ‘ 0.00 0.00 ‘ 5.00 6.67
Qwen2.53 ‘ 40.00  50.00 ‘ 5.00 15.00 ‘ 0.00 0.00 ‘ 15.00 21.67
Qwen2.572 ‘ 40.00 55.00 ‘ 10.00  10.00 ‘ 0.00 5.00 ‘ 16.67 2333

J Open-Book Performance

Detailed results across tasks and entity numbers ars

shown in Table 6.

13



Accuracy
HE N W A O o
© © © © © ©

o

RE-—AREK. 257 - A Medr & — & (ito) "8 H K. AMAKRKE — A E E
4’\ "{self. entlty}

. BAE BRI B R R RGN, AR ALY

%R (-2100~-206) > R (-206~220) » <%0 (220~589) . M (581~618) » & (618~906) , AKX
(907~960) > K (960~1279) > & (1279~1368) : FA (1368’\'1644) » F (1644~1912)

2. FAEMRG AN . wREEIHAEKFER D BAKREHED, SRR T; WRR2HBRE

W AR, PR T, W RREA AR MR, 3R do R RCETF F Bk
W), A il‘llﬁﬁ}]ﬁ%% ﬁﬂ%ﬂa“ﬁikl”’ W) 41 2 A% ]S, XT/’I?)EJK%\? do R KA 0
A, 2t R AT Jo R RCHAHE, N F AL ot & 30 AR AR do R ROKEBED, KA
A, e 3R .

ARE 6 A & {theme}, EMMERG AN E AR R - RE £ {theme_entities} P EHIF 1A R« LA
FRAE AT, KRR EARE B 7] 5069 AR A 31 ARETR & P 6942 57, R @RI A & AR R AR 69 «nd
8] 52 1A 6 304X 691 AN« 248 2 4R

3. ATRAIMYARIEEK, HFMIXAMTHEASLE, ERGTHESLE . (RZELZZZY, KL 4H)
{public_memory_str}

SR R SR AR A& TR, B o ER, SHARFRGR J—ﬁ‘”fﬂ"ﬁiﬁﬂéﬁ“ﬁﬂ
&”fﬂ“xxx”ﬁ.#‘ AR ERTHMERGLAR, TUARAARBRMRIRE"FREK . HEE, RO E
ERFAIAE ARG Z A
ool -G ARGROEEREd, RO AEERSRGARKA/BA/ET/MRE/REE” (Ed
PREEALAR) .

5. HRE LEE B, R4 T ISONS X,

{
M A A X BB T
"ﬂxh":"&éﬁﬂﬂsﬂﬂwvé’aéﬂﬂﬁiaa/{ﬁm/%#/% V- 9-2 218
"ERLEAR: HAERXERE T EAR

3

AT Z A6 2RI %E - {public_ memory_ str}
£ EIDZ . Agent {self.agent_ 1d}’ T T R AR FRA PR Agent F 9 HEF
do R E—iP, «RKBHFEZ BEORE . "ERGEKGID, N ?k%#ﬁl?/?’fﬁéﬁ%_t"%ﬁ‘)#?}?fﬁe

1. W REAEVRRER AP MARRM A, FFAE); wRBHREE?, MNHAME, PFAR]
AR KA, MAE R AR, HEF A e R RCRTFE SR, WG TE B HeF A &w%’wz“ﬁ
B R, MATEACS, HEFA iza%mﬁb%kl W) M Ak]s s HeF A Jo BARCEKHE, MHER
Mdk, HFA; e RREORGBE, WAKEA, HFMD .

$4eéﬁiﬂ%{theme} ’i@é&.é’]“liJ—ﬁ‘\"ﬁﬁiﬂ’l“éﬁﬁﬁAgent‘?ﬁ‘Jl’ﬁFﬁ'"s HeFAEA K, &
A1

2. XATHRERGAARI (RIS TRAA, RELAFMNAF)
{self.memory}

3. HERE LFE B, BRE 4 T ISONS X

{
TREHT EAEREA ST
}

BN gpt-40-2024-08-06 W qwen-max  ESN qwen2.5-7b-instruct SN qwen2.5-14b-instruct qwen2.5-32b-instruct BN qwen2.5-72b-instruct  FZA internim2_5-7b-chat  ZZA chatglm3-6b  ZZ3 llama3.1-8b-instruct

Wi 27
(7 77
A
|IIIIITISSIITI SIS
AT IIIIII SIS III )
V7]
PP I VLIS ILIIIIILD)
Vi A
B[ 7777777
(VAT IS SIS IS
rzz77777/777777//73
W77
W77
V22

2w

in Temporal Spa

3

Figure 23: Accuracy across entity inter-dynastic intervals under CoT prompting setting.
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Table 6: Detailed results under the open-book setting.

| Cross Temp Count | Question Type |

Method |=1@EDD) =2 =3 >4 >4, (LSEC)| PJ TOU RR SEC EEU  TIC TES | Ave.

GPT-40 56.52 51.12 44.76 26.10 53.60 58.64 38.42 57.26 36.15 40.58 15.36 59.31 46.20
+ Openbook | 57.76+124 53.40:228 45.52+0.76 26.90+080  56.80+320 |59.00+0.36 38.72+030 54.66-2.60 45.30+9.15 42.6142.03 17.20+1.84 58.39-092|49.41+3.21

Qwen2.57, 51.80 39.88 35.96 12.40 30.00 46.28 26.38 46.28 24.14 36.23 7.35 52.01 38.76
+ Openbook | 48.64-3.16 39.92+004 31.88-408 17.90+550  31.60+1.60 |47.63+1.35 27.89+1.51 42.15-4.13 26.04+190 31.88-4.35 5.84-151 44.53-748|37.39-137

Qwen2.514p 54.36 51.16 42.56 23.80 42.00 57.44 36.86 51.83 36.90 39.07 18.26 58.58 46.32
+ Openbook | 54.32004 51.28:0.12 41.76.080 23.60-020  44.40:240 |58.82+1.38 36.48.038 51.83+0.00 39.95+3.05 39.71+0.64 13.86-440 52.92-566|46.14-0.18

Qwen2.532 56.28 52.78 46.24 26.90 46.40 60.66 38.54 56.79 39.12 43.77 20.10 60.04 48.83
+ Openbook | 57.92+1.64 53.32+054 46.16-008 26.80-0.10  50.80+4.40 |61.15+0.49 39.93+1.30 55.61-1.18 40.67+155 45.22+145 16.86-3.24 58.21-1.83|49.51+0.68

Qwen2.572 58.20 48.76 46.84 31.30 60.80 61.38 40.77 54.31 36.62 42.03 11.52 62.23 49.30
+ Openbook | 57.96.024 52.00:324 48.04+120 30.60-070  63.60:2.80 |62.67+1.29 42.86+2.09 54.07-024 41.26+4.64 44.64+261 18.03+6.51 56.75-5.48|50.51+1.21
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Figure 24: Accuracy across entity inter-dynastic in-
tervals under direct prompting setting on GPT-40 and
Qwen2.5-7B.
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Figure 25: Accuracy across entity inter-dynastic in-
tervals under CoT prompting setting on GPT-40 and
Qwen2.5-7B.
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