
Implicit Regularization via Feature Alignment

One important property of deep neural networks is their ability to generalize well on real data.1

Surprisingly, this is even true with very high-capacity networks without explicit regularization [42,2

61, 29]. This seems at odds with the usual understanding of the bias-variance trade-off [24, 41, 11].3

Solving this apparent paradox requires understanding the various learning biases induced by the4

training procedure, which can act as implicit regularizers [42, 44].5

In this paper, we help clarify one such implicit regularization mechanism, by examining the evolution6

of the neural tangent features [30] learned by the network along the optimization paths. Our results7

can be understood from two complementary perspectives: a geometric perspective – the (uncentered)8

covariance of the tangent features defines a metric on the model function class, akin to the Fisher9

information metric [e.g., 2]; and a functional perspective – through the tangent kernel and its RKHS.10

Our main observation is a dynamical alignment of the tangent features along a small number of task-11

relevant directions during training (Section 3), which can be interpreted as a combined feature selection12

and compression mechanism. The motivating intuition is that such a mechanism allows the model to13

adapt its capacity to the task and underpins the generalization abilities of heavily overparametrized14

models. Drawing upon intuitions from linear models, we motivate a new heuristic complexity measure15

which captures this phenomenon, and empirically show correlation with generalization (Section 4).16

Preliminaries Let F be a class of functions (e.g a neural network) parametrized by w ∈ RP . We17

restrict here to scalar functions fw : X → R to keep notation light.1 We define the tangent features18

as the function gradients w.r.t the parameters, Φw(x) := ∇wfw(x), which govern how small changes19

in parameter affect the function’s outputs,20

δfw(x) = 〈δw,Φw(x)〉+O(‖δw‖2) (1)

More formally, the (uncentered) covariance matrix gw = Ex∼ρ
[
Φw(x)Φw(x)>

]
acts as a metric21

tensor on F : assuming F ⊂ L2(ρ), this is the metric induced on F by pullback of the L2 scalar22

product (see Longer Version, Appendix A). It characterizes the geometry of the function class F .23

Metric (as symmetric matrices) and tangent kernels (as integral operators) share the same spectrum.24

The structure of the tangent features impacts the evolution of the function during training. Given25

n input samples, consider gradient descent updates δwGD =−η∇wL for some cost function L. The26

function updates δfGD(x) := 〈δwGD,Φw(x)〉 in the linear approximation (9), decompose as27

δfGD(x) =

P∑
j=1

δfjuwj(x), δfj = −ηλwj(u
>
wj∇fwL), (2)

where (uwj)
P
j=1 is the eigenbasis of the tangent kernel and uwj = [uwj(x1), · · ·uwj(xn)]>. From28

the point of view of function space, the metric/tangent kernel eigenvalues act as a mode-specific29

rescaling ηλwj of the learning rate. This is a local version of a well-known bias for linear models30

(see Longer Version, Appendix B.2), towards functions in the top eigenspaces of the kernel.31

As a first illustration of non-linear effects, Fig. 3 (Longer Version) shows visualizations of eigenfunc-32

tions of the tangent kernel of a MLP trained on a simple classification task: y(x) = ±1 depending on33

whether x ∼ Unif[−1, 1]2 is in the centered disk of radius
√

2/π. After a number of iterations, we34

observe (rotation invariant) modes corresponding to the class structure (e.g boundary circle) showing35

up in the top eigenfunctions of the learned kernel. We also note an increasing spectrum anisotropy –36

for example, the ratio λ20/λ1, which is 1.5% at iteration 0, has dropped to 0.2% at iteration 2000.37

The interpretation is that the tangent kernel stretches in the directions of the signal during training.38

1See Appendix A for the extension to vector-valued functions, along with further mathematical details.
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Figure 1: Evolution the spectrum and effective rank of the tangent kernel (1st row) and CKA and layer-wise
CKA (2nd row) of a VGG19 on CIFAR10 with various ratios of random labels. For layer-wise alignment we
map layers to colors sequentially from input layer (-), through intermediate layers (-), to output layer (-).

1 Neural Feature Alignment39

We run experiments on MNIST [35] and CIFAR10 [33] with standard MLPs, VGG [55] and Resnet40

[28] architectures, using PyTorch [47] and NNGeometry [3] for efficient evaluation of tangent kernels.41

In multiclass settings, tangent kernels on n samples carry additional class indices y ∈ {1 · · · c} and42

are treated as nc× nc matrices. We evaluate them on mini-batches (train or test) of size n = 100.43

Spectrum Evolution. We report results (Fig. 1, 1st row) for tangent kernels evaluated on training44

examples (solid line) and test examples (dashed line). The main take away is an anisotropic increase45

of the kernel/metric spectrum during training. We quantify spectrum anisotropy through the various46

trace ratios Tk =
∑
j<k λj/

∑
j λj as measures of the relative importance of the top k eigenvalues ;47

and using a notion of effective rank based on spectral entropy [50] (Longer Version, Appendix D).48

We note an important decrease of the effective rank early in training, reaching a phase where only49

a few top eigenvalues account for most of the trace. This can be observed directly (Fig. 15) from50

the highlighted (in red) ratios T40, T80 and T160 (Fig. 15), e.g. T80 accounting for 50% of the total51

trace (over 1000 eigenvalues). Remarkably, in the presence of high label noise, the effective rank52

of the tangent kernel evaluated on training examples (anti)-correlates nicely with the test accuracy,53

decreasing or remaining low during the learning phase and rising when overfitting starts. This54

suggests that the effective rank already provides a good proxy for the network’s effective capacity.55

Alignment to class labels. We investigate the similarity of the tangent features with Y ∈ Rnc56

(concatenated one-hot vectors) through the centered kernel alignment (CKA) [19, 18] (Appendix57

D) CKA(Kw,KY ) with the rank-one kernelKY := Y Y >. Intuitively, it is high whenKw has low58

(effective) rank, and is such that the angle between Y and its top eigenspaces is small.2 Maximizing59

such an index has been used as a criterion for kernel selection in the literature on learning kernels [18].60

We observe (Fig. 1, 2nd row) an increasingly high CKA as training progresses. The trend is similar61

for other architectures and datasets (Fig. 13 in Appendix E). Interestingly, in the presence of high62

level noise and during the learning phase, the CKA reaches a much higher value for test than for train63

kernels/labels (note that test labels are not randomized). Together with equation 11, this sheds lights64

on empirical observations that, in the presence of noise, deep networks ‘learn patterns first’ [5]65

2In the limiting case CKA(K,KY ) = 1, the features are all aligned with each other and parallel to Y .
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Figure 2: Normalized complexity measures on MNIST with a one hidden layer MLP (left) as we increase the
hidden layer size, (center) for a fixed hidden layer of 256 units as we increase label corruption and (right) for a
VGG19 on CIFAR10 as we vary the number of channels.

Hierarchical Alignment. A key aspect of the generalization question concerns the articulation66

between learning and memorization, in the presence of noise [61] or difficult examples [51]. In67

our next experiment, our setup is to augment 10.000 MNIST training examples with 1000 difficult68

examples of 2 types: (i) examples with random labels and (ii) examples from the dataset KMNIST69

[17]. Fig. 6 (Longer Version) shows that the (partial) CKA on the easy examples increases faster (and70

to a higher value) than that of the difficult examples. This suggests a hierarchy in the adaptation of the71

kernel, measured by the ratio between both alignments. This aspect of the non-linear dynamics favors72

a sequentialization of the learning (’easy patterns first’) (see [52, 34, 25] for deep linear networks.)73

Fig 16 (Appendix E) shows that this effect is magnified as depth increases.74

2 Measuring Complexity75

2.1 Insights from Linear Models76

Setup. We restrict here to functions fw(x)= 〈w,Φ(x)〉 linearly parametrized by w ∈ RP . In this77

setting, (tangent) kernel and geometry are constant. Given n input samples, the n featuresΦ(xi) ∈ RP78

yield a n× P feature matrix Φ. Our discussion is based on the Rademacher complexity showing79

up in generalization bounds [6]. It depends on the size (or capacity) of the function class.80

A standard approach for controlling capacity is in terms of the norm of the weight vector – usually81

the `2-norm. In general, given any invertible matrix A ∈ RP×P , we may consider the norm82

‖w‖A :=
√

w>gAw induced by the metric gA = AA>. ForMA > 0, let FAMA be the subclass of83

functions fw such that ‖w‖A ≤MA. The Rademacher complexity can be bounded as,84

R̂(FAMA) ≤ (MA/n)‖A−1Φ>‖F (3)

in terms of the Froebenius norm of the rescaled feature matrix. This raises the question of which of85

the norms ‖ · ‖A provide meaningful capacity measures. Recent works [10, 40] pointed out that the86

`2 norm is not coherently linked with generalization in practice. We discuss this issue in Appendix87

C.5, illustrating how meaningful norms critically depend on the geometry defined by the features.88

Feature Alignment as Implicit Regularization. The goal here is to illustrate in a simple setting how89

an adaptive geometry can act as implicit regularizer. In such setting, the idea is to learn a rescaling90

metric at each iteration of our algorithm, using a local version of the bounds (71). We consider91

functions fw =
∑
t δfwt written in terms of a sequence of updates3 δfwt(x) = 〈δwt,Φ(x)〉 (we set92

f0 to keep the notation simple), with local constraints on the parameter updates:93

FAm = {fw : x 7→∑
t〈δwt,Φ(x)〉 | ‖δwt‖At ≤ mt} (4)

3In order to not assume a specific upper bound on the number of iterations, we can think of the updates from
an iterative algorithm as an infinite sequence {δw0, · · · δwt, · · · } such that for some T , δwt = 0 for all t > T .
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Theorem 1 (Complexity of Learning Flows). Given any sequencesA andm of invertible matrices94

At ∈ RP×P and positive numbersmt > 0, we have the bound95

R̂(FAm) ≤∑t(mt/n)‖A−1t Φ>‖F (5)

The same result can be formulated in terms of the sequence of feature maps Φt = A−1t Φ. By96

reparametrization invariance, the function class (16) can equivalently be written as FAm = FΦ
m where97

Φ = {Φt}t and the norm constraints are ‖δ̃wt‖2 ≤ mt}; then (17) reads98

R̂(FΦ
m) ≤∑t(mt/n)‖Φt‖F (6)

Thm. 3 suggests to include, at each iteration t, a reparametrization step with a suitable matrix99

Ãt giving a low contribution to the bound (17). Applied to gradient descent, this leads to100

the new update rule below, where the optimization in Step 2 is over a given class of matrices.101

SuperNat update (Ã0 = I , Φ0 = Φ,K0 = K):

1. Perform gradient step w̃t+1 ← wt + δwGD

2. Find minimizer Ãt+1 of ‖δwGD‖Ã‖Ã−1Φ>t ‖F
3. Reparametrize:

wt+1 ← Ã>t+1w̃t+1,Φt+1 ← Ã−1t+1Φt
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The successive reparametrizations yield a varying feature map Φt = A−1t Φ where At=Ã0 · · · Ãt. In103

the original feature representation Φ, SuperNat amounts to performing natural gradient updates with104

respect to the local metric gAt ; and by construction, we also have δfwt(x) = 〈δwGD,Φt(x)〉 where105

δwGD are standard gradient descent updates in the linear model with feature map Φt.106

As an example, consider matrices Ãν acting diagonally in the right singular basis of the feature matrix,107

i.e by rescaling the singular vectors λj → λj/νj . Step 2 can be computed analytically (Longer108

Version, Prop. 4): up to isotropic rescaling, this yields the update rule λj(t+1) = |u>j∇fwL|λjt for109

the singular values of Φt. This stretches (resp. contracts) the geometry in directions of large (resp.110

small) residual ∇fwL, thereby increases the alignment of the learned features to the signal. The111

working hypothesis in this paper, supported by the observations of Section 1, is that in the case of112

neural networks, such alignment of the features is dynamically induced as an effect of non-linearity.4113

The plot shows the training curves for a simple model with Gaussian features Φ = [ϕ,ϕnoise] ∈ Rd+1114

trained to regress y = ϕ + Pnoise(ε), with Gaussian noise is added in the direction of the noise115

features. SuperNat identifies dominant features (here ϕ) and stretches the metric along them, thereby116

slowing down and eventually freezing the dynamics in the orthogonal (noise) directions.117

2.2 A New Complexity Measure for Neural Networks118

Equ. (19) provides a bound of the Rademacher complexity for the function classes (16) specified by a119

fixed sequence of adaptive kernels (see Appendix C.4 for a generalization to the multiclass setting).120

By extrapolation to the case of non-deterministic sequences of kernels, we propose using121

C(fw) =
∑
t

‖δwt‖2‖Φt‖F (7)

where Φt is the tangent feature matrix5 at training iteration t, as a heuristic measure of complexity for122

neural networks. Following a standard protocol for studying complexity measures, [e.g., 43], Fig. 8123

shows its behaviour for MLP on MNIST and VGG19 on CIFAR10 trained with cross entropy loss,124

with (left) fixed architecture and varying level of corruption in the labels and (right) varying hidden125

layer size/number of channels up to 4 millions parameters, against other capacity measures proposed126

in the recent literature. We observe that it correctly reflects the shape of the generalization gap.127

4For a non-linear model, the updates of the tangent feature take the same form Φt = Ã−1
t Φt−1 as above, the

difference being that Ãt is no longer a matrix but a differential operator, e.g. at first order At = Id− δw>t ∂
∂wt

.
5In terms of tangent kernels, ‖Φt‖F =

√
TrKt where Kt is the tangent kernel matrix.
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Implicit Regularization via Feature Alignment279

(Longer Version)280

We approach the problem of implicit regularization in deep learning from a281

geometrical viewpoint. We highlight a regularization effect induced by a dynamical282

alignment of the neural tangent features introduced by Jacot et al. [30], along a283

small number of task-relevant directions. This can be interpreted as a combined284

feature selection and compression mechanism. By extrapolating a new analysis285

of Rademacher complexity bounds for linear models, we propose and study a new286

heuristic measure of complexity which captures this phenomenon, in terms of287

sequences of tangent kernel classes along the learning trajectories.288

1 Introduction289

One important property of deep neural networks is their ability to generalize well on real data.290

Surprisingly, this is even true with very high-capacity networks without explicit regularization [42,291

61, 29]. This seems at odds with the usual understanding of the bias-variance trade-off [24, 41, 11]:292

highly complex models are expected to overfit the training data and perform poorly on test data [27].293

Solving this apparent paradox requires understanding the various learning biases induced by the294

training procedure, which can act as implicit regularizers [42, 44].295

In this paper, we help clarify one such implicit regularization mechanism, by examining the evolution296

of the neural tangent features [30] learned by the network along the optimization paths. Our results297

can be understood from two complementary perspectives: a geometric perspective – the (uncentered)298

covariance of the tangent features defines a metric on the model function class, akin to the Fisher299

information metric [e.g., 2]; and a functional perspective – through the tangent kernel and its RKHS.300

Our main observation, in standard supervised classification settings, is a dynamical alignment of301

the tangent features along a small number of task-relevant directions during training. We interpret302

this phenomenon as combining a feature selection and a compression mechanisms. The intuition303

motivating this work is that such mechanisms are what allows the model to adapt its capacity to the304

task, which in turn underpins the generalization abilities of heavily overparametrized models.305

Specifically, our main contributions are as follows:306

1. Through experiments with various architectures on MNIST and CIFAR10, we give empirical307

insights on how the tangent features and their kernel adapt to the task during training (Section308

3). We observe in particular an increasing similarity with the class labels, e.g. as measured by309

centered kernel alignment (CKA) [19, 18].310

2. Drawing upon intuitions from linear models (Section 4.1), we argue that such a dynamical311

alignment acts as implicit regularizer. We motivate a new heuristic complexity measure which312

captures this phenomenon, and empirically show better correlation with generalization compared313

to various measures proposed in the recent literature (Section 4).314

2 Preliminaries315

Let F be a class of functions (e.g a neural network) parametrized by w ∈ RP . We restrict here to316

scalar functions fw : X → R to keep notation light.6317

Tangent Features. We define the tangent features as the function gradients w.r.t the parameters,318

Φw(x) := ∇wfw(x) (8)
The corresponding kernel kw(x, x̃) = 〈Φw(x),Φw(x̃)〉 is the tangent kernel [30]. Intuitively, the319

tangent features govern how small changes in parameter affect the function’s outputs,320

δfw(x) = 〈δw,Φw(x)〉+O(‖δw‖2) (9)

6The extension to vector-valued functions, relevant for the multiclass classification setting, is presented in
Appendix A, along with more mathematical details.
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Component 0 Component 20 Component 100 Component 1000

Figure 3: Evolution of eigenfunctions of the tangent kernel, ranked in nonincreasing order of the eigenvalues (in
columns), at various iterations during training (in rows), for the 2dDisk dataset. After a number of iterations, we
observe modes corresponding to the class structure (e.g. boundary circle) in the top eigenfunctions. Combined
with an increasing anistropy of the spectrum (e.g λ20/λ1 = 1.5% at iteration 0, 0.2% at iteration 2000), this
illustrates a stretch of the tangent kernel in the directions of the signal.

More formally, the (uncentered) covariance matrix gw = Ex∼ρ
[
Φw(x)Φw(x)>

]
w.r.t the input321

distribution ρ acts as a metric tensor on F : assuming F ⊂ L2(ρ), this is the metric induced on F322

by pullback of the L2 scalar product (see Appendix A). It characterizes the geometry of the function323

class F .324

Spectral Bias. The structure of the tangent features impacts the evolution of the function during train-325

ing. To formalize this, we introduce the covariance eigenvalue decomposition gw =
∑P
j=1 λwjvwjv

>
wj ,326

which summarizes the predominant directions in parameter space. Given n input samples (xi) and327

fw∈Rn the vector of outputs fw(xi), consider gradient descent updates δwGD =−η∇wL for some cost328

function L :=L(fw). The following elementary result (see Appendix B) shows how the corresponding329

function updates in the linear approximation (9), δfGD(x) := 〈δwGD,Φw(x)〉, decompose in the330

eigenbasis7 of the tangent kernel:331

uwj(x) =
1√
λwj

〈vwj ,Φw(x)〉 (10)

Lemma 2 (Local Spectral Bias). The function updates decompose as δfGD(x) =
∑P
j=1 δfjuwj(x)332

with333

δfj = −ηλwj(u
>
wj∇fwL), (11)

where uwj = [uwj(x1), · · ·uwj(xn)]> ∈ Rn and∇fw is the gradient w.r.t the sample outputs.334

This illustrates how, from the point of view of function space, the eigenvalues act as a mode-specific335

rescaling ηλwj of the learning rate. This is a local version of a well-known bias for linear models336

trained by gradient descent (e.g in linear regression, see Appendix B.2), which prioritizes learning337

functions within the top eigenspaces of the kernel. Several recent works [12, 9, 60] investigated such338

7The functions uwj , j ∈ {1 · · ·P} form an orthonormal family in L2(ρ), i.e. Ex∼ρ[uwjuwj′ ] = δjj′ ,
yielding the spectral decomposition kw(x, x̃) =

∑P
j=1 λwjuwj(x)uwj(x̃) of the tangent kernel as an integral

operator. Note that kernel and covariance share the same spectrum.
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Figure 4: Evolution of tangent kernel spectrum and effective rank of a VGG19 trained by SGD with batch size
100, learning rate 0.01 and momentum 0.9 on CIFAR10 with various ratio of random labels. The small effective
rank of the kernel biases the training procedure towards a few top eigenvectors.
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Figure 5: Evolution of kernel alignment and layer-wise kernel alignments of a VGG19 trained by SGD with
batch size 100, learning rate 0.01 and momentum 0.9 on CIFAR10 with various ratios of random labels. For
layer-wise alignment we map layers to colors sequentially from input layer (-), through intermediate layers (-), to
output layer (-). See Figure 13 and 16 in appendix for additional architectures/datasets.

bias for neural networks, in linearized regimes where the tangent kernel remains constant during339

training [30, 20, 1]. As a simple example, for a randomly initialized MLP on 1D uniform data,340

Fig. 10 (Appendix B) shows an alignment of the tangent kernel eigenfunctions with Fourier modes of341

increasing frequency, explaining prior empirical observations [48, 59] of a ‘spectral bias’ towards342

low-frequency functions.343

Tangent Features Adapt to the Task. By contrast, our aim in this paper is to highlight and discuss344

non-linear effects, in the (standard) regime where the tangent features and their kernel evolve during345

training [e.g., 22, 58].346

As a first illustration of such effects, Fig. 3 shows visualizations of eigenfunctions of the tangent347

kernel (ranked in nonincreasing order of the eigenvalues), during training MLP by gradient descent348

of the binary cross entropy loss, on a simple classification task: y(x) = ±1 depending on whether349

x ∼ Unif[−1, 1]2 is in the centered disk of radius
√

2/π (details in Appendix E). After a number of350

iterations, we observe (rotation invariant) modes corresponding to the class structure (e.g. boundary351

circle) showing up in the top eigenfunctions of the learned kernel. We also note an increasing352

spectrum anisotropy – for example, the ratio λ20/λ1, which is 1.5% at iteration 0, has dropped to353

0.2% at iteration 2000. The interpretation is that the tangent kernel stretches along a small number of354

directions that are highly correlated with the signal during training. We quantify and investigate this355

alignment effect in more detail below.356

3 Neural Feature Alignment357

In this section, we perform experiments showing a dynamical alignment of the tangent features along358

a small number of task-relevant directions during training. We show in particular that networks learn359
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tangent features with increasing similarity with the class labels, as measured by centered kernel360

alignment (CKA) [19, 18]. We interpret this phenomenon as combining both a feature selection and361

a compression mechanism.362

3.1 Setup363

We run experiments on MNIST [35] and CIFAR10 [33] with standard MLPs, VGG [55] and Resnet364

[28] architectures, trained by stochastic gradient descent (SGD) with momentum, using cross-entropy365

loss. We use PyTorch [47] and NNGeometry [3] for efficient evaluation of tangent kernels.366

In multiclass settings, tangent kernels evaluated on n samples carry additional class indices y ∈367

{1 · · · c} and thus are nc× nc matrices, (Kw)yy
′

ij := kw(xi, y; xj , y
′). In all our experiments, we368

evaluate tangent kernels on mini-batches (either from the train or the test set) of size n = 100. For369

c = 10 classes, this yields kernel matrices of size 1000 × 1000. We report results obtained from370

centered tangent features Φw(x) → Φw(x) − ExΦw(x), though we obtain qualitatively similar371

results for uncentered features (see plots in Appendix E.2).372

3.2 Spectrum Evolution373

We first investigate the evolution of the tangent kernel spectrum for a VGG19 on CIFAR 10, trained374

with and without label noise (Fig. 4). The main take away is an anisotropic increase of the spectrum375

during training. We report results for kernels evaluated on training examples (solid line) and test376

examples (dashed line).8377

The first observation is a significant increase of the spectrum, early in training (note the log scale for378

the number of iterations). By the time the model reaches 100% training accuracy, the maximum and379

average eigenvalues have gained more than 2 orders of magnitude.380

The second observation is that this evolution is highly anisotropic. We quantify spectrum anisotropy381

using a notion of effective rank based on spectral entropy [50]. Given a kernel matrixK inRr×r with382

(strictly) positive eigenvalues λ1, · · · , λr, let µj = λj/
∑r
i=1 λj be the trace-normalized eigenvalues.383

The effective rank is defined as erank = exp(H(µ)) where H(µ) is the Shannon entropy,384

H(µ) = −
r∑
j=1

µj log(µj) (12)

This effective rank is a real number between 1 and r, upper bounded by rank(K), which measures385

the ‘uniformity’ of the spectrum through the entropy. We also track the various trace ratios386

Tk =
∑
j<k λj/

∑
j λj as measures of the relative importance of the top k eigenvalues (see Fig. 15387

in Appendix E.3).388

We note an important decrease of the effective rank early in training (third row in Fig. 4), reaching a389

phase where only a few top eigenvalues account for most of the trace. This can be observed directly390

from the highlighted (in red) ratios T40, T80 and T160 (Fig. 15), e.g. T80 accounting for 50% of the391

total trace (over 1000 eigenvalues). Remarkably, in the presence of high label noise, the effective rank392

of the tangent kernel evaluated on training examples (anti)-correlates nicely with the test accuracy,393

decreasing or remaining low during the learning phase (increase of test accuracy) and rising when394

overfitting starts (decrease of test accuracy). This suggests that the effective rank of the tangent kernel395

(and hence that of the metric) might already provide a good proxy for a measure of the effective396

capacity of the network.397

3.3 Alignment to class labels398

We now include the evolution of the eigenvectors in our analysis. We investigate the similarity of399

the learned tangent features with the class label through a similarity index called centered kernel400

alignment. Given two kernel matricesK andK ′ in Rr×r, it is defined as401

CKA(K,K ′) =
Tr[KcK

′
c]

‖Kc‖F ‖K ′c‖F
∈ [0, 1] (13)

8The striking similarity of the plots for train and test kernels suggests that the spectrum of empirical tangent
kernels is robust to sampling variations in our setting.
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Figure 6: Alignment easy versus difficult: We augment a dataset composed of 10.000 easyMNIST examples
with 1000 difficult examples from 2 different setups: (left) 1000 MNIST examples with random label (right)
1000 KMNIST examples. We train a MLP with 6 layers of 80 hidden units using SGD with learning rate=0.02,
momentum=0.9 and batch size=100. We observe that the NTK aligns faster to the easy examples in the beginning.

where the c subscript denotes the feature centering operation, i.e. Kc = CKC whereC = Ir− 1
r11T402

is the centering matrix. CKA is a normalized version of the Hilbert-Schmidt Independence Criterion403

[26] designed as a dependence measure for two sets of features. The normalization by the Froebenius404

norms makes CKA invariant under isotropic rescaling.405

Let Y ∈ Rnc be the vector resulting from the concatenation of the one-hot label representations406

Yi ∈ Rc of the n samples. Similarity with the labels is measured through CKA with the rank-one407

kernelKY := Y Y >. Intuitively, CKA(K,KY ) is high whenK has low (effective) rank and such408

that the angle between Y and its top eigenspaces is small.9 Maximizing such index has been used as409

a criterion for kernel selection in the literature on learning kernels [18].410

In the same setup as in Section 3.2, we observe (Fig. 5 an increasingly high CKA between tangent411

kernel and the labels as training progresses. The trend is similar for other architectures and datasets412

(Fig. 13 in Appendix E show CKA plots for MLP on MNIST and Resnets 18 on CIFAR10).413

Interestingly, in the presence of high level noise and during the learning phase (increase of test414

accuracy), the CKA reaches a much higher value for kernels evaluated on test inputs than for kernels415

evaluated on training inputs (note that test labels are not randomized). Together with equation 11, the416

alignment of the tangent kernel along clean labels sheds lights on empirical observations that, in the417

presence of noise, deep networks ‘learn patterns first’ [5] (see Section 3.4 for additional insights).418

We also report the alignments of the layer-wise tangent kernels K`
w, obtained from the function419

gradients w.r.t parameters of layer `. By construction, the tangent kernel is the sum of the layer-wise420

kernels over all layers of the network,Kw =
∑L
`=1K

`
w. We observe a high CKA (reaching more421

than 0.5), especially for the intermediate layers10, suggesting the key role of depth in the overall422

alignment of the tangent kernel (see also Section 3.5).423

3.4 Hierarchical Alignment424

A key aspect of the generalization question for deep networks concerns the articulation between425

learning and memorization, in the presence of noise [61] or difficult examples [51]. Motivated by426

this, we would like to probe the evolution of the tangent features separately in the directions of both427

type of examples in such settings. To do so, our strategy is to measure partial CKA on examples from428

two subsets of the same size in the dataset – one with ‘easy’ examples, the other with ‘difficult’ ones.429

Our setup is to augment 10.000 MNIST training examples with 1000 difficult examples of 2 types: (i)430

examples with random labels and (ii) examples from the dataset KMNIST [17]. KMNIST images431

present similar features than MNIST digits (grayscale handwritten characters) but represent Japanese432

characters.433

9In the limiting case CKA(K,KY ) = 1, the features are all aligned with each other and parallel to Y .
10We were expecting to see a gradually increasing CKA with `; we do not have any intuitive explanation for

the relatively low alignment observed for the very top layers.
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The results are shown in Fig. 6. As training progresses, the CKA on the easy examples increases434

faster (and to a higher value); in the case of the (structured) difficult examples from KMNIST, we435

observe an increase of the CKA later in training. This demonstrates a hierarchy in the adaptation of436

the kernel, measured by the ratio between both alignments. From the intuition developed in the paper437

(see Section 2), this aspect of the non-linear dynamics favors a sequentialization of the learning (’easy438

patterns first’), a phenomenon analogous to one pointed out in the context of deep linear networks439

[52, 34, 25].440

3.5 Ablation441

In order to study the influence of depth on alignment and test the robustness to the choice of seeds,442

we reproduce the experiment of the previous section for MLP with different depths, while varying443

parameter initialization and minibatch sampling. Our results, shown in Fig 16 (Appendix E), suggest444

that the alignment effect is magnified as depth increases. We also observe that the ratio of the445

maximum alignment between easy and difficult examples is increased with depth, but stays high for a446

smaller number of iterations.447

4 Measuring Complexity448

In this section, drawing upon intuitions from linear models, we illustrate on a simple setting how449

the alignment effect highlighted in the previous section can act as implicit regularization. We also450

motivate a new complexity measure for neural networks and compare its correlation to generalization451

against various measures proposed in the recent literature.452

4.1 Insights from Linear Models453

Setup. We restrict here to functions fw(x) = 〈w,Φ(x)〉 linearly parametrized by w ∈ RP . Such454

function class defines a constant (tangent) kernel and has a constant geometry, as defined in Section 2.455

Given n input samples, the n features Φ(xi) ∈ RP yield a n× P feature matrix Φ.456

Our discussion will be based on the Rademacher complexity, which shows up in generalization457

bounds [6]. It measures how well F correlates with random noise on the sample set S:458

R̂S(F) = Eσ∈{±1}n

[
sup
f∈F

1

n

n∑
i=1

σif(xi)

]
(14)

The Rademacher complexity depends on the size (or capacity) of the class F . Constraints on the459

capacity, such as those induced by some implicit bias of the training algorithm, can reduce the460

Rademacher complexity and lead to sharper generalization bounds.461

A standard approach for controlling capacity is in terms of the norm of the weight vector – usually462

the `2-norm. In general, given any invertible matrix A ∈ RP×P , we may consider the norm463

‖w‖A :=
√

w>gAw induced by the metric gA = AA>. ForMA > 0, let FAMA be the subclass of464

functions fw such that ‖w‖A ≤ MA. A direct extension of standard bounds for the Rademacher465

complexity (see Appendix C) yields,466

R̂S(FAMA) ≤ (MA/n)‖A−1Φ>‖F (15)

where ‖A−1Φ>‖F is the Froebenius norm of the rescaled feature matrix.467

This freedom in the choice of rescaling matrix A, due to linear reparametrization invariance, raises468

the question of which of the norms ‖ · ‖A provides meaningful measures of the model’s capacity.469

Recent works [10, 40] pointed out that using `2 norm is not coherently linked with generalization in470

practice. We discuss this issue in Appendix C.5, illustrating how meaningful norms critically depend471

on the geometry defined by the features.11472

11Analysis of the relation between capacity and feature geometry can be traced back to early work on kernel
methods [53]
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SuperNat update (Ã0 = I , Φ0 = Φ,K0 = K):

1. Perform gradient step w̃t+1 ← wt + δwGD

2. Find minimizer Ãt+1 of ‖δwGD‖Ã‖Ã−1Φ>t ‖F
3. Reparametrize:

wt+1 ← Ã>t+1w̃t+1,Φt+1 ← Ã−1t+1Φt
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Figure 7: (left) SuperNat algorithm and (right) validation curves obtained with standard and SuperNat
gradient descent, on the noisy linear regression problem. At each iteration, SuperNat identifies
dominant features and stretches the kernel along them, thereby slowing down and eventually freezing
the learning dynamics in the noise direction. This naturally yields better generalization than standard
gradient descent on this problem.

4.1.1 Feature Alignment as Implicit Regularization473

The goal here is to illustrate in a simple setting how an adaptive geometry along optimization474

trajectories can act as an implicit regularizer. In such setting, the idea is to learn a rescaling metric at475

each iteration of our algorithm, using a local version of the bounds (71).476

Complexity of Learning Flows. Since we are interested in functions fw that result from an iterative477

algorithm, we can assume they are written as fw = f0 +
∑
t δfwt

in terms of a sequence of updates478

δfwt
(x) = 〈δwt,Φ(x)〉.12 We set f0 = 0 to keep the notation simple. Instead of considering classes479

of functions with direct constraints on the parameter, we consider functions resulting from a learning480

flow with local constraints on the parameter updates:481

FAm = {fw : x 7→∑
t〈δwt,Φ(x)〉 | ‖δwt‖At ≤ mt} (16)

The result (71) extends as follows.482

Theorem 3 (Complexity of Learning Flows). Given any sequencesA andm of invertible matrices483

At ∈ RP×P and positive numbersmt > 0, we have the bound484

R̂S(FAm) ≤∑t(mt/n)‖A−1t Φ>‖F (17)

Equ. 17 provides us with bounds written in terms of local contributions at each iteration t. Note485

that the same result can be formulated in terms of the sequence of feature maps Φt = A−1t Φ. By486

reparametrization invariance, the function class (16) can equivalently be written as FAm = FΦ
m where487

Φ = {Φt}t and488

FΦ
m = {fw : x 7→∑

t〈δ̃wt,Φt(x)〉 | ‖δ̃wt‖2 ≤ mt} (18)
In this formulation, the result (17) reads:489

R̂S(FΦ
m) ≤∑t(mt/n)‖Φt‖F (19)

Optimizing the Feature Scaling. To obtain learning flows with low complexity, Thm. 3 suggests to490

include, at each iteration t, a reparametrization step with a suitable matrix Ãt giving a low contribution491

to the bound (17). Applied to gradient descent (GD), this leads to a new update rule sketched as in492

Fig 7 (left), where the optimization in Step 2 is over a given class of reparametrization matrices. As493

an example, we consider the class of matrices Aν acting diagonally in the right singular basis of the494

feature matrix Φ =
∑n
j=1

√
λjujv

>
j ; which amounts to rescaling the singular vector λj → λj/νj .495

12In order to not assume a specific upper bound on the number of iterations, we can think of the updates from
an iterative algorithm as an infinite sequence {δw0, · · · δwt, · · · } such that for some T , δwt = 0 for all t > T .
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Proposition 4. For the class of rescaling matrices Aν defined above, any minimizer in Step 2 in Fig496

7, where δwGD = −η∇wL is a GD updates w.r.t a loss L, takes the form497

ν∗jt = κ
1

|u>j∇fwL|
(20)

where∇fw denotes the gradient w.r.t fw := [fw(x1), · · · fw(xn)]>, for some constant κ > 0.498

The successive reparametrizations yield a varying feature map Φt = A−1t Φ where At= Ã0 · · · Ãt.499

In the original representation Φ, SuperNat amounts to natural gradient descent with respect to the500

local metric gAt = AtA
>
t . In the context of Proposition 4, this yields the following update rule, up to501

isotropic rescaling, for the singular values of Φt:502

λj(t+1) = |u>j∇fwL|λjt (21)

In this illustrative setting, we see how the feature map (or kernel) adapts to the task, by stretching503

(resp. contracting) its geometry in directions uj along which the residual ∇fwL has large (resp.504

small) components. Intuitively, if a large component |u>j∇fwL| corresponds to signal and a small505

one |u>k∇fwL| corresponds to noise, then the ratio λjt/λkt of singular values gets rescaled by the506

signal-to-noise ratio, thereby increasing the alignment of the learned feature matrix to the signal.507

Fig 7 in Appendix ?? (right) shows results for the following regression setup. We consider Gaussian508

features Φ = [ϕ,ϕnoise] ∈ Rd+1 where ϕ ∼ N (0, 1) and ϕnoise ∼ N (0, 1dId). Given n training509

features, we assume the label vector takes the form y = ϕ + Pnoise(ε), where Gaussian noise510

ε ∼ N (0, σ2In) is projected onto the noise features through Pnoise = ϕnoiseϕ
>
noise. The model is511

trained by gradient descent of the mean square loss and its SuperNat variant, where Step 2 uses the512

analytical solution of Proposition 4. We set d = 10, σ2 = 0.1 and use n = 50 training points. At513

each iteration, SuperNat identifies dominant features (feature selection, here ϕ) and stretches the514

metric along them, thereby slowing down and eventually freezing the dynamics in the orthogonal515

(noise) directions (compression).516

4.2 A New Complexity Measure for Neural Networks517

Equ. (19) provides a bound of the Rademacher complexity for the function classes (16) specified by a518

fixed sequence of adaptive kernels (see Appendix C.4 for a generalization to the multiclass setting).519

By extrapolation to the case of non-deterministic sequences of kernels, we propose using520

C(fw) =
∑
t

‖δwt‖2‖Φt‖F (22)
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where Φt is the tangent feature matrix13 at training iteration t, as a heuristic measure of complexity for521

neural networks. Following a standard protocol for studying complexity measures, [e.g., 43], Fig. 8522

shows its behaviour for MLP on MNIST and VGG19 on CIFAR10 trained with cross entropy loss,523

with (left) fixed architecture and varying level of corruption in the labels and (right) varying hidden524

layer size/number of channels up to 4 millions parameters, against other capacity measures proposed525

in the recent literature. We observe that it correctly reflects the shape of the generalization gap.526

5 Related Work527

Capacity and Geometry. In the context of linear models, analysis of the relation between capacity528

and feature geometry can be traced back to early work on kernel methods (Schölkopf et al. [53]),529

leading to data-dependent error bounds in terms of the eigenvalues of the kernel Gram matrix530

(Schölkopf et al. [54]). Recent analysis of the minimum norm interpolators in overparametrized linear531

regression emphasized the impact of feature geometry – through the spectrum of the data covariance –532

on generalization performance [8, 39].533

Specifically, these works illustrate the key role of feature anisotropy, combined to a high correlation534

of the few dominant features with the signal [see also e.g. 13], in the generalization performance535

[39]. Both feature anisotropy and high correlation of the dominant features are conditions for a high536

alignment between kernel and labels. Our results in this paper emphasizes the key role of the training537

dynamics in favouring such conditions.538

Generalization Measures. There has been a large body of work on generalization measures for539

neural networks (see Jiang et al. [31] and references therein), some of which theoretically motivated540

by norm or margin based bounds (e.g Neyshabur et al. [45], Bartlett et al. [7]). Liang et al. [37]541

proposed using the Fisher-Rao norm to measure capacity in a geometrical invariant manner. Our542

approach aims at taking into account the geometry along the whole optimization trajectories. Closely543

related perspectives in the recent literature are the notion of stiffness [21] and coherent gradients [15],544

tied to the structure of tangent kernels for the loss class.545

Spectral Bias and Tangent Kernels. A recent line of work on the so-called spectral bias [48, 59],546

relying on Fourier analysis, suggested that neural networks prioritize learning the lowest complexity547

components of the data during training. In linearized regimes where the training dynamics can be548

described by a fixed kernel [30, 20, 16], this can be understood in terms of the standard learning bias549

along the kernel principal components in linear regression [4, 9, 14]. Several other works [12, 9, 60]550

investigated implicit bias of neural networks through a spectral analysis in such regimes. In this paper,551

we highlight and discuss non-linear effects, in the feature learning regime where the tangent kernel552

evolves during training [22, 58].553

Independent concurrent works highlight alignment phenomena similar to the one we study here554

[32, 46]. We offer various complementary empirical insights, and frame the alignment mechanism555

from the point of view of implicit regularization.556

6 Conclusion557

Through experiments on modern architectures, we highlighted an alignment effect of the tangent558

features and their kernel along a small number of task-dependent directions, quantified by centered559

kernel alignment. We interpret this phenomenon as combining a feature selection mechanism and a560

compression of the model around the dominant features.561

We argued that such a dynamical alignment can act as implicit regularization. By extrapolating562

Rademacher complexity theory from linear models to learning flows, we introduced a new heuristic563

complexity measure for neural networks, and showed that it correlates with the generalization gap564

when varying the number of parameters, and when increasing the proportion of corrupted labels.565

The results of this paper open several avenues for further investigation. The type of complexity566

measure we propose suggests a principled way to rescale the geometry in which to perform gradient567

descent [56, 44]. Whether a procedure such as SuperNat, which optimizes a preconditioning matrix so568

13In terms of tangent kernels, ‖Φt‖F =
√

TrKt where Kt is the tangent kernel matrix.
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as to minimize a generalization bound14, can produce meaningful practical results for neural networks,569

remains to be seen.570

One of the consequences one can expect from alignment effect highlighted here is to encourage571

learning from a small number of highly predictive features. While this feature selection ability572

might explain in part the performance of neural networks on a range of supervised tasks, it may also573

might underpin their notorious sensitivity to spurious correlations [51] and weakness to generalize574

out-of-distribution [23]. Resolving this tension is a fascinating challenge.575

A Geometry and Tangent Kernels576

We describe in more formal detail the notion of geometry we consider in the paper for parametric577

function classes. Formally, specifying such a geometry relies on a choice a distance measure or metric578

on the function space, which is then pulled back to parameter space. We will consider general classes579

of predictors:580

F = {fw : X → Rc | w ∈ W}, (23)
where the parameter spaceW is a finite dimensional manifold of dimension P (typically RP ). For581

multiclass classification, fw outputs a score fw(x)[y] for each class y ∈ {1 · · · c}. Each function can582

also be viewed as a scalar function on X × Y where Y = {1 · · · c} is the set of classes.583

We assume that w → fw is a smooth mapping fromW to L2(ρ,Rc), where ρ is some input data584

distribution. The inclusion F ⊂ L2(ρ,Rc) equips F with the L2 scalar product and corresponding585

norm:586

〈f, g〉ρ := Ex∼ρ[f(x)>g(x)], ‖f‖ρ :=
√
〈f, f〉ρ (24)

The parameter spaceW inherits a metric tensor gw by pull-back of the scalar product 〈f, g〉ρ on F .587

That is, given ζ, ξ ∈ TwW ∼= RP on the tangent space at w,588

gw(ζ, ξ) = 〈∂ζfw, ∂ξfw〉ρ (25)
where ∂ζfw = 〈dfw, ζ〉 is the directional derivative in the direction of ζ. Concretely, in a given basis589

of RP , the metric is represented by the matrix of gradient second moments:590

(gw)pq = Ex∼ρ

[(
∂fw(x)

∂wp

)>
∂fw(x)

∂wq

]
(26)

where wp, p = 1, · · ·P denote the parameter coordinates. The metric shows up by spelling out the591

line element ds2 := ‖dfw‖2ρ, since we have,592

‖dfw‖2ρ =

P∑
p,q=1

〈∂fw

∂wp
dwp,

∂fw

∂wq
dwq〉ρ =

P∑
p,q=1

(gw)pq dwpdwq (27)

This geometry has a dual description in function space in terms of kernels. The idea is to view593

the differential at each w as a map dfw : X × Y → T ∗wW ∼= Rp defining (joined) features in the594

(co)tangent space. Thus, in a given basis, the tangent features are given by the function derivatives595

with respect to the parameters596

Φwp(x)[y] :=
∂fw(x)[y]

∂wp
(28)

The tangent feature map Φw can be viewed as a function mapping each pair (x, y) to a vector in RP .597

It defines the so-called tangent kernel through the Euclidean dot product in RP :598

kw(x, y; x̃, y′) =

P∑
p=1

∂fw(x)[y]

∂wp

∂fw(x̃)[y′]
∂wp

(29)

Given n input samples x1, · · ·xn, we represent the sample output scores fw(xi)[y] as flattened in599

a single vector fw ∈ Rnc and the tangent features Φwp(xi)[y] as a nc × P matrix Φw. Using this600

notation, (26) and (29) yield the sample covariance P ×P matrix and kernel (Gram) nc×ncmatrix:601

Gw = Φw
>Φw, Kw = ΦwΦw

> (30)
14See the recent work by [57] for further empirical investigations of this problem in the context of linear

models.
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Figure 9: Variations of fw (evaluated on a test set) when perturbing the parameters in the directions
given by the right singular vectors of the Jacobian (first 50 directions) or in randomly sampled
directions (last 50 directions) on a VGG11 network trained for 10 epochs on CIFAR10. We observe
that perturbations in most directions have almost no effect, except in those aligned with the top
singular vectors.

The eigenvalue decompositions ofGw andKw follow from the (SVD) of Φw. Assuming P > nc,602

we can write this SVD by indexing the singular values by a pair J = (i, y) with i = 1, · · ·n and603

y = 1 · · · c as Φw =
∑nc
J=1

√
λJuJv

>
J . Such decompositions summarize the predominant directions604

both in parameter and feature space, in the neighborhood of w. Indeed, A small variation δw around605

w induces the first order variation δfw of the function given by606

δfw := Φwδw =

nc∑
J=1

√
λJ(vTJ δw)uJ (31)

Fig.9 illustrates this ‘hierarchy’ for a VGG11 network [55] trained for 10 epoches on CIFAR10 [33].607

We observe that perturbations in most directions have almost no effect, except in those aligned with608

the top singular vectors. This is reflected by a strong anisotropy of tangent kernel spectrum.609

B Spectral Bias610

We spell out some more detail for the content of Section 2.611

B.1 Proof of Lemma 2612

We consider parameter updates δwGD := −η∇wL for gradient descent w.r.t the loss L. Using the613

chain rule, we can also write,614

δwGD =−ηΦw
>(∇fwL) (32)

Theorem 5 (Lemma 2 restated). The gradient descent function updates in first order Taylor615

approximation, δfGD(x) := 〈δwGD,Φw(x)〉, decompose as,616

δfGD(x) =

n∑
j=1

δfj ũwj(x), δfj = −ηλwj(u
>
wj∇fwL) (33)

in terms of the kernel principal components ũwj defined by (10).617

Proof. This follows immediately from (32), the SVD of Φw, and the definition (10):618

δfGD(x) = −η〈(∇fwL)>Φw,Φw(x)〉 =

n∑
j=1

δfj ũwj(x) (34)

619

B.2 The case of linear regression620

In this case L = 1
2‖fw−y‖2 with fw = 〈w,Φ(x)〉 (setting of Section 4.1), we can make the ‘spectral621

bias’ more explicit. A straightforward consequence of (9) is that the linear system governing the622

training dynamics in function space decouple in the basis of kernel principal components.623
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Gradient descent yields the function iterates,624

fwt
= fw∗ + (id− ηK)t(fw0

− fw∗) (35)

where id is the identity map and K is the operator acting on functions as (Kf)(x) =625 ∑n
i=1 k(x,xi)f(xi) in terms of the kernel k(x, x̃) = 〈Φ(x),Φ(x̃)〉.626

Proof. The updates (32) induce the functional updates δfGD =fwt+1
− fwt

given by627

δfGD(x) = −η
n∑
i=1

k(x,xi)(fwt
(xi)− yi) (36)

Substituting yi = fw∗(xi) gives fwt+1
− fw∗ = (id − ηK)(fwt

− fw∗). Equ. 35 follows by628

induction.629

The operatorK has eigenvalues λ1, · · · , λn with eigenfunctions ũj(x) given by (10).630

Proof. We can write ũj(x) =
∑n
i=1 k(x,xi)uji where uj = [uj1 · · ·ujn]> are the eigenvectors of631

K. Observe that (Kũj)(x)=
∑n
i=1 k(x,xi)(Kuj)i =

∑n
i=1 k(x,xi)(λjuji)=λj ũj . Conversely,632

if λ is an eigenvalue ofK with eigenfunction ũ, consider the vector u = [ũ(xi) · · · ũ(xn)]>. Since633

λui = ũ(xi)=(Kũ)(xi) = (Ku)i, u is an eigenvector ofK and λ is one of the λj .634

[Spectral Bias for Linear Regression] By initializing w0 = Φ>α0 in the span of the features, the635

function iterates in Equ.35 uniquely decompose as fwt
(x) =

∑n
j=1 fjtũj(x) with636

fjt − f∗j = (1− ηλj)t (fj0 − f∗j ) (37)

where f∗j are the coefficients of the (mininum norm) interpolating solution.637

C Complexity Bounds638

C.1 Rademacher Complexity639

Given a family G ⊂ RZ of real-valued functions on a probability space (Z, ρ), the empirical640

Rademacher complexity of G with respect to a sample S = {z1, · · · zn} ∼ ρn is defined as [38]:641

R̂S(G) = Eσ∈{±1}n

[
sup
g∈G

1

n

n∑
i=1

σig(zi)

]
, (38)

where the expectation is over n i.i.d uniform random variables σ1, · · ·σn ∈ {±1}. For any n ≥ 1,642

the Rademacher complexity with respect to samples of size n is thenRn(G) = ES∼ρnR̂S(G).643
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C.2 Generalization Bounds644

Generalization bounds based on Rademacher complexity are standard [7, 38]. We give here one645

instance of such a bound, relevant for classification task.646

Setup. We consider a family F of functions fw : X → Rc that output a score or probability fw(x)[y]647

for each class y ∈ {1 · · · c} (we take c = 1 for binary classification). The task is to find a predictor648

fw ∈ F with small expected classification error, which can be expressed e.g. as649

L0(fw)=P(x,y)∼ρ {µ(fw(x), y) < 0} (39)

where µ(f(x), y) denotes the margin,650

µ(f(x), y) =

{
f(x)y binary case
f(x)[y]−maxy′ 6=y f(x)[y′] multiclass case

(40)

Margin Bound. We consider the margin loss,651

`γ(fw(x), y)) = φγ(µ(fw(x), y)) (41)
where γ > 0, and φγ is the ramp function: φγ(u) = 1 if u ≤ 0, φ(u) = 0 if u > γ and652

φ(u) = 1−u/γ otherwise. We have the following bound for the expected error (39). With probability653

at least 1− δ over the draw S = {zi = (xi, yi)}ni=1 of size n, the following holds for all fw ∈ F [38,654

Theorems 4.4.and 8.1]:655

L0(fw) ≤ L̂γ(fw) + 2R̂S(`γ(F , ·)) + 3

√
log 2

δ

2n
(42)

where L̂γ(fw) = 1
n

∑n
i=1 `γ(fw(xi), yi) is the empirical margin error and `γ(F , ·) is the loss class,656

`γ(F , ·) = {(x, y) 7→ `γ(fw(x), y) | fw ∈ F} (43)
For binary classifiers, because φγ is 1/γ-Lipschitz, we have in addition657

RS(`γ(F , ·)) ≤ 1

γ
RS(F) (44)

by Talagrand’s contraction lemma [36] (see e.g. Mohri et al. [38, lemma 4.2] for a detailed proof).658

C.3 Complexity Bounds: Proofs659

We first derive standard bounds for the linear families (70) of scalar functions (c = 1):660

FAMA = {fw : x 7→ 〈w,Φ(x)〉 | ‖w‖A ≤MA} (45)

Theorem 6. The empirical Rademacher complexity of FAMA is bounded as,661

R̂S(FAMA) ≤ (MA/n)
√

TrKA (46)

where (KA)ij = kA(xi,xj) is the kernel matrix associated to the rescaled features A−1Φ.662

Proof. We use the notation of Section ??. For given Rademacher variables σ ∈ {±1}n, we have,663

sup
f∈FAMA

n∑
i=1

σif(xi) = sup
‖w‖A≤MA

n∑
i=1

σi〈w,Φ(xi)〉

= sup
‖A>w‖2≤MA

n∑
i=1

σi〈A>w, A−1Φ(xi)〉

= sup
‖w̃‖2≤MA

〈w̃,
n∑
i=1

σiA
−1Φ(xi)〉

= MA

∥∥∥∥∥
n∑
i=1

σiA
−1Φ(xi)

∥∥∥∥∥
2

= MA

√
σ>KAσ (47)
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From (47) and the definition (38) we obtain:664

R̂S(FAMA) =
MA

n
Eσ
[√
σ>KAσ

]
≤ MA

n

√
Eσ [σ>KAσ]

≤ MA

n

√
TrKA (48)

where we used Jensen’s inequality to pass Eσ under the root, and the properties that E[σi] = 0 and665

σ2
i = 1 for all i.666

We now extend the result to the families (16) of learning flows:667

FAm = {fw : x 7→∑
t〈δwt,Φ(x)〉 | ‖δwt‖At ≤ mt} (49)

Theorem 7 (Theorem 3 restated). The empirical Rademacher complexity of FAm is bounded as,668

R̂S(FAm) ≤∑t(mt/n)
√

TrKAt (50)
where (KAt)ij = kAt(xi,xj) is the kernel matrix associated to the rescaled features A−1t Φ.669

Proof. This is simple extension of the previous proof:670

sup
f∈FA

m

n∑
i=1

σif(xi) = sup
‖δwt‖At≤mt

n∑
i=1

σi
∑
t

〈δwt,Φ(xi)〉

=
∑
t

sup
‖δ̃wt‖2≤mt

〈δ̃wt,

n∑
i=1

σiA
−1
t Φ(xi)〉

=
∑
t

mt

√
σ>KAtσ (51)

and we conclude as in (48).671

Finally, we note that the same result can be formulated in terms of an evolving feature map Φt = A−1t Φ672

with kernel kt(x, x̃) = 〈Φt(x),Φt(x̃)〉 In fact by reparametrization invariance, the function updates673

can also be written as δfwt
(x) = 〈δ̃wt,Φt(x)〉 where δ̃wt = A>t δwt. The function class (16) can674

equivalently be written as FAm = FΦ
m where Φ denotes a fixed sequence of feature maps, Φ = {Φt}t675

and676

FΦ
m = {fw : x 7→∑

t〈δ̃wt,Φt(x)〉 | ‖δ̃wt‖2 ≤ mt} (52)

In this formulation, Theorem 3 becomes:677

Theorem 3bis. The empirical Rademacher complexity of FΦ
m is bounded as,678

R̂S(FΦ
m) ≤∑t(mt/n)

√
TrKt (53)

where (Kt)ij = kt(xi, x̃j) is the kernel matrix associated to the feature map Φt.679

C.4 Bounds for Multiclass Classification680

The generalization bound (42) is based on the margin loss class (43). In this section, we show how681

to bound R̂S(`γ(F , ·)) in terms of tangent kernels for the original class F of functions fw : X → Rc682

instead. Although the proof is adapted from standard techniques, to our knowledge Lemma C.4 and683

Theorem 8 below are new results. In what follows, we denote by µF the margin class,684

µF = {(x, y)→ µ(fw(x), y) | fw ∈ F} (54)
where µ(fw(x), y)) is the margin (40). We also define, for each y ∈ {1 · · · c},685

Fy = {x 7→ fw(x)[y] | fw ∈ F}, µF,y = {x 7→ µ(fw(x), y) | fw ∈ F} (55)
The following inequality holds:686

R̂S(`γ(F , ·)) ≤ c

γ

c∑
y=1

R̂S(Fy) (56)

687

22



Proof. We first follow the first steps of the proof of Mohri et al. [38, Theorem 8.1] to show that688

R̂S(`γ(F , ·)) ≤ 1

γ

c∑
y=1

R̂S(µF,y) (57)

We reproduce these steps here for completeness: first, it follows from the 1/γ-Lipschitzness of the689

ramp loss φγ in (41) and Talagrand’s contraction lemma [38, lemma 4.2] that690

R̂S(`γ(F , ·)) ≤ 1

γ
R̂S(µF ) (58)

Next, we write691

R̂S(µF ) :=
1

n
Eσ

[
sup
fw∈F

n∑
i=1

σiµ(fw(xi), yi)

]

=
1

n
Eσ

[
sup
fw∈F

n∑
i=1

σi

c∑
y=1

µ(fw(xi), y) δy,yi

]

=
1

n

c∑
y=1

Eσ

[
sup
fw∈F

n∑
i=1

σiµ(fw(xi), y) δy,yi

]
(59)

where δy,yi = 1 if y = yi and 0 otherwise; the second inequality follows from the sub-additivity of692

sup. Substituting δy,yi = 1
2 (εi + 1

2 ) where εi = 2δy,yi − 1 ∈ {±1}, we obtain693

R̂S(µF ) ≤ 1

2n

c∑
y=1

Eσ

[
sup
fw∈F

n∑
i=1

(εiσi)µ(fw(xi), y)

]
+

1

2n

c∑
y=1

Eσ

[
sup
fw∈F

n∑
i=1

σiµ(fw(xi), y)

]

=

c∑
y=1

1

n
Eσ

[
sup
fw∈F

n∑
i=1

σiµ(fw(xi), y)

]

=

c∑
y=1

R̂S(µF,y) (60)

Together with (58), this leads to (57).694

Now, spelling out µ(fw(xi, y)) gives695

R̂S(µF,y) =
1

n
Eσ

[
sup
fw∈F

n∑
i=1

σi(fw(xi)[y]−max
y′ 6=y

fw(xi)[y
′])

]

= R̂S(Fy) +
1

n
Eσ

[
sup
fw∈F

n∑
i=1

(−σi) max
y′ 6=y

fw(xi)[y
′]

]

= R̂S(Fy) +
1

n
Eσ

[
sup
fw∈F

n∑
i=1

σi max
y′ 6=y

fw(xi)[y
′]

]
≤ R̂S(Fy) + R̂S(Gy) (61)

whereGy = {max{fy′ : y′ 6= y} | fy′ ∈ Fy′}. NowMohri et al. [38, lemma 8.1] show that R̂S(Gy) ≤696 ∑
y′ 6=y R̂S(Fy′). This leads to697

c∑
y=1

R̂S(µF,y) ≤
c∑

y=1

R̂S(Fy) +

c∑
y=1

c∑
y′=1
y′ 6=y

R̂S(Fy′)

=

c∑
y=1

R̂S(Fy) + (c− 1)

c∑
y=1

R̂S(Fy)

= c

c∑
y=1

R̂S(Fy) (62)

Substituting in (57) finishes the proof.698
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In the linear case, this results leads to analogous theorems as in C.3 in the multiclass setting. For699

example, considering the linear families of functions X → Rc,700

FAMA = {x 7→ fw(x)[y] := 〈w,Φ(x)[y]〉 | ‖w‖A ≤MA} (63)

where (x, y) 7→ Φ(x)[y] is some joint feature map, we have the following701

Theorem 8. The emp. Rademacher complexity of the margin loss class `γ(FAMA , ·) is bounded as,702

R̂S(`γ(FAMA , ·)) ≤ (c3/2MA/γn)
√

TrKA (64)

where (KA)yy
′

ij is the kernel nc× nc matrix associated to the rescaled features A−1Φ(x)[y].703

Proof. Eq.56, and Theorem 8 applied to each linear family Fy of (scalar) functions leads to704

R̂S(`γ(FAMA , ·)) ≤
c

γ

c∑
y=1

MA

n

√
TrKyy

A (65)

where TrKyy
A :=

∑n
i=1(KA)yyii is computed w.r.t to the indices i = 1, ..., n for fixed y. Passing the705

average 1
c

∑c
y=1 under the root using Jensen inequality, we conclude:706

R̂S(`γ(FAMA , ·)) ≤ c2MA

γn

√√√√1

c

c∑
y=1

TrKyy
A

=
c3/2MA

γn

√
TrKA (66)

707

C.5 Linear models: Which Norm for Measuring Capacity?708

We consider a family F of scalar functions fw(x)= 〈w,Φ(x)〉 linearly parametrized by w ∈ RP ,709

where Φ is a fixed mapping of the input space X into RP . Given a training set S of size n, we denote710

by Φ = [Φ(x1), · · ·Φ(xn)]> the n× P feature matrix and by y = [y1 · · · yn]> the label vector. We711

are interested in the ‘overparametrized’ regime: we assume P ≥ n. We write the SVD of the feature712

matrix as Φ =
∑n
j=1

√
λjujv

>
j , where λ1 ≥ · · · ≥ λn are ranked in nonincreasing order. We will713

consider the minimum `2 norm interpolators [27],714

w∗ = Φ>K−1y =

n∑
j=1

u>j y√
λj
vj (67)

A standard approach is to measure capacity in terms of the `2 norm the weight vector. Considering715

FM = {fw : x 7→ 〈w,Φ(x)〉 | ‖w‖2 ≤M} , (68)

the Rademacher complexity of FM can be bounded as [6, Lemma 22]:716

R̂S(FM ) ≤ (M/n)‖Φ‖F (69)

where ‖Φ‖F is the Froebenius norm of the feature matrix.15717

Is the `2 norm a good capacity measure, even for algorithms biased towards low `2 norm solutions?718

If the distribution of solutions w∗S , where S ∼ ρn, is reasonably isotropic, taking the smallest `2 ball719

containing them (with high probability) gives an accurate description of the class of trained models.720

However for very anisotropic distributions, the solutions do not fill any such ball so describing trained721

models in terms of `2 balls is wasteful [53]. For the minimum `2 norm interpolators (67), the solution722

distribution typically inherits the anisotropy of the features. For example, if yi = ȳ(xi) + εi where723

εi ∼ N (0, σ2), the covariance of the solutions with respect to noise is covε[w∗,w∗] =
∑
j
σ2

λj
vjv
>
j ,724

which scales as 1/λj along vj .725

15Note that ‖Φ‖F =
√

TrK where K = ΦΦ> is the kernel matrix.
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Figure 11: Left: 2D projection of the minimum-`2-norm interpolators w∗S , S ∼ ρn, for linear models
fw = 〈w,Φc〉, as the feature scaling factor varies from 0 (white features) to 1 (original, anisotropic features).
For larger c, the solutions scatter in a very anisotropic way. Right: Average test classification loss and complexity
bounds (69) (blue plot) for the solution vectors w∗S , as we increase the scaling factor c. As feature anisotropy
increases, the bound becomes increasingly loose and fails to reflect the shape of the test error. By contrast, the
bound (71) optimized as in Proposition 9 (red plot) does not suffer from this problem.

To visualize this on a simple setting, consider P random Fourier features [49], fit on 1D data x726

modelled by N equally spaced points in [−a, a]. In this setting, the (true) feature map is represented727

by a N × P matrix with SVD Φ =
∑
j

√
ljψjϕ

>
j . The labels are given by y(x) = sign(ψ1(x)). To728

highlight the effect of feature anisotropy, we further rescale the singular values as lcj = 1+ c(lj−1) so729

as to interpolate between whitened features (c=0) and the original ones (c=1). We setP =N=1000.730

Fig 11 (left) shows 2D projections in the plane (ϕ1,ϕ10) of (centered) solutions w∗S − ESw∗S , for731

a pool of 100 (sub)samples S of size n = 50, for increasing values of the scaling factor c. As c732

approaches 1, the solutions begin to scatter in a very anisotropic way in parameter space; as shown in733

Fig 11 (right), the complexity bound (69) (blue plot) becomes increasingly loose and fails to reflect734

the shape of the test error.735

We emphasize that this issue is about the choice of norm and not about complexity-based bounds per se.736

In fact, note that anisotropies can in principle be compensated by a suitable linear reparametrization737

w 7→ A>w, Φ 7→ A−1Φ. Any such A can be viewed as defining a new norm ‖w‖A :=
√

w>gAw738

induced by the metric gA = AA>. The following classes739

FAMA = {fw : x 7→ 〈w,Φ(x)〉 | ‖w‖A ≤MA}, (70)

define a much richer set of complexity classes than (68), represented by ellipsoids of all shapes in740

parameter space. A direct extension of the standard result (69) yields:741

R̂S(FAMA) ≤ (MA/n)‖A−1Φ>‖F (71)

in terms of the Froebenius norm of the rescaled feature matrix.16. More meaningful norms than742

the `2 norm can be found by optimizing the bound (71) withMA = ‖w∗‖A, over a given class of743

reparametrization matrices A. We give an example of this in the following Proposition.744

Proposition 9. Consider the class of reparametrization matrices Aν =
∑n
j=1

√
νjvjv

>
j +745

1span{v1,···vn}⊥ , which act as mere rescaling λj → λj/νj of the singular values of the feature746

matrix. Any minimizer of (71) for the mininum `2-norm interpolator takes the form747

ν∗j = κ

√
λj

|v>j w∗| = κ
λj
|u>j y|

(72)

where κ > 0 is a constant independant of j.748

Note that in the context of Proposition 9, the optimal norm ‖ · ‖Aν∗ depends both on the feature749

geometry – through the singular values – and on the task – through the labels –. As shown in Fig 1750

(right, red plot), in the random Fourier feature setting, the corresponding bound has a much nicer751

behaviour than the standard bound (69) based on the `2 norm.752

16We also have ‖A−1Φ>‖F =
√

TrKA whereKA = Φg−1
A Φ> is the rescaled kernel matrix.
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D CKA and Spectral Entropy753

We make explicit a couple of metrics used in Section 3.754

Centered kernel alignment (CKA). We used CKA [18] to measure the similarity between tangent755

features and labels. Given two kernel matricesK andK ′ in Rr×r, it is defined as756

CKA(K,K ′) =
Tr[KcK

′
c]

‖Kc‖F ‖K ′c‖F
∈ [0, 1] (73)

where the c subscript denotes the feature centering operation, i.e. Kc = CKC whereC = Ir− 1
r11T757

is the centering matrix. The normalization by the Froebenius norm makes CKA invariant under758

isotropic rescaling.759

Let Y ∈ Rnc be the vector resulting from the concatenation of the one-hot label representations760

Yi ∈ Rc of the n samples. Similarity with the labels is measured through CKA with the rank-one761

kernelKY := Y Y >,762

CKA(K,KY ) =
Y >KcY

‖Kc‖F ‖KY c‖F
(74)

Effective rank. We used a notion of effective rank based on spectral entropy [50]. Given a kernel763

matrixK with (strictly) positive eigenvalues λ1, · · · , λn, let764

µj = λj/TrK, TrK =

n∑
i=1

λj (75)

be the trace-normalized eigenvalues. The effective rank is defined as [50]:765

erank = exp(H(µ1, · · ·µn)) (76)

where H(µ) is the Shannon entropy given by766

H(µ1, · · ·µn) = −
n∑
j=1

µj log(µj) (77)

This effective rank is a real number between 1 and n, upper bounded by rank(K), which measures767

the ‘uniformity’ of the spectrum through the entropy.768

E Experiments: Details and Additions769

E.1 Synthetic Experiment of Fig 3770

Figure 12: Disk dataset. Left: Training set of n = 500 points (xi, yi) where x ∼ Unif[−1, 1]2,
yi = 1 if ‖xi‖2 ≤ r =

√
2/π and −1 otherwise. Right: Large test sample (2500 points forming

a 50 × 50 grid) used to evaluate the tangent kernel. In our experiment, we trained a 6-layer deep
256-unit wide MLP by full batch gradient descent of binary cross entropy.
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Figure 13: Evolution of the CKA between the tangent kernel and the class label kernelKY = Y Y T measured
on a held-out test set for different architectures: (left) 6 layers of 80 hidden units MLP on MNIST (middle)
VGG19 on CIFAR10 (right) Resnet18 on CIFAR10. We observe an increase of the alignment to the target
function.
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Figure 14: Same as figure 13 but without centering the kernel. Evolution of the uncentered kernel alignment
between the tangent kernel and the class label kernelKY = Y Y T measured on a held-out test set for different
architectures: (left) 6 layers of 80 hidden units MLP on MNIST (middle) VGG19 on CIFAR10 (right) Resnet18
on CIFAR10. We observe an increase of the alignment to the target function.

E.2 More alignment plots771

E.3 More plots on spectra772

E.4 Ablation: Effect of depth on alignment773

In order to study the influence of the architecture on the alignment effect, we measure the CKA774

for different networks and different initialization as we increase the depth. The results in Fig 16775

suggest that the alignment effect is magnified as depth increases. We also observe that the ratio of the776

maximum alignment between easy and difficult examples is increased with depth, but stays high for a777

smaller number of iterations.778
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Figure 15: Evolution of tangent kernel spectrum, effective rank and trace ratios of a VGG19 trained by SGD
with batch size 100, learning rate 0.003 and momentum 0.9 on dataset (left) CIFAR10 and (right) CIFAR10
with 50% random labels. We highlight the top 40, 80 and 160 trace ratios in red. The small effective rank of the
kernel biases the training procedure towards a few top eigenvectors, as can also be observed by remarking that
the trace ratio T40 account for ∼ 50% of the total trace.
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Figure 16: Effect of depth on alignment. 10.000 MNIST examples with 1000 random labels MNIST examples
trained with learning rate=0.01, momentum=0.9 and batch size=100 for MLP with hidden layers size 60 and (in
rows) varying depths (in columns) varying random initialization/minibatch sampling. As we increase the depth,
the alignment starts increasing later in training and increases faster; and the ratio between easy and difficult
alignments reaches a higher value.
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