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Abstract001

Automatic metrics are used as proxies to eval-002
uate abstractive summarization systems when003
human annotations are too expensive. To be004
useful, these metrics should be fine-grained,005
show a high correlation with human annota-006
tions, and ideally be independant of reference007
quality; however, most standard evaluation008
metrics for summarization are reference-based,009
and existing reference-free metrics correlates010
poorly with relevance, especially on summaries011
of longer documents. In this paper, we intro-012
duce a reference-free metric that correlates well013
with human evaluated relevance, while being014
very cheap to compute. We show that this met-015
ric can also be used along reference-based met-016
rics to improve their robustness in low quality017
reference settings.018

1 Introduction019

Given an input source, an abstractive summariza-020

tion system should output a summary that is short,021

relevant, readable and consistent with the source.022

To reflect this, fine-grained human evaluations are023

split into different scores (Fabbri et al., 2021), such024

as fluency, faithfulness (sometimes called factual025

consistency), coherence and relevance. Fluency026

measures the linguistic quality of individual sen-027

tences, eg if they contain no grammatical errors.028

Coherence gauges if sentences in a summary are029

well-organized and well-structured. Faithfulness,030

or factual consistency, considers factual alignment031

between a summary and the source. Relevance is032

the measure of whether a summary contains the033

main ideas from the source.034

Automatic summarization metrics are intended035

to capture one or multiple of these qualities (Zhu036

and Bhat, 2020; Vasilyev and Bohannon, 2021a),037

and used as a proxy to evaluate summarization sys-038

tems when human annotations are too expensive.039

These metrics can be compared on their different040

attributes such as the reliance on one or multiple041

references, the cost of inference (Wu et al., 2024), 042

the dataset-agnosticism (Faysse et al., 2023) and 043

their correlations with human judgment at system- 044

level (Deutsch et al., 2022) or summary-level. 045

In this work, we introduce a new reference-free 046

metric that intends to capture the relevance of ma- 047

chine summaries using n-gram importance weight- 048

ing. We rate n-grams of the source documents 049

relative to how much semantic meaning they ex- 050

press, as measured by tf-idf (Sparck Jones, 1972), 051

and score summaries according to their weighted 052

lexical overlap with these n-grams. 053

We show that this metric is complementary to 054

other metrics and can be mixed with reference- 055

based metrics to alleviate their sensitivity to noisy 056

and low quality references. 057

2 Related Work 058

2.1 Reference-based evaluation 059

Lexical overlap based metrics such as ROUGE 060

(Lin, 2004), BLEU (Papineni et al., 2002) and chrF 061

(Popović, 2015), or pretrained language model 062

based metrics such as BERTScore (Zhang et al., 063

2019) and BARTScore (Yuan et al., 2021), are the 064

standard way of evaluating abstractive summariza- 065

tion systems. However, these metrics rely on gold 066

standard reference summaries that can be costly, 067

noisy, or missing altogether. We discuss some of 068

the limits of these methods in section 3. 069

2.2 LLM-as-a-Judge evaluation 070

Large Language Models (LLM) are able to perform 071

many tasks with good results, even in a few-shot 072

or even zero-shot fashion. Recently, LLMs are 073

even used to evaluate natural language generation 074

tasks in replacement for human evaluation. LLM- 075

as-a-Judge show useful properties as an evaluation 076

metric, for instance Faysse et al. (2023) illustrated 077

using GPT-4 that it can be highly correlated with 078

human judgement, format and task agnostic and 079
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comparable across tasks. Zheng et al. (2023) de-080

scribe limitations of LLM-as-a-Judge, including081

position, verbosity and self-enhancement biases as082

well as poor performance at grading math or reason-083

ing tasks. Other limitations are expressed by Kim084

et al. (2023) targeting proprietary LLMs such as085

GPT-4 for their closed source nature, uncontrolled086

versioning, and their high costs. Prometheus 2087

(Kim et al., 2024) is designed for evaluating lan-088

guage models and show high correlations with pro-089

prietary LLMs and human evaluations. Besides, its090

open-source nature mitigates some of the aforemen-091

tioned issues. Liu et al. (2023) suggest that LLMs092

aligned from human feedback overfit to reference-093

less human evaluation of summaries, which they094

observed to be biased towards longer summaries095

and to suffer from low inter-annotator agreement.096

2.3 Reference-free evaluation097

Metrics designed to evaluate summaries without098

reference are useful when no gold reference are099

available, or when the property they intend to cap-100

ture does not need a reference to be conveniently101

estimated.102

GRUEN (Zhu and Bhat, 2020) aims at esti-103

mating the linguistic quality of a given summary104

by taking into account the grammaticality, non-105

redundancy, focus, structure and coherence of a106

summary. These attributes can be assessed with-107

out relying on a reference summary or even the108

source document. ESTIME (Vasilyev and Bohan-109

non, 2021a) is evaluating the inconsistencies be-110

tween the summary and the source by counting the111

mismatched embeddings out of the hidden layer of112

a pretrained language model.113

Liu et al. (2023) observed that reference-free114

human evaluations have a very low correlation with115

reference-based human evaluations, and tend to be116

biased towards different types of systems.117

2.4 Evaluating Summarization of Long118

Documents119

Trained metrics usually generalize poorly to out-120

of-distribution tasks (Koh et al., 2022), and often121

cannot handle long contexts. In the long document122

summarization setting, Koh et al. (2022) showed123

that most automatic metrics correlate poorly with124

human judged relevance and factual consistency125

scores. Wu et al. (2024) use an extract-then-126

evaluate method to reduce the size of the long127

source document used as a reference for evaluation128

of factual consistency and relevance with LLM-as-129

a-Judge. They find that it both lowers the cost of 130

evaluation, and improve the correlation with human 131

judgement. 132

3 Limits of reference-based evaluation 133

Lexical overlap scores such as BLEU or ROUGE 134

work under the implicit assumption that reference 135

summaries are mostly extractive and contain no 136

errors. 137

This assumption is challenged by a study con- 138

ducted by Maynez et al. (2020) on hallucinated 139

content in abstractive summaries. In human writ- 140

ten summaries from the XSum dataset, 76.9% of 141

the gold references were found to have at least one 142

hallucinated word. 143

Summarization methods can trade abstractive- 144

ness for faithfulness, creating a faithfulness- 145

abstractiveness tradeoff curve that was illustrated 146

and studied by Ladhak et al. (2022). They show 147

that some metrics are more sensitive to the sum- 148

mary abstractiveness than others. 149

In the context of translations, translationese 150

refers to source language artifacts found in both hu- 151

man and machine translations. This phenomenon 152

is similar to extractive segments in summaries, as 153

it is an artifact of the source document that can 154

be mitigated by paraphrasing. Freitag et al. (2020) 155

demonstrated that reference translations in machine 156

translation datasets tend to exhibit this transla- 157

tionese language. They addressed this by creating 158

new references through paraphrasing the existing 159

ones. When tested, systems produced much lower 160

BLEU scores with the paraphrased references com- 161

pared to the translationese ones, but the correlation 162

with human judgment was higher. They observed 163

that with translationese references, the n-grams 164

with the highest match rates resulted from trans- 165

lations adhering to the source sentence structure. 166

In contrast, using the paraphrased references, the 167

most-matched n-grams were related to the seman- 168

tic meaning of the sentence. 169

Following a translationese - extractiveness anal- 170

ogy, we assume that with highly extractive refer- 171

ences, the most matched n-grams between pro- 172

posed and reference summaries are artifacts of the 173

extractiveness of the summaries. More abstractive 174

references will yield much lower ROUGE scores, 175

but might correlate better with human judgement. 176

We propose to use n-gram importance weighting 177

methods, such as tf-idf (Sparck Jones, 1972) or 178

bm-25 (Robertson and Jones, 1976), to extract the 179
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n-grams expressing most of the semantic meaning180

of the source document. We believe that these n-181

grams should appear in relevant summaries, and182

are not artifacts of extractiveness.183

4 Proposed Metric184

Let Wt,d,D be the importance of a n-gram t in a185

document d from a corpus D. The importance186

score Wt,d,D is defined as187

Wt,d,D =

tanh(
wt,d,D

rt,d,D
), if t ∈ d

0, otherwise,
188

wt,d,D is an importance score obtained through189

word importance scoring methods (such as tf-idf190

and bm-25). The associated importance rank of the191

n-gram in the document is referred as rt,d,D.192

Given a proposed summary ŝ of a document
d ∈ D, we compute the metric:

m(ŝ, d,D) =
αŝ,d,D

Nd,D
Σt∈ŝWt,d,D

With Nd,D the upper ceiling of the sum193

of weights, used to normalize the score:194

Nd,D = Σt∈d Wt,d,D.195

By construction this score will be maximum for196

a summary consisting of the full document. To197

alleviate this issue, we penalize longer summaries198

by multiplying with a function f accounting for199

the length of the summary |ŝ| and the length of the200

document |d|: αŝ,d = f(|ŝ|, |d|)1.201

We observe that this length penalty not only re-202

solves the issue related to the scoring of entire203

documents but also shows a stronger correlation204

with human judgment at the system level.205

Another issue is that it is relatively straightfor-206

ward to devise a trivial heuristic that achieves a207

perfect score by employing the same n-gram im-208

portance weighting method to generate an extrac-209

tive summary, with access to the full corpus. We do210

not consider this point to be a substantial issue, as211

such heuristic will result in a low score on metrics212

that measure other aspects of a summary, such as213

fluency or faithfulness.214

5 Experiments215

For our experiments, we work with different216

datasets of human evaluation of summarization sys-217

tems.218

1The choice for f is illustrated in Appendix A, Figure 4

SummEval (Fabbri et al., 2021) contains human 219

evaluations for 23 systems, each with 100 sum- 220

maries of news article from the CNN/DailyMail 221

dataset. Coherence, consistency, fluency and rele- 222

vance are evaluated by experts and crowd-source 223

workers. ArXiv and GovReport (Koh et al., 2022) 224

contain annotations for 12 summarization systems, 225

evaluated on 18 long documents for each dataset. 226

Human evaluators rated the factual consistency and 227

the relevance of the machine summaries. RoSE 228

(Liu et al., 2023) is a benchmark consisting of 12 229

summarization systems evaluated on 100 news ar- 230

ticle from CNN/DailyMail. Each summary is an- 231

notated with different protocols, we are using the 232

reference-based and reference-free human evalua- 233

tions. 234

We describe the choice of settings for our metric 235

in Appendix A, which takes into account system- 236

level correlations on the four datasets, as well as 237

the range of values taken by the metric. 238

5.1 System-level correlation scaling with 239

number of summaries 240

According to Deutsch et al. (2022), system-level 241

correlations are usually inconsistent with the prac- 242

tical use of automatic evaluation metrics. When 243

computing these correlations to evaluate systems, 244

usualy only the subset of summaries judged by 245

humans is used. However automatic metrics can 246

be computed on summaries outside of this subset 247

to give better estimates. With our reference-free 248

metric we could go one step further and evaluate 249

the systems on more documents, without reference 250

summaries. As illustrated by Deutsch et al. (2022), 251

testing with more examples will also narrow down 252

the confidence intervals of the evaluated scores, 253

making it easier to compare systems. 254

Figure 1 show an increase of the system-level 255

correlation with human evaluated relevance when 256

using more examples for each system. 257

(a) ArXiv and GovReport (b) SummEval

Figure 1: Scaling of system-level correlations with hu-
man judgement for our metric, depending on the number
of summaries used for evaluation
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5.2 Robustness to noisy references258

Reference-based metrics such as ROUGE-1 are259

sensitive to the quality of the references. To evalu-260

ate the robustness of ROUGE-1 to noisy references,261

we gradually replace random reference summaries262

with the first three sentences of the source docu-263

ment and compute the resulting system-level corre-264

lations. Results, averaged over 20 random draws,265

are reported in Figure 2. Our metric is not sensi-266

tive to altered references by construction, contrary267

to ROUGE-1. When mixed with it, it improves268

the robustness of ROUGE-1 to low quality refer-269

ences. This aspect is beneficial in settings where270

the quality of the reference summaries is unknown271

or variable, for instance with web-crawled datasets.272

We observe a surprising behaviour of ROUGE-1273

where its system-level correlations are improved274

on average when introduced to alterations in the275

range of 0 to 30% of the samples of the SummEval276

dataset. This behaviour does not seem to translate277

to the mix of ROUGE-1 with our metric.278

Figure 2: System-level correlation depending on the
number of altered references in SummEval

5.3 Complementarity with other automatic279

metrics280

We report the pairwise complementarity between281

each pair of metric2 on SummEval in Figure 3,282

following Colombo et al. (2023). We observe that283

our metric has a high complementarity with most284

other metrics, especially with ESTIME, intended285

to capture the factual consistency. Our metric also286

has a high complementarity with ROUGE and chrF287

scores, which are also based on lexical overlap,288

meaning that they capture different features of the289

evaluated summaries.290

In Table 1 we report the system-level Spearman291

correlations on SummEval using our metric, other292

2we use the evaluate implementation of ROUGE, chrF
and BERTScore and official implementations of GRUEN and
ESTIME

Figure 3: Complementarity between metrics on Sum-
mEval

Table 1: System-level correlations of mixes of metrics

SummEval
Metric Spearman
ROUGE-1 0.59
ROUGE-2 0.61
ROUGE-L 0.47
chrF 0.75
BERTScore 0.40
ESTIME -0.45
GRUEN 0.59
Ours 0.73
Ours + ROUGE-1 0.86
Ours + chrF 0.74
Ours + BERTScore 0.77
Ours - ESTIME 0.76
Ours + GRUEN 0.83

metrics, and mixing our metric with other metrics. 293

6 Conclusion and future works 294

In this work, we introduce a new reference-free 295

metric based on importance-weighted n-gram over- 296

lap between the summary and the source. We 297

demonstrated that it has high correlations with hu- 298

man judgement and can be used along other metrics 299

to improve them, and to mitigate their sensitivity 300

to low-quality references. 301

The prospects for future research include further 302

exploration of the behaviour of reference-based, 303

reference-free and hybrid metrics with references 304

of varying quality, as well as potential extensions 305

to multimodal settings such as the evaluation of 306

vision-language systems. 307
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7 Limitations308

Like other lexical overlap metrics, ours works with309

the assumption that there is a vocabulary overlap310

between the source document and the summary, ie311

that the summary as a non-zero coverage. In order312

to evaluate the sensitivity of our metric to various313

levels of extractiveness of summaries, we would314

have wanted to compute the score on systems with315

varying values on the faithfulness-abstractiveness316

tradeoff curve presented in Ladhak et al. (2022);317

but their data was not made available yet.318

Vasilyev and Bohannon (2021b) noticed that319

higher correlation with human scores can be320

achieved with "false" improvements, mimicking321

human behaviour. Using a referenceless evalu-322

ation metric, they limited the comparisons with323

the source text by selecting sentences to maximize324

their score, and observed a higher correlation with325

human judgement as a result. Wu et al. (2024)326

observe a similar consequence by first extracting327

sentences that maximize the ROUGE score with the328

original document and using the resulting extracted329

sentences along the predicted summary as the in-330

put to be evaluated by a LLM-as-a-judge. Their331

interpretation however is different as they do not332

view this higher correlation with human scores as333

a "false" improvement, but as a way to mitigate the334

Lost-in-the-Middle problem of LLMs.335

We believe that the relevant interpretation de-336

pends on the method that is used to extract sen-337

tences from the source document. Using compar-338

isons with the summary to extract "oracle" spans of339

the original document, or selecting key sentences340

that span over the main information of the docu-341

ment are not motivated by the same reasons. Mim-342

icking the human behaviour of referring only to the343

bits of the document that are relevant to the pro-344

posed summary at first glance to score marginally345

higher correlations is a different thing than filtering346

the most important bits of a document relative to a347

measure of word importance.348

Our metric filters out the n-grams with little se-349

mantic significance in the document. This can mim-350

ick the human bias of comparing the summary to351

salient sentences only, but it will also lower the in-352

fluence of the artifacts of extractiveness discussed353

in section 3.354

Our metric is also specific to the task of summa-355

rization and might correlate differently with human356

judgement on summarization tasks with different357

compression ratio, extractiveness, or style. Table 2358

in the Appendix A illustrates this. 359

LLM-as-a-Judge methods can solve the issues 360

of sensitivity to extractiveness and task settings, 361

while providing more interpretable results, but are 362

not exempt from biases and come with a noticeably 363

higher cost. 364
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A Appendix511

A.1 Spurious correlations512

Durmus et al. (2022) observed that model-based513

reference-free evaluation often have higher corre-514

lations with spurious correlates such as perplex-515

ity, length, coverage or density, than with human516

scores. We report the correlations between metrics517

and spurious correlates in Table 2.518

A.2 Correlations with human judgement on519

different settings520

Figure 5 illustrate the distributions of system-level521

correlations of our metric with different settings.522

For tokenization, we tested tokenizing texts as523

separated by space, using character tokenization, a524

pretrained GPT-2 tokenizer, or a custom tokenizer,525

trained on each corpus with a vocabulary of 100526

tokens.527

We included different sizes of n-grams in our528

tests, with bigrams, trigrams and 4-grams.529

The two methods we considered for importance530

weigthing are tf-idf and bm-25.531

The importance score is the weight used to score532

the overlapped n-grams, we included the following533

scores:534

• importance: t, d,D 7→ wt,d,D535

• exp-rank: t, d,D 7→ exp(−rt,d,D)536

• inv-rank: t, d,D 7→ 1
rt,d,D

537

• constant: t, d,D 7→ 1538

• tanh: t, d,D 7→ tanh(
wt,d,D

rt,d,D
)539

The options for the length penalty αŝ,d̂ are no
penalty or αŝ,d = f(|ŝ|, |d|), with

f : |ŝ|, |d| 7→ 1

1 + exp(20 ∗ |ŝ|
|d| − 10)

f is illustrated in Figure 4.540

We chose to use the corpus tokenizer, with tri-541

grams, tf-idf and the tanh importance scoring with542

length penalty. These settings proved to be con-543

sistant in the tested conditions, and provided good544

ranges of values on different inputs. All the other545

experiments with our metric in this paper were us-546

ing these settings.547

548

Figure 4: Length penalty αŝ,d = f(|ŝ|, |d|) with

f : |ŝ|, |d̂| 7→ 1

1 + exp(20 ∗ |ŝ|
|d| − 10)

A.3 Range of values 549

We report the range of values taken by our metric, 550

and ROUGE-1, for different inputs and on different 551

datasets in Figures 6 and 7. 552
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Table 2: Summary-level correlations between our metric, human evaluation metrics and spurious correlates. Values
are bolded when the correlation with spurious correlate is higher than with human evaluation.

SummEval arXiv GovReport RoSE
Metric Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman
Relevance 0.24 0.23 0.42 0.45 0.15 0.18
Coherence 0.20 0.23
Consistency 0.03 0.04 -0.02 -0.11 -0.30 -0.32
Fluency 0.01 -0.01
Reference-based 0.17 0.14
Reference-free 0.18 0.15
Coverage 0.26 0.28 0.07 0.43 -0.20 -0.19 -0.08 0.05
Density 0.18 0.22 -0.04 -0.02 -0.03 0.17 0.04 0.02
Compression Ratio -0.03 -0.06 0.01 0.02 -0.54 -0.64 -0.28 -0.18
Summary Length 0.32 0.28 0.40 0.28 0.02 -0.08 0.30 0.26
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(a) ArXiv (b) GovReport

(c) RoSE (reference-based) (d) RoSE (reference-free)

(e) SummEval

Figure 5: Distribution of system-level correlations of our metric in different settings
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(a) ArXiv (b) GovReport

(c) SummEval (d) RoSE

Figure 6: Range of values taken by our metric for different summaries
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(a) ArXiv (b) GovReport

(c) SummEval (d) RoSE

Figure 7: Range of values taken by ROUGE-1 for different summaries
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