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Abstract

Large Language Models (LLMs) often strug-001
gle to deliver accurate and actionable answers002
when user-provided information is incomplete003
or ill-specified. We propose a new interac-004
tion paradigm, First Ask Then Answer (FATA),005
in which, through prompt words, LLMs are006
guided to proactively pose multidimensional007
supplementary questions to users before an-008
swering. Then, using the information re-009
ceived by the users and the original questions010
to jointly construct prompt words for ques-011
tioning, a high-quality question-and-answer012
is ultimately achieved.In contrast to existing013
clarification approaches—such as the CLAM014
framework oriented to ambiguity and the self-015
interrogation Self-Ask method—FATA empha-016
sizes completeness (beyond mere disambigua-017
tion) and user participation (inviting human in-018
put instead of relying solely on model-internal019
reasoning). It also adopts a single-turn strategy:020
all clarifying questions are produced at once,021
thereby reducing dialogue length and improv-022
ing efficiency. Conceptually, FATA uses the023
reasoning power of LLMs to scaffold user ex-024
pression, elevating ordinary users to an expert-025
level questioning ability. To evaluate FATA,026
we constructed a multi-domain benchmark and027
compared it with two controls: a baseline028
prompt (B-Prompt) and a context-enhanced029
expert prompt (C-Prompt). Experimental re-030
sults show that FATA outperforms B-Prompt by031
∼ 40% in aggregate metrics and exhibits a co-032
efficient of variation 8% lower than C-Prompt,033
indicating superior stability.034

1 Introduction035

In recent years, LLMs have shown excellent per-036

formance on single-round tasks. However, real-037

world users often cannot describe the complete038

context as well as domain experts: health consulta-039

tion misses drug doses, government administration040

ignores budget constraints, or programming ques-041

tions miss error logs. If LLMs attempt to answer042

despite gaps in the user’s information, they risk hal- 043

lucinations and produce irrelevant results, which 044

slows decision-making and undermines user trust. 045

Existing research generally follows three paths: 046

• Selective clarification — the CLAM frame- 047

work first detects ambiguity and only queries 048

the user when a threshold is crossed [Kuhn 049

and et al., 2022]. Follow-up question predic- 050

tion further reduces the number of clarifica- 051

tion turns. [Zhang et al., 2024]. Undetected 052

gaps still lead to wrong answers reaching end- 053

users. 054

• In-model chain-of-thought — Chain-of- 055

Thought prompting [Wei et al., 2022] and its 056

variants Self-Consistency [Wang et al., 2022] 057

and Tree-of-Thought [Yao et al., 2023] im- 058

prove explicit reasoning. Self-Ask lets the 059

model generate and answer sub-questions in- 060

ternally before concluding [Press and et al., 061

2022]. These approaches depend on inter- 062

nal chain-of-thought reasoning or external re- 063

trieval and do not facilitate direct interaction 064

with the user’s background. 065

• Reason–act coupling — ReAct [Yao and 066

et al., 2022], Toolformer [Schick and et al., 067

2023], MRKL [Karpas and et al., 2022], and 068

Planner-Executor [Deng and et al., 2025] in- 069

terleave reasoning with tool-calls or planning. 070

They excel at retrieval and analysis but as- 071

sume a fully specified input context and often 072

require additional self-refinement cycles. 073

To reconcile the tension between incomplete in- 074

formation and interaction overhead, we introduce 075

FATA: prior to providing an answer, the LLMs, 076

from an expert’s perspective, produce a structured 077

checklist of additional questions covering multiple 078

dimensions. After the user responds, the LLMs 079

generate a personalized solution. FATA offers four 080

core advantages: 081
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1. Information completeness – transforms un-082

certain problem space into answerable param-083

eters, thereby reducing search entropy.084

2. Single-step interaction – avoids prolonged085

multi-turn dialogues and context drift.086

3. Ease of deployment – prompt-only; no fine-087

tuning required.088

4. Tool-agnostic extensibility – after entropy089

reduction, FATA can seamlessly attach any090

tools or agents.091

2 Overview of the092

First-Ask-Then-Answer (FATA)093

Framework094

The First-Ask-Then-Answer (FATA) framework in-095

troduces a novel dialogue paradigm that empha-096

sizes the structured generation of supplementary097

questions before providing answers. Unlike exist-098

ing frameworks like the CLAM model, which only099

triggers clarification when ambiguity is detected,100

FATA proactively generates a comprehensive set101

of questions for all complex or incomplete queries.102

These questions are designed to maximize informa-103

tion gain by collecting key details in one go. The104

entire process is driven by publicly reproducible105

prompt templates and does not require any fine-106

tuning.107

We introduce the concept of FATA-Prompt, a108

specific set of prompts tailored for this framework.109

An example of the FATA prompt is as follows:110

User request: <original query> \111

To better assist me, before offering112

advice, please adopt the perspective113

of an expert in the relevant field114

and ask questions to help you identify115

any missing key information. Please116

ensure the problem is structured clearly117

and expressed concisely, with example118

guidance. Just like how experts ask119

users questions during consultations to120

gather key information before providing121

solutions. After I provide additional122

information, please then offer a more123

personalized and practical solution as124

an expert in that field. If all key125

information has already been provided,126

please directly give the solution.Note:127

Maintain a positive attitude, and do not128

request phone numbers, ID numbers, or129

other sensitive data.130

2.1 Prompt Components 131

The functions and combinations of prompt words 132

are as follows: 133

1 Determine the domain & information gap: 134

To better assist me, before offering advice, please 135

adopt the perspective of an expert in the relevant 136

field and ask questions to help you identify any 137

missing key information. Function: Role position- 138

ing + integrity check. 139

2 Optimize output structured problem: Please 140

ensure the problem is structured clearly and ex- 141

pressed concisely, with example guidance. Func- 142

tion: Facilitate users’ understanding and quick fill- 143

ing. 144

3 Provide examples: Just like how experts ask 145

users questions during consultations to gather key 146

information before providing solutions. Function: 147

Clarify the questioning style. 148

4 Generate personalized solutions: After I pro- 149

vide additional information, please then offer a 150

more personalized and practical solution as an ex- 151

pert in that field. Function: Ensure answers are 152

relevant and feasible. 153

5 Reduce redundancy: If all key information 154

has already been provided, please directly give the 155

solution. Function: Avoid unnecessary interac- 156

tions. 157

6 Privacy & Tone: Note: Maintain a positive 158

attitude, and do not request phone numbers, ID 159

numbers, or other sensitive data. Function: Protect 160

users + Encourage. 161

The core point of the FATA framework lies in 162

items 1–4: by automatically determining informa- 163

tion gaps, performing single-round structured sup- 164

plementary questioning, and integrating context to 165

generate answers, it significantly improves the qual- 166

ity of multi-domain dialogues without additional 167

training, while maintaining high human–computer 168

interaction efficiency. 169

2.2 User-Side Workflow 170

From the user’s perspective, interaction requires 171

only two steps: 172

1. Submit the original question with FATA 173

prompt words (system supplement). 174

2. Answer each supplementary question one 175

by one based on the model’s question list. This 176

low learning cost yields high answer gains for end 177

users. 178
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Figure 1: User perspective using the FATA process (sim-
plified answer version).

2.3 Question Generation & Answering179

After applying FATA cue words, LLMs generate a180

set of supplementary questions. In practice, these181

questions are often presented as numbered lists182

that cover the various dimensions of information183

needed to complete a user’s task. The number184

of questions proposed by the model depends on185

the complexity of the task, generally about 3-7, to186

avoid too many questions to increase the burden187

of users and to cover the main aspects. From the188

perspective of information entropy theory, multiple189

well-targeted supplementary questions are equiva-190

lent to obtaining additional information about the191

user’s intention, which significantly reduces the en-192

tropy value of the answer search space. Multiple193

questions presented at the same time also facilitate194

the user to consider them as a whole, providing195

more consistent and coherent answers.196

This mechanism explains why FATA achieves ro-197

bust quality improvement on problems in different198

domains - each complementary question interac-199

tion guides the model to converge to the correct200

solution. At the same time, the responsibility can201

be traced, and the three steps of initial answer-202

follow-up question-final answer make the source203

of the error clear. If the answer is still not the204

question, it can be located as insufficient model205

reasoning. If the information is missing, the user206

can be prompted to supplement it again.207

2.4 Representative Cases208

Health Management Scenario. User request:209

“How to better manage my diabetes?”210

FATA questions: Current blood glucose/HbA1c,211

medication type and dosage, diet/exercise habits,212

comorbidities.213

User reply: “HbA1c 7.5%, metformin 500 mg214

daily, high intake of staple foods, light exercise 215

once a week, no other complications.” 216

Final recommendation: Tailored dietary plan (re- 217

duce refined carbs, alternative recipes), exercise 218

schedule (moderate intensity ≥ 3×/week), medi- 219

cation adherence, and blood pressure monitoring. 220

Urban Governance Decision-Making Scenario. 221

User request: “Help me develop a KPI plan to 222

improve the level of urban governance.” 223

FATA questions: Focus areas (e.g. traffic, environ- 224

ment, safety), benchmark data (e.g. AQI, commute 225

time), targets and timeframes, resources/policy pri- 226

orities. 227

User reply: Environmental protection and hous- 228

ing; current recycling rate 20%→50% in one year; 229

baseline housing satisfaction; special budget allo- 230

cated. 231

Final KPI plan: Increase recycling rate to 50% in 232

1 year, reduce PM2.5 by X%, boost housing satis- 233

faction score by Y, with implementation measures 234

and policy suggestions. 235

2.5 Paper Contributions 236

To summarize, our contributions are as follows: 237

First, Method Innovation: First Ask Then An- 238

swer (FATA), a two-stage paradigm (“supplemen- 239

tary requirements” & “solution generation”) that 240

leverages LLMs for both information collection 241

and problem solving.Second, Comparative Analy- 242

sis: Systematic comparison with CLAM and Self- 243

Ask to delineate their respective strengths and lim- 244

itations.Third, Experimental Findings: FATA out- 245

performs B-Prompt by ∼ 40% on overall met- 246

rics and reduces coefficient of variation by 8% 247

compared to C-Prompt.Fourth, General Implica- 248

tions: Demonstrates applicability of FATA across 249

12 dialogue domains (e.g. education, government, 250

health). 251

3 Experiments 252

Due to the fact that the character profiles in the 253

existing datasets cannot contain all the informa- 254

tion required for supplementary questions and the 255

structured supplementary questions are often open- 256

ended questions, the evaluation effect is not good. 257

In order to answer the core question of "how can 258

FATA improve the quality of personalized answer- 259

ing in multiple fields", we design three strictly con- 260

trolled input conditions: 1.The Baseline prompt 261

(B-Prompt) simulates the questioning of key infor- 262
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mation that users often overlook in the real envi-263

ronment, and is used to test the lower limit perfor-264

mance and examine the model performance when265

information is lacking. 2. Context-enhanced ex-266

pert prompt (C-Prompt), which is used to test the267

upper bound performance and simulate the ques-268

tions of users who have mastered the ability to269

ask questions of large models with complete back-270

ground information. 3. FATA questioning method271

(Question F) : Simulate the questioning of a user272

adopting FATA questioning method.All other fac-273

tors remain exactly the same. In this process, we274

only need to input B-Prompt, and the large model275

automatically generates rich profiles for evaluation.276

The following sections describe the data and model,277

dataset construction, and evaluation methodology.278

The necessary prompt words for the specific pro-279

cess are placed in the attachment at the end of the280

article.281

The generation steps all invoke the ChatGPTo4-282

mini-2025-04-16 model, which is a small model283

optimized for fast, cost-effective reasoning and suit-284

able for cost-effective use cases. Using the same285

configuration at each stage ensures that the model286

can dynamically generate content based on the in-287

put context, rather than relying on any hard-coded288

rules. To avoid information leakage, the generation289

of Supplementary questions (F1), persona profile290

and final answer were completed in an independent291

session. Evaluation was performed using ChatGPT-292

O3, isolated from the answer model.293

3.1 Dataset Construction294

Figure 2: Flowchart of Dataset Construction.

We curated 300 user cases (12 industries × 5 sce-295

narios × 5 B-Prompt variants) with deliberately in-296

complete information. Each JSON entry has fields:297

"industry": "...", "scene_core": "...", "B-Prompt": "..."298

Only B-Prompt enters generation; industry299

and scene_core guide scene identification.300

Supplementary Question list (F1) : The large301

model generates a set of supplementary question302

list (F1) by merging questions with B-Prompt and303

FATA prompt words, which is used to mine key304

information not yet provided by the user. The goal305

Figure 3: Actual Data Flow (Simplified Version).

of this stage is to answer the question, "What other 306

key information do I need to know to better answer 307

B-Prompt?" 308

User profile construction: For each question in 309

the Supplementary Question List (F1), the model 310

automatically generates a person profile including 311

the user’s basic information based on the scene in- 312

formation. The archive is equivalent to simulating 313

the complete information profile built by the user 314

on demand. 315

Question answering list (F2) : Combining the 316

user profile with the supplementary question list 317

(F1), the large model is required to answer the 318

question one by one from the perspective of the user 319

to obtain the question list answer (F2), which is 320

equivalent to the information content supplemented 321

by the user in the consultation 322

C-Prompt: The model rewrites the B-Prompt 323

into a more complete context-enhanced expert ques- 324

tion based on the user profile, incorporating key 325

information directly into the question to form the 326

question "How would the question be formulated 327

if the user with the ability to ask a large model 328

provided this context in the first place?" 329

Each output sample contains: user profile, B- 330

Prompt, F1 (supplementary question list), F2 (sup- 331

plementary answer), C-Prompt. 332

3.2 Answer Generation 333

Our core experimental process is divided into three 334

stages to simulate LLMs’ behavior under incom- 335

plete questions: 336

1. FATA Question Answer (Answer F): Takes 337

the supplementary question list (F1) and their 338

answers (F2) as context, sends a new prompt, 339
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Figure 4: Simplified diagram for specific Answer Gen-
eration stages.

and generates the personalized Answer F.340

2. B-Prompt Answer (Answer B): Generates a341

direct response to the original B-Prompt with-342

out further clarification.343

3. C-Prompt Answer (Answer C): Generates344

a response to the C-Prompt, which already345

includes full context and background details.346

These three output forms (Answer B, Answer347

F, Answer C) allow us to evaluate the impact of348

different context enrichment methods on answer349

quality.350

4 Evaluation Protocol351

Figure 5: Automated evaluation pipeline using
ChatGPT-O3.

In this section, we will introduce a fully au-352

tomated evaluation protocol that employs the353

ChatGPT-O3 model on the OpenAI website as the354

reviewer, completing the evaluation process auto-355

matically through its API calls.ChatGPT-O3 model356

on OpenAI’s website—OpenAI’s most powerful357

inference model to date, setting records in bench-358

marks across multiple dimensions: programming,359

math, science, visual perception, and more. It is 360

used to evaluate the dimensions of relevance, com- 361

pleteness, accuracy, and pertinence of the generated 362

answers. 363

The data generated for structured supplementary 364

questions are often open-ended. Human evaluation 365

results cannot be easily replicated and are evalu- 366

ated ad hoc in ways that are difficult for external 367

researchers to observe and criticize. Considering 368

the complexity of evaluating user profiles com- 369

bined with B-Promt, FATA, C-Prompt responses 370

one by one, we adopt a large model to automatically 371

evaluate the performance of selecting and contrast- 372

ing their responses. The user profile, B_answer, 373

F_answer, and C_answer are organized into a test 374

unit in JSON format, such as: 375

"persona_id": "persona-0001", "persona_information": xxx, 376

"B_answer": xxx, "F_answer": xxx, "C_answer": xxx 377

Group the characters into batches of 8 to 9 (to 378

avoid long input), and ChatGPT-O3 will rate all the 379

output based on the same rating cue words. This 380

evaluation method can not only avoid the deviation 381

of prompt words, but also greatly improve the ef- 382

ficiency, and the results can be replicated at a low 383

cost. Finally, we count the average score across 384

all scenarios to quantify the overall performance of 385

the different response forms. Scoring requirements 386

vary from field to field, but the dimensions remain 387

consistent. 388

4.1 Evaluation Considerations 389

In general, the nine dimensions can be divided into 390

three categories, from "content first, then imple- 391

mentation, and with interaction and style" under- 392

standing. 393

1 Content Relevance (bottom line): Persona re- 394

call determines whether the solution is truly based 395

on a user profile and is the basis for all subsequent 396

dimensions. High recall equals high personaliza- 397

tion and interpretability. Pertinence checks whether 398

the plan focuses on the "core pain points" that users 399

need to solve most, and avoids going off-topic or 400

answering secondary needs. Information complete- 401

ness measures the depth and breadth of coverage 402

of all user needs (primary and secondary). Only 403

after recalling enough information and focusing on 404

the core pain points can we talk about "complete" 405

and "detailed". 406

2 Implementability Related (falling forma- 407

tion): Operability tests whether the suggestions 408

can be transformed into specific actions, focusing 409
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on "landing". Accuracy & Safety guarantees that410

the operation advice given is in line with profes-411

sional common sense and not misleading. If the412

operability is strong but not safe, it will cause neg-413

ative consequences for the user. They need to be414

parallel. On the premise of ensuring operability and415

safety, brevity avoids excessive verbosity, improves416

execution efficiency, and balances the amount of417

information and reading load.418

3 Style and Interaction (experience layer):419

Empathy & Tone provides users with emotional420

support and reduces anxiety in addition to content421

and operation. When the plan is accurate and clear422

enough, tone and empathy make users more willing423

to practice it. Guide & Interactivity asks questions424

and feedback prompts to get users involved and425

turn passive acceptance into active thinking. Orga-426

nization & Legibility ensures a clear structure and427

hierarchy for quick grasp of key points.428

5 Results and Analysis429

5.1 Industry-level Radar Chart430

Figure 6: Industry-wide overall score comparison (radar
chart).

Overall score and improvement: The FATA431

method had the highest score in 8 out of 12 vertical432

categories, leading the B-Prompt by approximately433

+41.7% and the C-Prompt by approximately +2.1%434

in overall score. It is indicated that the effects of435

FATA and C-Prompt are comparable. Both are436

approximately 40% better than B-Prompt, and the437

improvement effect is very significant.438

5.2 Dimension-level Radar Chart439

Overall response quality: Overall, the response440

quality of FATA and C-Prompt is close. Both441

Figure 7: Detailed dimension-level comparison (radar
chart).

bring significant overall improvements, especially 442

in terms of pertinence, information completeness, 443

organization, and readability. Baseline issue B, 444

which is often overlooked by users in real envi- 445

ronments for key information, leads only in “sim- 446

plicity,” but sacrifices almost all core experience 447

indicators. There is a gap of about 2 to 3 points be- 448

tween it and Type B in key dimensions. C-Prompt 449

is slightly higher than FATA in terms of accuracy 450

and safety, as well as persona recall rate, with little 451

difference. FATA leads in the other seven dimen- 452

sions, but both sacrifice some simplicity. When 453

analyzing, only the final response of FATA is in- 454

cluded in the evaluation; in fact, in terms of overall 455

conciseness, FATA will be lower. 456

5.3 Ranking Flow 457

Figure 8: Kendall τ rank correlation across industries.

Industry ranking reshuffling: C-Prompt and 458

B-Prompt are in reverse order—some categories 459

rank lower than others. FATA reshuffled the rank- 460

ings so that both ends were less concentrated. This 461

shows that FATA improves the competitiveness of 462

weak industries while maintaining the advantages 463

of strong industries. This strategy aligns with the 464

economic principle of “balanced development,” im- 465

proving underperforming parts of the system while 466

6



minimizing negative impact on dominant indus-467

tries.468

5.4 Statistical Analysis469

Figure 9: Cohen’s d effect size for pairwise compar-
isons.

Figure 10: t-test results for pairwise score differences.

Statistical comparisons:470

1. B-Prompt vs FATA: A t-value of -17.831 and471

a p-value < 0.001 indicate that the difference472

between these two groups is highly significant.473

Cohen’s d = -5.147 (greater than 0.8) indicates474

a very large effect size. This shows that FATA475

substantially outperforms B-Prompt in all di-476

mensions, with an almost certain significant477

positive effect.478

2. B-Prompt vs C-Prompt: t = -11.145, p <479

0.001 indicates a significant difference. Co-480

hen’s d = -3.217 (greater than 0.8) also indi-481

cates a large effect size. This demonstrates482

that C-Prompt significantly outperforms the483

baseline B-Prompt, leading to marked perfor-484

mance gains.485

3. FATA vs C-Prompt: t = 1.512, p = 0.1586486

indicates no statistical significance (p > 0.05).487

Cohen’s d = 0.437 (small effect) shows a small488

effect size. Therefore, there is little practical489

difference between the two methods.490

5.5 Coefficient of Variation (CV) Analysis491

Stability analysis: Taking the number of “stable”492

dimensions (CV ≤ 0.10) as the condition, FATA is493

the most stable, with the lowest mean CV (approxi-494

mately ≈ 0.0803), indicating minimal overall score495

Figure 11: Standard deviation and CV comparison
across methods.

fluctuation. Nine out of ten dimensions satisfy CV 496

≤ 0.10 (90% stability). B-Prompt has a mean CV 497

of approximately ≈ 0.2009, with only one stable 498

dimension (10% stability). C-Prompt has a mean 499

CV of approximately ≈ 0.1604, with no stable di- 500

mensions (0%). FATA is highly stable in almost all 501

dimensions—especially “targeting” and “accuracy 502

& security.” Although the total scores of FATA and 503

C-Prompt are similar, FATA’s improved stability 504

and consistency suggest that the additional informa- 505

tion was effective, which likely explains its slight 506

edge in overall score. 507

6 Conclusion and Future Work 508

FATA fills an important gap in the existing spec- 509

trum of questioning strategies through the interac- 510

tion paradigm of “first ask and supplement, then an- 511

swer”. Unlike traditional supplementary-question 512

methods, FATA not only introduces a breakthrough 513

in interaction mode, but also significantly optimizes 514

the questioning strategy by generating a compre- 515

hensive list of follow-up questions in a single round 516

of dialogue. This innovation greatly enhances both 517

interaction efficiency and answer quality. Our ex- 518

perimental results demonstrate that FATA outper- 519

forms the baseline method B-Prompt across mul- 520

tiple dimensions—particularly information com- 521

pleteness, relevance, and coherence—and exhibits 522

greater stability than the context-enhanced expert 523

prompt C-Prompt. 524

Looking to the future, FATA holds exciting po- 525

tential for a wide range of practical applications. 526

By empowering non-expert users to articulate their 527

needs more clearly, it promises a higher-quality 528

interactive experience. Moreover, as related tech- 529

nologies continue to advance, we are confident that 530

integrating FATA with retrieval-augmented meth- 531

ods, tool invocation, and other state-of-the-art tech- 532

niques will further expand the scope and capabili- 533
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ties of LLMs.534

We envision several promising directions for fur-535

ther research:1. Adaptive Interaction Strategy: De-536

velop a general framework enabling the model to537

choose the optimal questioning strategy based on538

real-time feedback (e.g., when to trigger method539

B). 2.Human-Centered Alignment: Incorporate hu-540

man preferences and values into the interaction541

paradigm to ensure that the model remains bene-542

ficial, truthful, and fair throughout multi-turn con-543

versations. 3. Richer Evaluation Metrics: Expand544

dialogue-quality metrics—especially those target-545

ing the interaction process—by devising methods546

to quantify the contribution of each supplementary547

question to overall task success.548

7 Additional Prompt Variants549

1. Hybrid Strategy: Combine B-Promp’s clarifica-550

tion with C-Prompt’s expert keyword search chain.551

2. Dual-Expert Strategy: Solicit parallel inquiries552

from two domain experts. 3. Simplification Strat-553

egy: Ensure concise structure and questions with554

guiding examples. 4. Minimalist Strategy: Pose555

only essential questions when needed.556

8 Related Work557

Selective Clarification and Questioning Strat-558

egy: Early dialogue systems add questions only559

after detecting ambiguity. Kuhn et al. [Kuhn and560

et al., 2022] proposed CLAM, which uses a two-561

step discrimination–generation process to issue562

clarification questions only when a threshold is563

crossed, balancing interaction cost and accuracy.564

Subsequent works enable models to predict future565

dialogue turns [Zhang et al., 2024] or directly gen-566

erate follow-up questions [Tix and Binsted, 2024],567

reducing the number of clarification rounds. These568

methods improve accuracy on ambiguous queries569

but may still miss hard-to-detect information gaps,570

leading to incorrect answers.571

Chain Reasoning and Self-Questioning within572

the Model: Chain-of-Thought (CoT) prompts al-573

low LLMs to solve complex tasks via explicit rea-574

soning paths [Wei et al., 2022]. Improvements such575

as Self-Consistency [Wang et al., 2022] and Tree576

of Thoughts [Yao et al., 2023] enhance robustness577

by sampling multiple reasoning traces or exploring578

tree-structured solution spaces. Parallelly, Self-579

Ask [Press and et al., 2022] lets the model generate580

and answer sub-questions internally before sum-581

marizing its conclusions. These approaches rely582

on model parameters or external retrieval and lack 583

direct interaction with user background, limiting 584

personalization. 585

Reasoning–Action Coupling and Tooling En- 586

hancements: Recent frameworks enable LLMs to 587

call external APIs or environments: 588

ReAct alternates “reasoning–action” steps to 589

guide tool calls and correct hallucinations [Yao 590

and et al., 2022]. 591

Toolformer expands the tool ecosystem by learn- 592

ing when and how to insert API-call tags via self- 593

supervised labeling [Schick and et al., 2023]. 594

MRKL Systems introduce routers to distribute 595

subtasks between neural and symbolic modules, im- 596

proving composability and interpretability [Karpas 597

and et al., 2022]. 598

Planner-Executor (Plan-and-Act) first creates a 599

high-level plan, then executes subtasks to solve 600

long-chain workflows [Deng and et al., 2025]. 601

Self-Refine adds iterative “self-reflection” to fill 602

remaining information gaps [Press et al., 2023]. 603

While effective for retrieval or computation, 604

these methods assume complete input context and 605

often incur extra rounds for refinement. 606

Retrieval Enhancement and Knowledge Ex- 607

ternalization: Retrieval-Augmented Generation 608

(RAG) reduces hallucinations by retrieving ex- 609

ternal knowledge, evolving from vanilla RAG 610

to multi-index and adaptive-weighting paradigms 611

[Gao et al., 2023]. However, RAG focuses on 612

knowledge gaps and presumes queries are fully 613

specified; if user questions lack key constraints, re- 614

trieved evidence may still miss true requirements. 615

9 Reproducibility Statement 616

Models: ChatGPTo4-mini-2025-04-16 for genera- 617

tion; ChatGPT-O3 for evaluation. 618

Dataset: 300 personas (12×5×5), prompt tem- 619

plates to be open-sourced. 620

Resources: All prompts, templates, and evalua- 621

tion scripts will be released upon publication. 622

10 Limitations 623

While the First Ask Then Answer (FATA) frame- 624

work demonstrates significant improvements in in- 625

formation completeness and interaction efficiency, 626

there are several limitations to consider: 627

• Limited Scenario Coverage: While FATA 628

has shown effectiveness across 12 dialogue 629

domains, there may be additional complex 630

8



scenarios or niche areas where the supplemen-631

tary questions may not be fully exhaustive or632

aligned with expert needs. Certain highly spe-633

cialized domains may require deeper context634

or domain-specific knowledge that FATA’s cur-635

rent prompt generation mechanism may not636

fully capture.637

• User Understanding and Engagement: The638

effectiveness of FATA depends on how well639

users respond to the supplementary questions.640

In cases where users fail to provide clear or641

accurate responses, the framework’s ability642

to generate high-quality answers may be hin-643

dered. This is particularly relevant for non-644

expert users who might struggle with inter-645

preting or fully answering the supplementary646

questions, affecting the final answer quality.647

• Scalability in Complex Systems: The cur-648

rent design of FATA assumes that the sup-649

plementary questions can cover the necessary650

dimensions of a problem in a single round.651

However, in highly complex scenarios with652

numerous interrelated variables, the single-653

turn questioning strategy may lead to informa-654

tion overload or gaps in the collected data.655

• Dependence on Model Performance: The656

success of FATA is heavily dependent on the657

underlying model’s ability to generate accu-658

rate and coherent supplementary questions. In659

the presence of biases, model limitations, or660

insufficient fine-tuning, the questions gener-661

ated may not always be optimal, potentially662

reducing the overall effectiveness of the sys-663

tem.664

• Ethical and Privacy Concerns: While the665

framework avoids requesting sensitive data,666

there is still the potential for privacy concerns,667

especially in domains like healthcare or per-668

sonal finance. Ensuring that supplementary669

questions are phrased in a way that avoids in-670

advertently collecting sensitive information671

remains a critical challenge.672

• Evaluation Metrics: The evaluation process673

of FATA relies on automated models like674

ChatGPT-O3 for assessing the relevance, com-675

pleteness, and accuracy of the generated an-676

swers. While this approach is efficient, it may677

not fully capture the nuances of human evalu-678

ation or subjective user experiences. Further679

human-centered evaluation is necessary to un- 680

derstand the broader impact of FATA on user 681

satisfaction and trust. 682
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