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Abstract

Blind Image Quality Assessment (BIQA) has advanced significantly through deep
learning, but the scarcity of large-scale labeled datasets remains a challenge. While
synthetic data offers a promising solution, models trained on existing synthetic
datasets often show limited generalization ability. In this work, we make a key
observation that representations learned from synthetic datasets often exhibit a
discrete and clustered pattern that hinders regression performance: features of
high-quality images cluster around reference images, while those of low-quality
images cluster based on distortion types. Our analysis reveals that this issue
stems from the distribution of synthetic data rather than model architecture. Con-
sequently, we introduce a novel framework SynDR-IQA, which reshapes syn-
thetic data distribution to enhance BIQA generalization. Based on theoretical
derivations of sample diversity and redundancy’s impact on generalization er-
ror, SynDR-IQA employs two strategies: distribution-aware diverse content up-
sampling, which enhances visual diversity while preserving content distribution,
and density-aware redundant cluster downsampling, which balances samples by
reducing the density of densely clustered areas. Extensive experiments across
three cross-dataset settings (synthetic-to-authentic, synthetic-to-algorithmic, and
synthetic-to-synthetic) demonstrate the effectiveness of our method. The code is
available at https://github.com/Li-aobo/SynDR-IQA.

1 Introduction

Blind Image Quality Assessment (BIQA) aims to automatically and accurately evaluate image quality
without relying on reference images [1, 2l]. It plays a crucial role in enhancing user experience in
multimedia applications, improving the robustness of downstream image processing algorithms, and
guiding the optimization of image enhancement methods. However, the BIQA task is challenging
due to its complexity and high association with human perception.

In recent years, mainstream BIQA methods have greatly surpassed traditional methods due to the
powerful representational capabilities of deep learning models. However, the success of deep learning
largely relies on large-scale annotated datasets. The high cost of acquiring subjective quality labels
limits the growth of existing datasets. The availability of reference images and the controllability
of quality degradation in synthetic distortions suggest that low-cost data augmentation through
artificially synthesized data appears to be a feasible solution. In practice, training directly on existing
synthetic distortion datasets results in suboptimal quality representations with limited generalization
capabilities.

We observe a key phenomenon: models trained on synthetic data tend to produce a discrete and
clustered feature distribution. Specifically, as shown in Fig. [I] high-quality image features form
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Figure 1: (a), (b), and (c) present UMAP [3] visualizations of the same representations learned from
the synthetic distortion dataset KADID-10k [4] by the baseline model [S]]. The three visualizations
differ only in color mapping: (a) colors indicate the Mean Opinion Score (MOS) values (higher
indicates better quality); (b) colors correspond to reference images; and (c) colors denote distortion
types. Representative samples are added in (b) and (c) to illustrate the redundancy within high-quality
and low-quality clusters, respectively. More visualizations across different backbones and datasets
are provided in Appendix [A]to demonstrate the generality of this phenomenon.

distinct clusters based on reference images, while low-quality image features gather based on
distortion types. Medium-quality image features lack smooth transitions and tend to attach to
high/low-quality clusters. This discontinuous representation is detrimental to the performance of
regression tasks like BIQA [6}[7]. We believe that this phenomenon is primarily caused by two core
problems in synthetic distortion datasets:

* 1) Insufficient content diversity, which is caused by the limited reference images in
synthetic distortion datasets. This leads to the model’s tendency to overfit, hindering the
formation of a globally consistent quality representation.

* 2) Excessive redundant samples, which stem from the distorted images in synthetic
distortion datasets being uniform combinations of reference images, distortion types, and
distortion intensities. This induces the model to overly focus on these repetitive patterns
while neglecting broader information, thereby exacerbating the overfitting problem.

To understand these issues thoroughly, we theoretically derive the impact of sample diversity and
redundancy on generalization error. Based on this theoretical foundation, we design a framework
called SynDR-IQA from a novel perspective, which reshapes the synthetic data distribution to
improve the generalization ability of BIQA. Specifically, to address the issue of insufficient content
diversity, we propose a Distribution-aware Diverse Content Upsampling (DDCUp) strategy. By
sampling reference images from an unlabeled candidate reference set based on the content distribution
of existing training set to generate distorted images, we increase the diversity of visual instances,
helping the model learn consistent representations across different content. To label the newly
generated distorted images, we employ a key assumption: similar content under the same distortion
conditions should result in similar quality degradation. Based on this assumption, we generate
pseudo-labels for the newly generated images referencing given labeled data corresponding to similar
reference images in the training set, ensuring the reasonableness and consistency of the generated
pseudo-labels. To address the issue of excessive redundant samples, we design a Density-aware
Redundant Cluster Downsampling (DRCDown) strategy. It identifies high-density redundant clusters
in the training dataset and selectively removes samples from these clusters while retaining samples
from low-density regions. This mitigates the negative impact of redundant samples while alleviating
data distribution imbalance, thus helping the model learn more generalizable representations. Our
contributions can be summarized as follows:



* We observed the key phenomenon that models trained on synthetic data exhibit discrete
and clustered feature distributions, and provide an in-depth analysis of the underlying
causes. Through theoretical derivation, we demonstrate the impact of sample diversity and
redundancy on the model’s generalization error.

» From a novel perspective of reshaping synthetic data distribution, we proposed the SynDR-
IQA framework, which includes a DDCUp strategy and a DRCDown strategy, to enhance
the generalization capability of BIQA models.

 Extensive experiments across various cross-dataset settings, including synthetic-to-authentic,
synthetic-to-synthetic, and synthetic-to-algorithmic, validated the effectiveness of the
SynDR-IQA framework. Additionally, as a data-based approach, SynDR-IQA can be
integrated with existing model-based methods without adding inference costs.

2 Related Work

Deep Learning-based BIQA Methods. Deep learning has revolutionized BIQA, leading to signifi-
cant advancements in accuracy and robustness [8, 9]. Recent works have explored various innovative
approaches to address the challenges in this field. Zhu et al. [10] proposed MetalQA, employing
meta-learning to enhance generalization across diverse distortion types. Su et al. [11] introduced a
self-adaptive hyper network architecture for adaptive quality estimation in real-world scenarios. Ke
et al. [[12] developed MUSIQ, a multi-scale image quality transformer processing native resolution
images with varying sizes. Saha et al. [13] introduced Re-IQA, an unsupervised mixture-of-experts
approach that jointly learns complementary content and quality features for perceptual quality predic-
tion. Shin et al. [[14] proposed QCN, utilizing comparison transformers and score pivots for improving
cross-dataset generalization. Xu et al. [15] demonstrated the effectiveness of injecting local distortion
features into large pretrained vision transformers for IQA tasks. Despite these advancements, the
success of deep learning-based BIQA methods heavily relies on large-scale annotated datasets. The
high cost and time-consuming nature of acquiring subjective quality labels for real-world images
significantly limit the growth of existing datasets. This limitation has prompted researchers to explore
the potential of leveraging synthetic distortions to generalize to real-world distortions.

Synthetic-to-Real Generalization in BIQA. Due to the significant domain differences between
synthetic distortions and real-world distortions, models trained on synthetic distortion data often
perform poorly when facing real-world images. To bridge this gap, several studies have explored
Unsupervised Domain Adaptation (UDA) techniques. Chen et al. [16] proposed a curriculum-
style UDA approach for video quality assessment, adapting models from source to target domains
progressively. Lu et al. [17] introduced StyleAM, aligning source and target domains in the feature
style space, which is more closely associated with image quality. Li et al. [18] developed FreqAlign,
which excavates perception-oriented transferability from a frequency perspective, selecting optimal
frequency components for alignment. Most recently, Li et al. [19]] proposed DGQA, a distortion-
guided UDA framework that leverages adaptive multi-domain selection to match data distributions
between source and target domains, reducing negative transfer from outlier source domains. However,
previous work has neglected the distributional issues of synthetic distortion datasets. In this work, we
introduce a novel framework SynDR-IQA to enhance the syn-to-real generalization ability of BIQA
by reshaping the distribution of synthetic data.

3 Methodology

In this section, we introduce the SynDR-IQA framework, which aims to enhance the generalization
capability of BIQA models by reshaping the synthetic data distribution. We begin with a problem
formalization for BIQA, establishing the foundational context for our work. Then, we conduct a
theoretical analysis exploring the impact of sample diversity and redundancy on the generalization
error. Building upon this theoretical foundation, we detail the two core components of SynDR-IQA:
Distribution-aware Diverse Content Upsampling (DDCUp), which addresses the challenge of limited
diversity in synthetic datasets and Density-aware Redundant Cluster Downsampling (DRCDown),
which mitigates the issue of data redundancy.
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Figure 2: This figure shows the core concepts of two strategies in SynDR-IQA. The DDCUp strategy
(upper) selects images from candidate reference sets that are similar in distribution but diverse in
content to the training reference sets for synthesizing distorted samples. The pseudo-labels of these
samples depend on the nearest neighbors of their reference images. The DRCDown strategy (lower)
identifies high-density clusters in the training dataset and selectively removes samples from these
clusters while retaining samples from low-density regions.

3.1 Problem Formalization

BIQA aims to predict the perceptual quality of images without reference. Let X denote the space of all
possible images, and ) = [0, 1] represent the range of quality scores (for simplicity). The BIQA task
is formalized as learning a function f : X — ) that maps an input image to its quality score. The opti-
mal function f* is defined by minimizing the expected risk: f* = argminyc r E, )~p[L(f(2), y)],
where F is the hypothesis space, D is the true distribution of images and quality scores, and L is a
loss function. Since the true data distribution is inaccessible, in practice, we instead minimize the

empirical error on the training dataset D = {(z;,v;)}",: f = arg minger L 30 L(f (i), vi)-

3.2 Theoretical Analysis

The construction of synthetic distortion datasets follows a systematic process: applying predefined
distortion types at various intensity levels to a set of reference images [4]]. This generation mechanism
exhibits two key characteristics: First, low-intensity distortions produce images nearly identical to
their references, while high-intensity distortions generate images predominantly characterized by
distortion-specific patterns (representative visual examples can be found in Appendix [B). Second, the
dataset generation typically employs uniform sampling across reference images, distortion types, and
intensity levels. These two characteristics jointly lead to a fundamental issue: samples are drawn
from different local distributions rather than following identical sampling from the true distribution,
resulting in a discretely clustered structure in the distribution space.

To understand how this clustered distribution affects model generalization, we need to extend the
classical generalization error analysis to account for samples being drawn from different local
distributions rather than the true underlying distribution. To formalize this extension, we model
the synthetic dataset D = {(z;,4;)}"_, as comprising 7 clusters, where each cluster consists of
one i.i.d. sample from the true distribution D, along with its associated k; — 1 samples drawn from
the corresponding local distribution D; C D. This formal characterization leads to the following
generalization bound:



Theorem 3.1 (Generalization Bound for Clustered Synthetic Data). Let F be a hypothesis class of
functions f: X — Y, and D = {(x;,;)}_, be a dataset consisting of m. i.i.d. samples from true
distribution D, along with their respective k; — 1 redundant samples drawn from the corresponding
local distributions D; C D. With probability at least 1 — 6, for all f € F, we have:

R(f) — Remp(f)] < 2Rad(F) + \/ 20sC/0) | \/ nlos(2/0) | 2log(2/0)

8m 3m

where R(f) is the true risk, Ren,(f) is the empirical risk, Rad,, (F) is the Rademacher complex-

ity, and n = % Py ki is defined as redundancy heterogeneity which quantifies the degree of

imbalanced distribution of redundant samples.

According to Theorem [3.1] we can observe that the upper bound of the generalization error is
influenced by the Rademacher complexity Rad,,, (F), number of i.i.d. samples m (also referred to
as diverse samples), and redundancy heterogeneity 1. Excluding model-related factors (captured
by Rad,,(F)), the bound reveals that the number of distinct samples m plays a primary role in
determining the upper bound. Enhancing the sampling of diverse samples can effectively lower this
upper bound. Balancing samples to reduce redundancy heterogeneity 7 can also effectively decrease
the upper bound of the generalization error. However, indiscriminately increasing samples may
lead to an increase in redundant samples from local distributions. This, in turn, can cause higher
redundancy heterogeneity 7, thereby amplifying the third term and degrading overall generalization
performance.

These theoretical insights motivate us to reshape the sample distribution from the perspectives
of increasing content diversity (increasing m) and balancing sample density (decreasing 1) to
improve the generalization performance of BIQA.

3.3 SynDR-IQA Framework

Building upon the theoretical insights, we propose the SynDR-IQA framework as shown in Fig.
[2l which consists of two primary strategies: distribution-aware diverse content upsampling and
density-aware redundant cluster downsampling. These strategies collectively aim to reshape the
synthetic data distribution to obtain more generalizable BIQA models.

3.3.1 Distribution-aware Diverse Content Upsampling

Our DDCUp strategy aims to enrich training data by incorporating diverse visual content while
maintaining the original content distribution.

Algorithm 1 Distribution-aware Diverse Content Upsampling Strategy

Require: Training dataset D, Training reference set D,., Candidate reference set D, Feature extractor
f(-), Distance metric Dist(+)

1: Initialize D" < ()

2: DistT < {Dist(f(xl), f(z1))|xl, 2l € Dy,i # j}

3: for each z. € D, do

4:  DistC « Dist(f(x.), f(D,))

5:  if Min(DistC) > Median(DistT') and Max(DistC) < Max(DistT) then
6: DistN « Dist(f(x.), f(DIv))

7: if D¢ is () or Min(DistN) > Median(DistT') then
8: Drew ¢ prew [z}

9: end if
10:  end if
11: end for

12: D’ <~ DU GenSyn(D, D,, DI*¥, ...)
13: return Upsampled dataset D’

Algorithm [T] details the DDCUp strategy. We select additional reference images from KADIS-700k
[4] to build the candidate reference set D.. To avoid introducing excessive noise, we limit its size



to be equal to that of the training reference set. A feature extractor f(-), pre-trained on ImageNet,
is used to extract features for reference images. A distance metric, Dist(+) (cosine distance in our
implementation), is utilized to guide the selection process. Our algorithm ensures that the selected
images do not deviate excessively from the original content distribution while also being sufficiently
distinct from each other (lines 5 and 7), thereby promoting diversity and preventing redundancy. A
qualitative analysis in Appendix [D] visually demonstrates these effects.

Algorithm 2 Synthetic Data Generation

Require: Training dataset D, Training reference set D,., New reference set D]'“", Feature extractor
f(+), Distance metric Dist(-), Number of nearest neighbors &, Reference feature distance thresh-
old T, s, Distortion algorithm GenDist(-), Number of distortion types 7', Number of distortion
level L

1: Initialize Dgensyn < 0

2: for each Tpew € D} do

3 nns <+ kNN(f(x,,ew) f(D T) k, Dist) {k-Nearest Neighbors of 2, }
4:  nns < {nn | Dist(f(z, nns| ]) f(@new)) — Dist(f(2]™), f(Tnew)) < Trf,nn € nns}
5:  w < Softmax({Dist(f ( ), f(@new)) | N € nns

6. foreachteT,l € Ldo

7: a2l GenDist(Zpew, t, 1), yﬁww =D nenns wnnyﬁfnl)

8: DGenSyn <~ DG’enSyn U {( gei)n yﬁzeu)))}

9: end for

0: end for

1:

—_ =

return Generated synthetic dataset Dgensyn

After selecting diverse reference images, we generate corresponding distorted images and pseudo-
labels to augment the training dataset. Algorithm 2]details this process. For each selected reference
image, we apply the same distortion generation process used to create the training dataset. Notably, to
reduce the increase of redundant samples and prevent additional label noise, only distortion intensities
of levels 1, 3, and 5 are implemented. To generate reliable pseudo-labels for these newly distorted
images, we leverage the assumption that similar content under the same distortion conditions should
result in similar quality degradation. For each new reference image x,,¢,,, we identify its k nearest
neighbors (KNN) within the original training set’s reference images based on the feature distances.
To further enhance the reliability of the pseudo-labels, we filter these nearest neighbors, retaining
only those whose feature distance to X, is within a certain threshold 7T’y (set to 0.05) (line 4). The
pseudo-label for each distorted image of .., is then calculated as a weighted average of the labels
of its nearest neighbors’ corresponding distorted images, where the weights are determined by the
softmax of the feature distances.

3.3.2 Density-aware Redundant Cluster Downsampling

An overabundance of redundant samples can bias the model, hindering its ability to generalize
to unseen data. It also contributes to increased redundancy heterogeneity (1 in Theorem [3.1)),
further increasing the generalization error. Therefore, we propose a DRCDown strategy to mitigate
the negative impact of redundant samples and reduce 7, thereby further enhancing the model’s
generalization performance.

Algorithm 3] details the DRCDown strategy. Different from DDCUp, it obtains features before each
training round, to ensure distortion-level redundancy reduction while making efficient use of training
data. We identify pairs of similar samples based on both the distance metric Dist(+) and label distance
(L1 in our implementation) (line 3). It ensures that we remove redundancy without discarding hard
samples with tiny feature difference yet large quality difference. The distorted-feature distances
threshold Ty and the ground-truth distances threshold T} are set to 0.1, and 1 (for MOS values
in [0, 10]), respectively. By considering both feature and label similarity, we aim to specifically
target and reduce the density of high-density clusters that contribute significantly to redundancy
heterogeneity.

After identifying similar sample pairs, we employ a disjoint set union (DSU) data structure to group
these pairs into clusters (line 7). For each cluster whose size is greater than 27, we randomly
downsample it to max(| N, /2|, T, ) samples, where N,, is the original cluster size (line 10). This



Algorithm 3 Density-aware Redundant Cluster Downsampling Strategy

Require: Training dataset D, Feature extractor f(-), Distance metric Dist(-), Distorted-feature
distances threshold T'y¢, Ground-truth distances threshold T}, Threshold for minimum union size
T
Initialize Dyyppy < 0, SimPairs <
for each (z;,v;), (z;,y;) € D do

ifDlSt(f(IZ), f(fﬂj)) < Tdf and |yz — yj‘ < Tg then

SimPairs < SimPairs U {(z;,z;)}

end if
end for
Unions <— DSU(SimPairs) {Union disjoint sets of similar pairs}
for each v € Unions do
9:  if Length(u)/2 > T, then
10: u < {randomly select Max(|Length(u)/2], T, )samples among union}
11:  endif
12: Daown < Ddown Uu
13: end for
14: return Downsampled dataset D go.n

PRI AL

threshold T, prevents excessive downsampling, ensuring that the downsampled dataset retains
sufficient information for effective training. By selectively removing samples from over-represented
regions, the DRCDown strategy effectively reduces redundancy and promotes a more balanced data
distribution, directly addressing the issue of high redundancy heterogeneity and thereby contributing
to improved generalization performance. This reduction in 7 helps to lower the generalization error
bound as established in Theorem [3.1] leading to a more robust and generalizable IQA model.

4 Experiments

4.1 Experimental Setups

Datasets and Protocols. We conduct experiments on eight IQA datasets: four synthetic distortion
datasets LIVE [20], CSIQ [21], TID2013 [22], KADID-10k [4]], three authentic distortion datasets
LIVEC [23], KonlQ-10k [24], BID [235]], and the dataset PIPAL [26] with both synthetic and algo-
rithmic distortions. Model performance is assessed using Spearman’s Rank Correlation Coefficient
(SRCC) and Pearson’s Linear Correlation Coefficient (PLCC). Both coefficients range from -1 to 1,
with values closer to 1 indicating better performance.

Implementation Details. In our experiments, we use the same model architecture (ResNet-50 [3])
and loss function (L1Loss) as DGQA [19]]. For synthetic-to-authentic and synthetic-to-algorithmic
settings, models are trained using distortion types selected by DGQA, while for the synthetic-to-
synthetic setting, all distortion types are used. Following standard IQA protocols [27, 28], we
employed an 80/20 split by reference images for intra-dataset experiments, repeated ten times with
median SRCC/PLCC reported. For cross-database experiments, models are trained on KADID-10k
and tested on other datasets. During training, one 224 x 224 patch is randomly sampled from each
image, with random horizontal flipping applied for data augmentation. The mini-batch size is set to
32, with a learning rate of 2 x 10~°. The Adam optimizer, with a weight decay of 5 x 10™%, is used
to optimize the model for 24 epochs. During testing, the predictions from five patches per image are
averaged for the final output. All experiments are implemented in PyTorch and on a server equipped
with a 2.10GHz Intel Xeon(R) CPU E5-2620 v4 processor and four NVIDIA GTX 1080 Ti GPUs.

4.2 Performance Evaluation

Performance on the Synthetic-to-Authentic Setting. We first evaluate the generalization capability
of SynDR-IQA when transferring from synthetic to authentic distortions. The results of the com-
parison between SynDR-IQA and state-of-the-art methods are summarized in Table[I] SynDR-IQA
achieves leading performance across all three authentic datasets, with only slight underperformance
against FreqAlign (KADID-10k—KonlQ-10k, SRCC) and Q-Align (KADID-10k—LIVEC, PLCC).
Compared to the next best method, DGQA, our method improves the average SRCC and PLCC



Table 1: Performance comparison on the synthetic-to-authentic setting (KADID-10k—LIVEC,

KonlQ-10k, and BID).

Methods LIVEC KonlQ-10k BID Average
SRCC PLCC | SRCC PLCC | SRCC PLCC | SRCC PLCC
RankIQA [29] 0491 0.495 | 0.603 0.551 | 0.510 0.367 | 0.535 0.471
DBCNN [30] 0.572  0.589 | 0.639 0.618 | 0.620 0.609 | 0.613  0.606
HyperIQA [11] | 0.490 0.487 | 0.545 0.556 | 0379 0.282 | 0472 0.442
MUSIQ [12] 0.517 0524 | 0554 0.573 | 0.575 0.600 | 0.549 0.566
VCRNet [31]] 0.561 0.548 | 0.517 0.525 | 0.542 0.545 | 0.540 0.540
KGANet [32] 0.575 - 0.528 - - - - -
CLIPIQA+ [33] | 0.512 0.543 | 0.511 0.515 | 0474 0.442 | 0499 0.500
Q-Align [34] 0.702  0.744 | 0.668 0.665 - - - -
DANN [33] 0499 0.484 | 0.638 0.636 | 0.586 0.510 | 0.574 0.543
UCDA [16]] 0.382 0358 | 0.496 0.501 | 0348 0.391 | 0.408 0417
RankDA [36] 0.451 0455 | 0.638 0.623 | 0.535 0.582 | 0.542 0.553
StyleAM [17]] 0.584 0.561 | 0.700 0.673 | 0.637 0.567 | 0.640 0.600
FreqAlign [18]] 0.618 0.588 | 0.748 0.721 | 0.674 0.708 | 0.680 0.673
DGQA [19] 0.696 0.690 | 0.681 0.687 | 0.770 0.753 | 0.716  0.710
SynDR-IQA 0.713 0.714 | 0.727 0.735 | 0.788 0.764 | 0.743  0.737
Table 2: Performance comparison on the setting of synthetic-to-algorithmic (KADID-

10k—algorithmic distortions on PIPAL).

- : DGQA SynDR-IQA
Distortion Type SRCC PLCC SRCC Y PLCC
Traditional SR 0.4897 0.4567 | 0.5247 ;350 0.4808, 5 419
PSNR-originated SR 0.5419  0.5404 | 0.5845,, 56 0.5680_5 76
SR with kernel mismatch | 0.5810 0.5956 | 0.6263, 4530 0.6342. 3 g5
GAN-based SR 0.1629  0.1353 | 0.1998_ 5609, 0.1629_5 765
Denoising 0.5393  0.5279 | 0.5749 556 0.5552 5 739
SR and Denoising Joint | 0.5588 0.5193 | 0.5557_¢319 0.5023_1 70%
Average 04789 0.4625 | 0.5110 3019 0.4839 5 149

across the three datasets by 2.7% and 2.7%, respectively. The significant improvement demonstrates
the superior syn-to-real generalization capability of SynDR-IQA.

Performance on the Synthetic-to-Algorithmic Setting. We further evaluate SynDR-IQA on the
synthetic-to-algorithmic setting. Table [2]compares our method with DGQA across different types of
algorithmic distortions. SynDR-IQA consistently improves over DGQA for most distortion types.
Notably, it outperforms over 4% SRCC for PSNR-originated SR and SR with kernel mismatch.
A slight decrease is observed only for SR and Denoising Joint. Overall, these results indicates
that SynDR-IQA effectively generalizes to algorithmic distortions, demonstrating its robustness in
handling complex and unseen distortion types.

Performance on the Synthetic-to-Synthetic Setting. We also evaluate SynDR-IQA on the synthetic-
to-synthetic setting. SRCC results are summarized in Table [3] SynDR-IQA shows superior per-
formance over the baseline in both in-dataset and cross-dataset evaluations. On KADID-10k, our
method achieves an SRCC of 0.8922, indicating better fitting to the training data. In cross-dataset
testing, SynDR-IQA maintains higher performance, demonstrating enhanced generalization to other
synthetic distortion datasets. These results confirm that our approach enables the model to learn more
robust and generalized feature representations.

4.3 Ablation Study

To understand the contributions of each component in SynDR-IQA, we perform ablation experiments
on the synthetic-to-authentic setting (SRCC reported in Table[d). Here, CD refers to adding the full
candidate dataset during training, CD+SEL denotes DDCUp, and DOWN signifies DRCDown.



Table 3: Performance comparison on the synthetic-to-synthetic setting (single database evaluation on
KADID-10k, KADID-10k—LIVE, CSIQ, and TID2013).

Methods KADID-10k LIVE CSIQ TID2013
SRCC PLCC | SRCC PLCC | SRCC PLCC | SRCC PLCC

Baseline 0.8528 0.8526 | 0.9173 0.8988 | 0.7965 0.8017 | 0.7077 0.7220

SynDR-IQA | 0.8922 0.8974 | 0.9258 0.9014 | 0.8069 0.8092 | 0.7147 0.7328
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Figure 3: UMAP visualization of features extracted from LIVEC using the same model under four
different training processes: (a) trained directly on LIVEC, (b) trained directly on KADID-10k), (c)
trained on KADID-10k based on DGQA, and (d) trained on KADID-10k based on SynDR-IQA.

Effect of Candidate Dataset. Comparing a) and b), performance on KonlQ-10k improves, but
slightly decreases on LIVEC and BID. This suggests that indiscriminately increasing data to enrich
content diversity is not necessarily beneficial, as this may also include samples with significant
distributional differences from the training dataset and new redundant samples, thereby hindering
model generalization.

Effect of DDCUp. Comparing a), b), and e), DDCUp significantly improves performance. By
selectively increasing diversity while maintaining data distribution, DDCUp effectively balances
content diversity and distribution consistency, leading to better generalization across different datasets.

Effect of DRCDown. Comparing a) and c), implementing DRCDown alone already shows a
consistent improvement over the baseline. This indicates that controlling sample density addresses
data redundancy and imbalance, yielding more precise and generalizable feature representations.

The combination of all components (SynDR-IQA) yields the best overall performance, achieving a
2.71% average SRCC improvement over the baseline. These results demonstrate that each proposed
component in SynDR-IQA contributes to a more robust and generalized model.

4.4 Visualization Analysis

We implement the same model under four different training processes: (a) directly on LIVEC, (b)
directly on KADID-10k, (c) on KADID-10k based on DGQA, and (d) on KADID-10k based on
SynDR-IQA. We then extract features from LIVEC using these models for UMAP visualization, as
shown in Fig. [3] The visualization clearly shows that representations from the model trained directly
on KADID-10k form distinct and scattered clusters, indicating poor generalization to authentic
distortions. The representations obtained from DGQA show some improvement but remain relatively
dispersed. In contrast, SynDR-IQA produces continuous and smooth feature patterns that are
much closer to those obtained from the model trained directly on LIVEC. This visually validates
SynDR-IQA’s effectiveness in bridging the synthetic-to-authentic domain gap.

5 Conclusion

In this work, we aim to address the critical challenge of limited generalization ability in BIQA models
trained on synthetic datasets. Our investigation reveals a key pattern: representations learned from
synthetic datasets tend to form discrete and clustered distributions, with high-quality image features



Table 4: Ablation study of SynDR-IQA components on the synthetic-to-authentic setting. The
symbols v'and indicate the inclusion of a component.

Index | CD SEL DOWN | LIVEC KonlQ-10k  BID Average
a) 0.6958 0.6810 0.7696 | 0.7155
b) v 0.6901 0.7105 0.7677 | 0.7228
c) v 0.6962 0.6887 0.7793 | 0.7214
d) v v 0.7095 0.7107 0.7775 | 0.7326
e) v v 0.7219 0.7119 0.7822 | 0.7387
f) v v v 0.7127 0.7268 0.7884 | 0.7426

clustering around reference images and low-quality features clustering based on distortion types,
which significantly hinders generalization to authentic or unseen distortions. Motivated by this, we
theoretically analyze the impact of sample diversity and redundancy on generalization error. Our
theoretical insights underpin SynDR-IQA, a novel framework designed to reshape synthetic data
distributions to improve BIQA model generalization. SynDR-IQA employs two key strategies: 1)
DDCUp, which enhances content diversity while preserving the content distribution of the training
dataset; 2) DRCDown, which optimizes sample distribution by reducing the density of dense clusters.
Comprehensive experiments across three cross-dataset settings consistently demonstrate that models
trained with our SynDR-IQA framework achieve improved generalization ability.
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Figure 4: UMAP [3] visualizations of features learned by VGG-16 [37]] and Swin-T [38] on
KADID-10k [4]. Both show discrete clustering patterns on synthetic distortion data.

A UMAP Visualizations across Different Backbones and Datasets

To further verify the generality of the phenomenon observed in Fig. [Tland discussed in the Introduction,
we visualize the feature distributions learned on different backbones and datasets. Fig. [}{6] present
the UMAP [3] projections of the learned features under various experimental conditions.

Fig. |§|illustrates the results of VGG-16 [37] and Swin Transformer Tiny (Swin-T) [38]] trained on
KADID-10k [4]. Both models exhibit discrete and clustered feature structures on synthetic distortions:
high-quality samples cluster by reference images, and low-quality samples cluster by distortion types.
Fig. |§| shows a similar pattern for ResNet-50 [5]] trained on TID2013 [22]], confirming that this
phenomenon is consistent across synthetic datasets. In contrast, Fig. [f] presents the UMAP results
of ResNet-50 [5]] trained on authentic IQA datasets (LIVEC [23]], BID [25]], and KonIQ-10k [24]),
where features are more continuous and smoothly distributed.

These differences stem from the data distribution itself. Synthetic distortion datasets, constrained
by limited content diversity and redundant distortion combinations, tend to drive models toward
over-clustered and discontinuous feature spaces. Authentic datasets possess a more balanced and
inherently diverse distribution, enabling models to learn more continuous, semantically coherent, and
generalizable representations.

B Visual Examples of KADID-10k

To further illustrate the distributional characteristics discussed in the main text, we present several
representative visual examples from the KADID-10k dataset [4].

Fig. [7]shows part of the low-distortion images, all derived from the same reference image (I01.png).
These images exhibit extremely high visual similarity and are almost indistinguishable from their
original reference. This suggests that low-intensity distortions have minimal impact on the visual
appearance of the images, leading to a high degree of redundancy among samples.
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Figure 5: UMAP [3] visualization of ResNet-50 [35] trained on TID2013 [22], demonstrating
consistent clustering trends across synthetic datasets.
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Figure 6: UMAP [3] visualizations of ResNet-50 [3]] trained on authentic datasets (LIVEC [23]],
BID [25]], and KonIQ-10k [24]). Features are more continuous and well-distributed, reflecting a more
balanced and diverse data structure.

Fig. [ presents part of the high-distortion images from KADID-10k. The images are dominated by
strong and repetitive distortion-specific patterns. It can be observed that examples with the same
distortion type show nearly identical artifact structures, and in some cases, even different distortion
types may result in similar overall visual patterns. These patterns reveal the strong clustering effect
caused by the synthetic distortion process.

These examples visually reinforce the observations discussed in the main text: low-distortion samples
are visually redundant, while high-distortion samples often share highly similar, distortion-dependent
artifacts. This further demonstrates the discrete and clustered characteristics of the data distribution
in synthetic distortion datasets.

C The Proof of Theorem [3.1]

Proof. The key challenge in analyzing clustered data is that samples violate the i.i.d. assumption
fundamental to standard generalization theory. To address this challenge, We begin by applying the
triangle inequality to separate the generalization error into two components:

‘R(f) - Remp(f)l < |R(f) - Rm—iid(f)l + |Rm-iid(f> - Remp(f”a (2)

where Ry,.i4(f) represents the empirical risk based on m i.i.d. samples drawn from the true distribu-
tion D. We now bound each term. This decomposition isolates: 1) The standard i.i.d. generalization
error |R(f) — Rm-iia(f)|. 2) The clustering bias | Rim-iia (f) — Remp(f)]-

We analyze each component separately and then combine the results.
Step 1. Bounding Standard i.i.d. Generalization Error.

We define the supremum of the absolute difference between the true risk R(f) and the empirical risk
based on m i.i.d. samples Ry, iia(f):
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Figure 7: Part of low-distortion images in the KADID-10k dataset [38]] using I01.png as reference.
These images exhibit extremely high visual similarity.
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Figure 8: Part of high-distortion images in the KADID-10k dataset [38]. The same distortions
exhibit very consistent patterns, and even different distortions may present very similar patterns.
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®(X) = sup |R(f) — Rmia(f)]| -
feF

By applying McDiarmid’s inequality, with probability at least 1 — §/2:

B(X) < E[B(X)] + 21%(2/5)

Then, we upper bound the expectation using Rademacher complexity. Therefore, with probability at
least 1 — §/2:

E[®(X)] <2 Radm (F),

where Rad,,, (F) is the empirical Rademacher complexity based on m i.i.d samples.

Step 2: Bounding the Clustering Bias We partition the dataset into m cluster centers
{z1,z9,..., 2y}, each sampled independently from local distributions D; C D. For simplic-
ity, we assume that the m i.i.d. cluster center samples are noise-free, i.e. for each x;, the label is
given by E[Y;].

For each center x;, we generate k; samples {(x;1, yi1), (Zi2, ¥i2), - - -, (Tik;, Yik; )} from its local
distribution D;, we define a random variable Y; as the average loss over this cluster:

ki

Z:klz yz]

Since ) = [0, 1] and the loss function #(-) is L1, we have I(f(x;j), v:;) € [0, 1] and can upper bound
the variance of Y;:

1
Var(Y;) < ——.
ar( )_41%

Due to the high correlation between samples within clusters, the inter-cluster error approximates
Remp(f). At this point, applying Bernstein’s inequality with the variance bound above, with proba-
bility at least 1 — §/2,

| Rom-iia(f) — Remp( i Y; - E[Y; nlog(2/0) " 21log(2/0) 3

1
m 8m 3m
where ) = L 37" L

Step 3. Combining Terms.

Applying the union bound to the two components, with probability at least 1 — 4,

|R(f) — Remp(f)] < 2Rad, (F) + ¢ 210%512/5) N ¢ nlog(2/0) | 2log(2/8)

8m 3m

O

D Qualitative Analysis for Algorithm 1|

To intuitively demonstrate the effect of Algorithm [I] we extracted features from the upsampled
reference image set using an ImageNet-pretrained network (i.e., the feature extractor f() used in
Algorithm(T) and performed a UMAP visualization, as shown in Fig. [0]

From the overall distribution, it can be observed that the newly added reference samples are mainly
distributed in the boundary zones or gap regions among the original training reference samples. This
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Figure 9: UMAP visualization of the reference image set after content upsampling by Algorithm
with features extracted via the ImageNet-pretrained network f(). Red dots denote the original
training reference samples, while blue dots denote the newly selected samples produced by Algorithm
[I] The left and right panels display image examples corresponding to two local regions.

indicates that Algorithm [T]effectively expands the coverage of the sample space without disrupting
the original data distribution, thereby producing a more diverse and balanced reference set.

The two local regions on the left and right sides of Fig. [0 further illustrate that the newly added samples
exhibit reasonable differences from the original ones in terms of content and visual characteristics.
This demonstrates that Algorithm [I] successfully increases content diversity while maintaining
distributional consistency and avoiding the introduction of redundant samples.

E Hyperparameter Ablation Analysis

To comprehensively evaluate the effect of key hyperparameters in our proposed framework, we
perform a series of ablation experiments under the synthetic-to-authentic setting (KADID-10k —
LIVEC, KonlQ-10k, and BID).

Hyperparameter Analysis for DDCUp. The DDCUp involves two key parameters, as defined in
Algorithm 2} the number of nearest neighbors k, which determines the diversity of pseudo-label
references, and 7). y, which controls the feature similarity threshold for selecting reliable neighbors. As
shown in TableE[ when k is too small, the pseudo-labels become unstable due to insufficient neighbor
information, while when £ is too large, unreliable neighbors introduce noise and slightly degrade
performance. Similarly, relaxing 7.y from 0.05 to 0.1 causes a small drop in performance because
less reliable neighbors are included. The best results are obtained when k = 5 and T'.y = 0.05, which
strike a good balance between diversity and reliability.

Table 5: Ablation analysis of k£ and 7;.; in DDCUp.

SRCC k T.; | LIVEC KonlQ-10k BID
Ours 5 0.05 | 0.713 0.727 0.788
1 1 - 0.703 0.710 0.782

2 3 0.05 | 0.704 0.710 0.783
3 5 0.1 0.704 0.713 0.779
4 10 0.1 0.712 0.723 0.776
5 ALL - 0.708 0.723 0.789

Hyperparameter Analysis for DRCDown. The DRCDown contains three key parameters, as
described in Algorithm@ the quality score threshold T, the feature difference threshold Tgy, and
the minimum retained sample number 7,,. As shown in Table |§|, T, and Ty jointly control the
redundancy detection process. If either Ty or Ty is too large, the model prunes similar samples
too aggressively and may mistakenly remove diverse examples. Conversely, if T or Ty is too
small, redundant samples are not detected effectively. The best results are obtained with Ty, = 1

17



and Ty = 0.1, which yield the best performances by balancing effective redundancy reduction with
sample diversity preservation.

Table 6: Ablation analysis of T;; and Ty in DRCDown.

SRCC | T, Ty | LIVEC KonlQ-10k BID
Ours 1 0.1 0.713 0.727 0.788
05 0.1 0.700 0.703 0.792
1.5 0.1 0.702 0.698 0.796

1 0.05]| 0.709 0.716 0.792

1 015 ]| 0.709 0.715 0.790
0.5 0.05 | 0.701 0.695 0.789
1.5 0.15 | 0.710 0.704 0.792

NN B W=

Table[/|reports the results under various T, values. A smaller T}, results in excessive downsampling,
losing critical information, while a larger T, retains substantial redundancy and diminishes the benefit
of DRCDown. The model performs best with 7;, = 20, where redundant clusters are sufficiently
compact while maintaining adequate representation diversity.

Table 7: Ablation analysis of T}, in DRCDown.

SRCC | T,, | LIVEC KonlQ-10k BID
Ours | 20 | 0.713 0.727 0.788
1 10 | 0.703 0.709 0.777

2 30 | 0.701 0.694 0.791

From these results, we observe that the DRCDown module also demonstrates stable performance
across a reasonable range of parameter values. Our final configurations (T = 1, Ty = 0.1, T, = 20)
consistently yield the best trade-off between redundancy suppression and dataset representativeness.

F Model Architecture and Pretraining Ablation

To thoroughly validate the generality and robustness of SynDR-IQA, we conduct ablation studies from
two complementary perspectives: (1) the influence of different backbone architectures; and (2) the
effect of distinct pretraining strategies, namely ImageNet and CLIP. These experiments collectively
aim to assess whether SynDR-IQA’s effectiveness depends on specific model architectures or feature
initialization schemes.

F.1 TImpact of Backbone Architectures

To examine architecture generality, we evaluate SynDR-IQA with two representative
transformer-based backbones: Vision Transformer (ViT-B/16) [39] and Swin Transformer Tiny
(Swin-T) [38]]. Both backbones follow the same training protocol as in our main experiments. The
baseline corresponds to the DQGA.

As shown in Table[8] SynDR-IQA consistently improves the baseline performance across all authentic
datasets, achieving an average SRCC gain of 7.2% with the Swin-T and 2.0% with ViT-B/16.
These results indicate that SynDR-IQA effectively generalizes across diverse network architectures,
confirming the robustness and versatility of our framework.

Table 8: Performance comparison between the baseline and SynDR-IQA using different
ImageNet-pretrained backbones under the synthetic-to-authentic setting (SRCC only).

Backbone | Method LIVEC KonlQ-10k BID | Average

Swin-T Baseline 0.620 0.600 0.729 | 0.649
SynDR-IQA | 0.670 0.719 0.777 | 0.721

ViT-B/16 Baseline 0.714 0.694 0.740 | 0.716
SynDR-IQA | 0.729 0.717 0.761 | 0.736
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F.2 Impact of Pretraining Strategies

Beyond architectural variations, we further investigate the impact of different pretraining strategies
on model performance. Specifically, we compare ImageNet pretraining with CLIP pretraining
[40], which demonstrates strong semantic-level feature learning through large-scale vision-language
pretraining.

We first explore whether replacing the backbone entirely with a CLIP-pretrained model can im-
prove performance. Table [9]compares the CLIP-pretrained ViT-B/16 with the ImageNet-pretrained
ViT-B/16 as the backbone, under identical architectural and training configurations.

Table 9: Comparison of ImageNet and CLIP pretraining when used as the backbone (SRCC only).

Backbone Method LIVEC KonlQ-10k BID | Average
. Baseline 0.714 0.694 0.740 | 0.716
VIT-B/16 (ImageNet) | oo \hR1QA | 0729 0717 0761 | 0.736
Baseline 0.653 0.683 0.706 | 0.681

ViT-B/16 (CLIP)

SynDR-IQA | 0.692 0.744 0.766 | 0.734

As shown in Table[9] replacing the backbone with CLIP does not yield a clear performance advantage
over ImageNet pretraining. We attribute this to CLIP’s multimodal pretraining objective, which
emphasizes high-level semantic alignment between vision and language modalities at the expense of
low-level visual details that are crucial for perceptual quality assessment tasks.

However, inspired by CLIP’s superior semantic understanding capabilities, we further explore a
more refined strategy: employing CLIP solely in the DDCUp module (as f(-)), while retaining the
ImageNet-pretrained ViT-B/16 as the primary IQA backbone. This design takes advantage of CLIP’s
superior semantic understanding in handling diverse content, while retaining the low-level visual
representations in the main network necessary for accurate quality prediction.

Table 10: Performance comparison when using different encoders in the DDCUp module. The main
IQA backbone remains ViT-B/16 (ImageNet-pretrained) (SRCC only).

DDCUp Encoder LIVEC KonlQ-10k BID | Average
ViT-B/16 (ImageNet) | 0.729 0.717 0.761 0.736
ViT-B/16 (CLIP) 0.739 0.751 0.778 0.756

As shown in Table[I0] selectively integrating CLIP within the DDCUp module leads to substantial
performance improvements, achieving new state-of-the-art results across all test datasets. We believe
these gains stem from CLIP’s enhanced semantic understanding, which enables more accurate
content-aware reference selection during the upsampling process and further enhances the overall
training effectiveness of the model.

G Qualitative Results

To qualitatively demonstrate the effectiveness of our method, we showcase several representative
examples from LIVEC in Fig.[I0] The examples span diverse scenarios with various quality scores,
distortions, scenes, and content. Notably, our model, trained solely on the synthetic distortion dataset
KADID-10k, generates predictions that align well with human-annotated ground truth scores on
these real-world images, validating the effective synthetic-to-real generalization capability of our
approach. Furthermore, compared to the state-of-the-art method CLIP-IQA [33]], our approach shows
significantly better alignment with human perception.

H Limitations

While SynDR-IQA demonstrates significant improvements in synthetic-to-algorithmic generalization
scenarios, there are still notable performance gaps with practical availability. We think the primary
challenge stems from the fundamental difference between existing synthetic distortion patterns
and algorithmic distortion characteristics. Current synthetic distortion datasets primarily focus on
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Figure 10: Qualitative results of SynDR-IQA on LIVEC. For each image, the top number repre-
sents the human-annotated ground-truth score, normalized to the range [0, 10]; the middle number
represents our model’s predicted quality score; and the bottom number represents the quality score
predicted by CLIP-IQA [33]]. The ground-truth scores of these images progressively increase from
left to right and from top to bottom.

traditional degradation types (e.g., blur, noise, compression), which differ significantly from the
complex patterns introduced by modern image processing algorithms, especially those involving deep
learning-based methods.

This limitation highlights the need for synthetic distortion generation methods that can produce
synthetic distortions with algorithmic distortion and other complex characteristics while maintaining
controllable image quality degradation. We believe addressing this limitation through future research
will be crucial for further improving the generalization capability of BIQA models across different
distortion scenarios.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we have elaborated on the starting point and
research direction of the paper, and summarized the contributions of the paper in detail.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have explained the limitations of our method and future improvement
directions in Appendix [H]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: In Section[3.2]and Appendix[C] we elaborated on the motivation and theoretical
derivation of our method, with a complete proof process in place.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided detailed descriptions of the methods in Section [3.3] and
experimental setup in Section[d.1]to ensure that our experiment can be reproduced.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

22



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is available at https://github.com/Li-aobo/SynDR-IQA.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Section [3.3] and Section .1 we have clearly shown our experimental
settings, including hyperparameters, model settings, training settings, evaluation settings,
etc.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We took the median of the results of ten independent repeated experiments,
but did not provide a detailed analysis and discussion of their variance.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Section[d.T] we provide sufficient information on the computer resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We guarantee that the research conducted in the paper complies with NeurIPS
Code of Ethics in all aspects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of the assets used in the paper, such as code,
data, and models, have been appropriately recognized, and the licenses and terms of use
have been clearly mentioned and properly respected.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

25



13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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