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Abstract
Predicting the outcome of chemical reactions us-
ing machine learning (ML) approaches can sig-
nificantly enhance research in chemistry and ma-
terials science. The synthesis of polymers, for
instance, depends heavily on reaction conditions
such as temperature and solvent, making it chal-
lenging to predict products with only monomer in-
formation. In this work, we address this challenge
by compiling the first comprehensive copolymer-
ization dataset, including reaction conditions, con-
sisting of 1138 reactions involving 347 unique
monomers. We employed vision language models
(VLMs) to extract data from 361 scientific articles,
overcoming the limitations of traditional visual
document understanding tools. In addition, we
developed a novel data-driven filtering approach
to further improve performance. Using this data,
we built the first predictive models for copoly-
mer reactivity that can predict whether a given
reaction system favors homopolymerization. Our
work showcases how advances in machine learn-
ing, in particular Large Language Models (LLMs),
make it possible to address complex problems by
creating bespoke datasets in a very flexible and
scalable fashion.

1. Introduction
Modeling and predicting chemical reactions using machine-
learning approaches can greatly accelerate chemistry and
material science research. For instance, machine learning
(ML) algorithms could optimize reaction conditions or pro-
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vide reactants for a desired product by learning from histor-
ical data or even “failed” reactions (Moosavi et al., 2019;
Raccuglia et al., 2016; Shields et al., 2021). While some
success has been achieved in modeling the outcome of chem-
ical reactions based on only the reactants (Coley et al., 2019;
Schwaller et al., 2019; Segler et al., 2018), the success of
chemical reactions often depends on the choice of the right
reaction conditions, such as temperature or solvent (Gao
et al., 2018; Jorner et al., 2021). This applies especially to
polymer science, as one pair of monomers could react (or
not) in a practically infinite number of ways. For instance,
the same monomers can form chains of different lengths or
chains with different patterns of monomer linkages (random,
blocks, etc.). To describe the behavior of copolymerization
reactions, reaction parameters such as r-values and Q,e-
values have been developed. For instance, in the framework
of r values, there is one value per polymer for a given re-
action, and knowledge of the r values lets one determine
the resulting polymer architecture (e.g., r1 = r2 = 1 de-
scribes ideal statistical copolymerization) (Cowie & Arrighi,
2007). Importantly, those reaction parameters do not only
depend on the reactants but crucially on the choice of reac-
tion conditions (Lewis et al., 1948). Therefore, performing
a practically useful prediction of polymerization requires
a data set that includes not only reactants and products but
also reaction conditions. Such a dataset currently does not
exist and is also difficult to obtain, as the information is
spread across tables and text in dated papers, for which
often only scans are available Figure 5.

In this work, we compile the first comprehensive copoly-
merization dataset by extracting data using vision language
models (VLMs) and use it to build a model that can predict
limiting cases of copolymerization reactions.

Concretely, our main contributions are:

• A novel machine-learning-ready dataset of copoly-
merization reactions of 1138 reactions, spanning 347
unique monomers along with information about reac-
tion conditions.

• A detailed analysis of the performance of various ex-
traction pipelines, spanning ML-based visual docu-
ment understanding (VDU)-tools as well as multi-
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modal LLMs.

• A model-based filtering approach to increase the preci-
sion of the extraction pipeline from 77% to 94%.

• A machine learning model to important limiting cases
of copolymerization behavior based on information on
reactants and reaction conditions.

Overall, our work will enable the systematic tuning of
copolymerization conditions to tailor polymers to desired
chain compositions and lengths.

2. Related work
Structured data extraction using language models
Structured data extraction in chemical and materials sci-
ence has a long history. For a long time, hard-coded extrac-
tion rules such as regular expressions have been performed,
which have limited the applicability and transferability of
bespoke extraction pipelines (Hawizy et al., 2011; Swain &
Cole, 2016). With the recent advances in generally applica-
ble LLMs, success has been achieved by simply prompting
(Jablonka et al., 2023; Patiny & Godin, 2023; Polak & Mor-
gan, 2024) or fine-tuning those general-purpose models for
scientific data extraction (Ai et al., 2024; Dagdelen et al.,
2024).

Modeling of copolymerization reactions While there
has been some advance in modeling reactivity ratios using
techniques such as density functional theory (DFT) (Dossi
& Moscatelli, 2012; Filley et al., 2002), those techniques
are still too expensive and typically bespoke for particular
systems to be useful for routine optimization of reaction
conditions. While there have been initial attempts in utiliz-
ing ML to predict reactivity ratios, those only have limited
applicability as they fail to model the impact of reaction
conditions (Farajzadehahary et al., 2023; Fazakas-Anca et
al., 2021; Nguyen & Bavarian, 2023).

3. Results and discussion
3.1. Structured data extraction pipeline

VDU followed by LLMs The most common way to utilize
PDF documents in a language modeling framework is to
convert them into structured text data using visual document
understanding techniques, which can also include Optical
Character Recognition (OCR). For instance, one can convert
the PDF into a machine-readable format using a ML-based
VDU tool like Nougat (Blecher et al., 2023) or Marker
(Paruchuri, 2023) and extract the data by using a general-
purpose LLMs like GPT-3.5 Turbo. However, these VDU-
tools tend to struggle to convert complex structures like
tables and cannot utilize data in plots. Therefore, such

information might be lost before the LLMs could extract
the data.

This is also what we observe in our experiments, where
Figure 2 shows that the pipelines that leverage VDU tools
typically show only low, not practically useful, precision.
The manual analysis of the errors revealed that those VDU
tools have a high error rate in converting tables. We ob-
serve with the Nougat tool that only 45% of the tables are
converted, of which 44% are converted correctly. As a re-
sult, only 20% of the tables in the articles are available and
correct for data extraction. This presents a performance
bottleneck for our application since most of the relevant
data is reported in tables.

For this reason, we also explored other approaches such as
“Assistants” (i.e., tool-augmented LLMs). While the GPT-
4 Assistant tool can utilize various possible input formats,
including PDF, which seems like a very convenient solution,
it has limited applicability in a scientific setting as one has
no insight into how the files get processed. In addition, the
very high cost of GPT-4 Assistant even further limits its
applicability for a high-throughput data-extraction setting.

Vision-language models A common pattern for improv-
ing ML systems is to use end-to-end learning, which avoids
intermediate processing steps but instead models the entire
problem end-to-end. In our case, models that can process
images beside the text, so-called VLMs, can be used to avoid
the conversion steps (such as VDU) in between. The most
performant VLMs are GPT-4 Vision, GPT-4o, and Claude 3
Opus (Center for Research on Foundation Models, 2024).
To use any of them, PDFs need to be converted into images,
for which one can choose different target resolutions. In
our experiments, this image resolution seems to be the lim-
iting factor for data extraction with VLMs. For Claude 3
Opus, the application programming interface (API) does
not provide an option to customize the resolution. However,
we had to use low-resolution images to incorporate all the
images into the finite context window. For OpenAI’s GPT
series of models, we observed a failure to extract correct
data in low-resolution mode (Figure 2).

Overall, the models GPT-4 Vision, GPT-4o, and GPT-4
Assistant achieve the highest precision on our dataset. As
precision is the most relevant metric, only these models are
suitable for use in extraction tasks. Taking also information
completeness and cost into account, GPT-4o performs best
on average, wherefore we used the GPT-4o model for further
experiments.

3.2. Precision optimization using a random forest
classifier

Even though a precision of up to 86% might seem promis-
ing, this still corresponds to a large number of incorrect

2



corpus of papers about
copolymerizations

# Polymer paper

## Introduction

## Results

| monomer | r1 | r2 |
| ------------ | -- | --- | 

Markdown document

image

{
    "polymerization_type": "free radical",
    "solvent": "carbon tetrachloride",
    "method": "bulk",
    "temperature": 60.0,
    "temperature_unit": "°C",
    "reaction_constants": {
        "constant_1": 0.52,
        "constant_2": 0.06
    },
    "reaction_constant_conf": {
        "constant_conf_1": 0.05,
        "constant_conf_2": 0.01
    },
    "determination_method": "Kelen-Tudor",
    "monomers": [
        "methacrylic acid",
        "styrene"
    ]
}

structured data

quality scores

probability of correct extraction

VLM

VLM

LLM

Random forest 
classifier

Figure 1. Overview of the data extraction workflow. In our work, we compare the extraction of data using LLMs, operating on text
extracted from PDFs using VDU tools, with the performance of VLMs. We further improve the performance of the extraction workflow
by developing a data-driven quality scoring approach that operates on features extracted using a VLM.

extractions when this approach is used in a high-throughput
setting on thousands of papers. The error distribution on the
test dataset (Figure 6) shows that the imperfect precision is
mostly due to papers for which the extraction completely
failed. We thus hypothesized that learning to correlate qual-
ity indicators with the expected precision can be used to
identify cases where the extraction is likely to fail.

To extract quality indicators, we prompt a VLMs to return
the language of the article, year of publication, number of
different reactions in the article, and quality of the article
in terms of readability of numbers, overall optical quality,
and quality and structuredness of tables in a PDF of a paper
shown as images. Afterward, we trained a random forest
regressor on the quality indicators and manually extracted
the precision of 35 articles. Using this model, we filtered
out articles with a predicted precision below 70% and could,
in this way, increase the extraction precision from 77% to
94%.

3.3. Analysis and visualization of the extracted
polymerization data

Overall, we extracted 361 articles, including 1138 reactions,
1125 of which had r-values. We found 38 unique solvents
and 218 bulk polymerizations (without any solvent).

As a correctness check of the extracted data, we additionally
extracted the product of the r-values, which was provided
for 16% of the reactions. For 85% of the reactions, the
deviation between the extracted r-product and the one com-
puted from the extracted r values is below 10% (which is an
acceptable deviation). This indicates that we can apply this
as another filter to sort out reactions that likely are (partially)
extracted incorrectly.

3.4. Prediction of reactivity constant products

Since the product of the reactivity constants can describe the
outcome of copolymerization, we focussed on predicting
it based on the monomers as well as reaction conditions.
As a robust measure of generalization, we perform a split
based on the monomers. This ensures that the model has
not seen any of the monomers it is tested on during training.
Training a model directly on the product of reactivity con-
stants, r1r2, is challenging because the distribution is very
skewed (Figure 9). Hence, we built multiple classification
models to model the relevant limiting cases which result
of the different areas of the r-products (e.g. r1r2 ≈ 0: no
homopolymerization of the monomers possible). For build-
ing the models, we featurized the monomers and solvents
using count-based FCFPs and then built histogram-based
gradient-boosting classification trees. Figure 3 shows that
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Figure 2. Plot of different important parameters of the runs of all
used models; precision calculated according to Equation (1), cost
efficiency calculated from the number of input and output tokens
times the individual model costs, time efficiency of the model
calls, number of calls efficiency for the extraction of 10 papers,
information completeness calculated by dividing the number of
empty entries by the total number of entries, fuzzy matching score
for all entries indicating the deviation of numbers and letters;
values were normalized; high values represent a desired result, e.g.,
a low price, low values represent undesired parameter values, e.g.,
a low fuzzy matching score

our models can correctly predict the limiting copolymer-
ization reactivity. Importantly, Figure 3 also illustrates the
importance of information about the reaction conditions,
without which we could only achieve limited predictive
power for the limiting case of large reactivity constants that
leads to homopolymerization.

3.5. Limitations

The model we have built can be further optimized in vari-
ous ways. For instance, the featurization of the reactants
and solvents is currently based on relatively simple finger-
prints. In addition, our current models would be even more
useful if they predicted the numeric values of the product
of reactivity constants instead of only a class. Moreover
we could improve the prediction by extracting and using
an even larger copolymerization dataset. Furthermore, the
extraction can likely be further improved using specialized
models for table extraction in an agentic setting (Smock
et al., 2021).

without 
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with 
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Figure 3. Confusion matrices for prediction of limiting cases of
products of reactivity constants with and without information about
reaction conditions. Reactant chemistry was encoded using the
sum of the count-based FCFPs of the monomers. Solvents were
encoded using the same fingerprints, and additionally, we added
temperature as a descriptor. The top row shows the predictions
of models that only include information about reactants. In the
bottom row, the models also have access to the solvent and tem-
perature, which improves predictive performance. The “no ho-
mopolymerization” case refers to r1r2 ≈ 0, whereas the case
“only homopolymerization” refers to the case of r1r2 ≫ 1. As a
comparison metric the Cohens Kappa κ was calculated.
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4. Conclusion and outlook
The ability to correctly predict the outcome of copolymer-
ization reactions would greatly expedite chemical research.
Past work has focused on modeling copolymerizations based
on only reactant information. However, this has only limited
predictive power. An important barrier to including reactant
information has been the lack of suitable datasets, which
are difficult to compile as relevant data is often reported in
old, poorly digitized articles. Leveraging the GPT-4o VLM,
we extracted 1138 copolymerization reactions, including
reaction conditions like temperature and solvent, and used a
novel quality-score-based model to improve the precision
of our extraction workflow.

Our initial models have shown that information about reac-
tion conditions markedly improves predictive performance.
We envision that our further improved datasets and models
will play an important role in the rational design of copoly-
merization reactions.

5. Methods
Article dataset We obtained the dataset of the articles
from the Copolymerization Database(Takahashi et al., 2023).
We downloaded PDFs of the articles using the SciDownl
Python tool (Tishacy, 2023).

Evaluation pipeline For the automated comparison of
different approaches, we created an automated evaluation
pipeline and manually annotated 10 randomly chosen arti-
cles (33 reactions). For the scoring of the extraction, we
first count the number of correctly extracted reactions. For
this, we automatically convert the monomers into Simplified
Molecular Input Line Entry System (SMILES) by using the
chemical name resolver. (National Cancer Institute, 2023)
A reaction is classified correct if the converted monomer
SMILES exactly matches the one in the ground truth and
the temperature, the reaction constants, and their confidence
interval deviate less than 1%. We then calculated the preci-
sion of the data extraction according to Equation (1).

precision =
number of correct reactions

total number of extracted reactions
(1)

Models We use GPT-3.5 Turbo in combination with the
OCR-tools Nougat and Marker to obtain the articles as
Markdown input. For the Nougat tool, we apply the
no-skipping parameter to avoid false-positive conver-
sion skips. Afterward, we directly used the obtained Mark-
down files without any further preprocessing. With im-
ages of the PDF file as input, we use the two vision mod-
els, Claude 3 Opus and GPT-4 Vision (with low and high-
resolution modes). Additionally, we test GPT-4 Assistant
(Version 1) with the PDF files as input and the “retrieval”

mode. For all models, we use the same base prompt (see
Listing 1) and temperature 0.

Article parsing For GPT-3.5 Turbo, we convert the arti-
cles into Markdown text and send them over to the model.
Since the content window of GPT-3.5 Turbo is very limited,
we chunk the input to the requested size and call the model
multiple times. For GPT-4 Assistant, we pass the PDF di-
rectly to the model. For the vision models Claude 3 Opus
and GPT-4 Vision, we first convert the PDF file into pictures.
Afterward, we flip vertical pages in the document with the
Tesseract Python library PyTesseract Contributors, 2023. At
the end of each extraction call on an article, we calculated
the fraction of unfilled keys in the partially extracted in our
data schema. If there are more than 30% entries empty, we
call the models again to fill these up.

Random forest classifier for precision estimation We
built a random forest classifier model using the scikit-learn
Python package (Pedregosa et al., 2011). We optimize the
hyperparameters (number of estimators, maximum depth,
and minimum samples per leaf) using k-stratified cross-
validation with k = 10 and GridSearchCV. We aim to maxi-
mize a combined accuracy and false positive rate score. We
train the model with 35 manually evaluated data points.

Classification models We computed classification met-
rics using PyCM (Haghighi et al., 2018). For training, we
randomly selected 136 monomers SMILES, resulting in 445
training points and 168 test points as we consider every
reaction in which one of the training SMILES occurs as a
training point.

As a proof of concept, we computed functional class counts
fingerprints of the monomers and solvents using the molfeat
Python package (Noutahi et al., 2023). We used a sum
of the two monomer fingerprints as an input and used
histogram-based gradient-boosting classification trees using
max_iter=500 and class weights of 1:50 (Pedregosa et
al., 2011).
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A. Appendix / supplemental material
A.1. Paper corpus description

1940 1960 1980 2000
year
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Figure 4. Distribution of publication year of papers in our corpus.

Figure 4 shows the distribution of publication years. The articles in the database were published between 1940 and 1990.
Since all articles in the database were published before 2000, publishers only provide PDF documents for download, whereas
today’s practice has changed, and publishers also provide machine-readable formats like HTML files, which simplifies
processing and data mining.

Additionally, the required information can be found in various sections of the articles. Some articles provide all necessary
data in an easily accessible form in the abstract, while in other articles, the data is spread through several sections, tables,
and figures. Further, the resolution and quality of the provided PDF files are mostly poor, and tables are especially difficult
to read (Figure 5).

Figure 5. Example of a representative table found in the PDF dataset (Vorob’eva et al., 1974).

A.2. Details on data extraction workflow

We use the same base prompt for all the used models Listing 1. We used a temperature of 0 for all model calls.

Listing 1. Base prompt used for the data extraction
The c o n t e n t o f t h e Markdown i s a s c i e n t i f i c p a p e r a b o u t c o p o l y m e r i z a t i o n o f

monomers .
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We on ly c o n s i d e r c o p o l y m e r i z a t i o n s wi th 2 d i f f e r e n t monomers . I f you f i n d a
p o l y m e r i z a t i o n wi th j u s t one o r more t h a n 2 monomers i g n o r e them .

I t s p o s s i b l e , t h a t t h e r e i s a l s o t h e b e g i n n i n g of a new p a p e r a b o u t po lymers i n
t h e PDF .

I g n o r e t h e s e . In each p a p e r t h e r e c o u l d be m u l t i p l e d i f f e r e n t r e a c t i o n wi th
d i f f e r e n t p a i r s o f monomers and same r e a c t i o n s wi th d i f f e r e n t r e a c t i o n
c o n d i t i o n s .

The r e a c t i o n c o n s t a n t s f o r t h e c o p o l y m e r i z a t i o n wi th t h e monomer p a i r i s t h e most
i m p o r t a n t i n f o r m a t i o n . Be c a r e f u l w i th numbers and do n o t miss t h e d e c i m a l

p o i n t s .
I f t h e r e a r e p o l y m e r i z a t i o n ’ s w i t h o u t t h e s e c o n s t a n t s , i g n o r e t h e s e .
From t h e PDF , e x t r a c t t h e p o l y m e r i z a t i o n i n f o r m a t i o n from each p o l y m e r i z a t i o n and

r e p o r t i t i n v a l i d j s o n f o r m a t .
Also pay a t t e n t i o n t o t h e c a p t i o n o f f i g u r e s .
Don ’ t use any a b b r e v i a t i o n s , a lways use t h e whole word .
Try t o keep t h e s t r i n g s h o r t . Exc lude comments o u t o f t h e j s o n o u t p u t . Re tu rn one

j s o n o b j e c t .
S t i c k t o t h e g i v e n o u t p u t d a t a t y p e ( s t r i n g , o r f l o a t ) .

E x t r a c t t h e f o l l o w i n g i n f o r m a t i o n :

r e a c t i o n s : [
{

" monomers " : [ " Monomer 1 " , " Monomer 2 " ] a s STRING ( on ly t h e whole Monomer
name w i t h o u t a b b r e v i a t i o n )

" r e a c t i o n _ c o n d i t i o n s " : [
{

" p o l y m e r i z a t i o n _ t y p e " : p o l y m e r i z a t i o n r e a c t i o n t y p e ( f r e e r a d i c a l
, a n i o n i c , c a t i o n i c , . . . ) a s STRING ,

" s o l v e n t " : used s o l v e n t f o r t h e p o l y m e r i z a t i o n r e a c t i o n as STRING
( whole name w i t h o u t

a b b r e v i a t i o n , j u s t name no f u r t h e r d e t a i l s l i k e ’ s u l f u r
o r w a t e r f r e e ’ ) ; i f t h e s o l v e n t i s w a t e r p u t j u s t "
w a t e r " ; ,

" method " : used p o l y m e r i z a t i o n method ( s o l v e n t ( p o l y m e r i z a t i o n
t a k e s p l a c e i n a s o l v e n t ) , bu lk ( p o l y m e r i z a t i o n t a k e s p l a c e
w i t h o u t any s o l v e n t , on ly r e a c t a n t s l i k e monomers b u i l t t h e
r e a c t i o n m i x t u r e ) , em u l s i o n . . . ) a s STRING ,

" t e m p e r a t u r e " : used p o l y m e r i z a t i o n t e m p e r a t u r e as FLOAT ,
" t e m p e r a t u r e _ u n i t " : u n i t o f t e m p e r a t u r e ( ◦C , ◦F , . . . ) a s STRING ,
" r e a c t i o n _ c o n s t a n t s " : { p o l y m e r i z a t i o n r e a c t i o n c o n s t a n t s r1 and

r2 as FLOAT ( be c a r e f u l and j u s t t a k e t h e i n d i v i d u a l v a l u e s ,
n o t t h e p r o d u c t o f t h e s e two ) ,

" c o n s t a n t _ 1 " :
" c o n s t a n t _ 2 " : } ,
" r e a c t i o n _ c o n s t a n t _ c o n f " : { c o n f i d e n c e i n t e r v a l o f p o l y m e r i z a t i o n

r e a c t i o n c o n s t a n t r1 and r2 as FLOAT
" c o n s t a n t _ c o n f _ 1 " :
" c o n s t a n t _ c o n f _ 2 " : } ,
" d e t e r m i n a t i o n _ m e t h o d " : method f o r d e t e r m i n a t i o n o f t h e r − v a l u e s

( Kelen −Tudor , EVM Program . . . ) a s STRING
} ,
{

" p o l y m e r i z a t i o n _ t y p e " :
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" s o l v e n t " :
. . .

}
]

} ,
{

" monomers " :
" r e a c t i o n _ c o n d i t i o n " : [

{ . . . }
]

}
" s o u r c e " : d o i u r l o r s o u r c e as STRING ( j u s t one s o u r c e )
" PDF_name " : name of t h e pdf document

]

I f t h e i n f o r m a t i o n i s n o t p r o v i d e d p u t n u l l .
I f t h e r e a r e m u l t i p l e p o l y m e r i z a t i o n ’ s wi th d i f f e r e n t p a r a m e t e r s r e p o r t a s a

s e p a r a t e r e a c t i o n ( f o r d i f f e r e n t p a i r s o f monomers ) and r e a c t i o n _ c o n d i t i o n s (
f o r d i f f e r e n t r e a c t i o n c o n d i t i o n s o f t h e same monomers ) .
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Detailed metrics are plotted in Figure 2 and listed in Table 1.

Table 1. Comparison of models with standard deviation. Metrics were obtained as an average over three model runs with the 10 example
articles; number of model calls and execution time in s are summed up for the 10 articles; cost is calculated by multiplying the sum of
input and output token with the individual costs per token; precision, fuzzy matching score and rate of empty entries are the average over
the 10 articles. For all models, we used a temperature of 0.

Model Number of Calls Execution Time Cost Precision Fuzzy Matching Score Rate of Empty Entries

GPT-4 Vision high res 14.00 ± 1.73 537.81 ± 44.76 1.51 ± 0.06 0.81 ± 0.10 0.73 ± 0.01 13.99 ± 1.64
GPT-4 Vision low res 10.00 ± 0.00 328.00 ± 25.78 0.29 ± 0.01 0.00 ± 0.00 0.63 ± 0.01 9.53 ± 1.76
GPT-4 Assistant 20.00 ± 2.00 978.97 ± 330.56 9.50 ± 1.64 0.71 ± 0.09 0.60 ± 0.02 25.62 ± 3.93
Claude 3 Opus 17.67 ± 0.58 622.13 ± 19.86 0.37 ± 0.00 0.10 ± 0.04 0.71 ± 0.01 24.90 ± 2.67
GPT-3.5 Turbo + Nougat 27.67 ± 1.53 170.67 ± 5.28 0.07 ± 0.00 0.19 ± 0.03 0.79 ± 0.01 14.36 ± 1.19
GPT-3.5 Turbo + Marker 18.00 ± 0.00 115.73 ± 14.10 0.05 ± 0.00 0.20 ± 0.00 0.78 ± 0.00 11.14 ± 1.04
GPT-4o 10.00 ± 0.00 302.85 ± 15.47 0.58 ± 0.00 0.68 ± 0.03 0.71 ± 0.00 7.64 ± 0.21
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Figure 6. Distribution of precision in the test dataset prior to filtering using the random-forest regressor.

Table 2. Precision of the data extraction of the different data test sets.
Dataset Number of Papers Number of Reactions Precision

Test Dataset 42 255 77 %
Filtered Test Dataset 34 199 94 %

A.3. Overview of extracted data

For the 1138 unique extracted reactions, we observe 38 unique solvents depicted in Figure 7.

We extracted 47 unique polymerization temperatures shown in Figure 8.

We calculate the r-products of the copolymerization reaction by multiplying the extracted r-vales. The calculated products
range from -13 to 268. The distribution of the r-products is shown in Figure 9. The distribution is very skewed with long
tails.

In the extracted dataset (787 reactions with non-null monomers, solvent, temperature, and r-values), certain reactions (same
monomer, solvent, and temperature) occur multiple times. 69 reactions are duplicated, 11 occur three times, 2 four times,
and one reaction occurs five times. From those, we can obtain a measure of the variance in the data (Figure 10). In only
4.4% of the cases, the standard deviation (σ) is larger than half the value of the mean (µ). In 5.23% of the cases, the
standard deviation is larger than one-tenth of the mean.

For the training of the machine learning model, we removed those entries (leaving us with 623 entries). For machine
learning, we used the mean-aggregated values.
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Figure 7. Distribution of the solvents used in the extracted copolymerization reactions.

50

0

50

100

150

te
m

pe
ra

tu
re

 / 
C

Figure 8. Distribution of the temperatures in °C used in the extracted copolymerization reactions.
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Figure 9. Distribution of the r-products calculated by multiplying the extracted r-values.
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Figure 10. Distribution of normalized standard deviation for repeated reactions in our extracted dataset.
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