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ABSTRACT

In this paper, we study dataset processing mechanisms generated by linear queries
over affine manifolds. Specifically, the input data are assumed to lie in an affine
manifold. This affine manifold adds to an inherent geometry in the domain of
secrets, which acts as a special constraint that may be known about the data by
adversaries. To take care of the presence of this affine manifold geometry, a new
neighborhood of adjacency between two databases is introduced where the dimen-
sion of the manifold has to be accounted for. We establish necessary and sufficient
conditions on the possibility of achieving differential privacy via structured noise
injection mechanisms where non i.i.d. Gaussian or Laplace noises are calibrated
into the dataset. Next, in light of these conditions, procedures are developed by
which a prescribed privacy budget can be tightly reached with a matching noise
level. Finally, we show that the framework has immediate applications in differ-
entially private cloud-based control, where the affine-manifold data dependency
arises naturally from the system dynamics, and the proposed theories and pro-
cedures become effective tools in evaluating privacy levels and in the design of
provably privacy-preserving algorithms.

1 INTRODUCTION

The rapid development in big data and machine learning has sparkled a revolution in various engi-
neering disciplines during the past decade, such as manufacturing, the Internet of Things (IoT), E-
commerce, healthcare, computer vision, etc. Advanced learning representations and efficient train-
ing on large datasets are uncovering the tremendous power hidden in data on a daily basis, enabled
by the drastic improvements in effective data collection, storage, and processing |Qiu et al.| (2016).
Information about individuals’ identities, preferences, and activities becomes inevitably embedded,
directly or indirectly, in a variety of datasets collected from various sensors and social media. The
underlying privacy risks for individual users in such data-driven applications are becoming increas-
ingly important |[Zhu & Blaschko| (2020)), especially so when the datasets involve sensitive private
data such as political associations, biometric fingerprints, and healthcare records Wu et al.| (2020).

The fundamental challenge in managing privacy risks of data analysis has been the tradeoff be-
tween protecting datapoint information and maintaining analysis accuracy. Classical work |Denning
& Denning (1979); Denning & Schlorer| (1980) revealed potential privacy threats facing statistical
database, where an adversary may create sequential queries to infer confidential datapoint. It was
later proven that it is impossible not to reveal information about datapoint in queries unless ran-
dom noise has been injected into the database |Dinur & Nissim|(2003). The seminar work [Dwork
et al| (2006aib) brought up the idea of differential privacy in quantifying the amount of privacy
risk in a randomized mechanism, where a numerical privacy budget characterizes the probabilistic
similarities at the mechanism output between two datapoints of the mechanism input that are close
(adjancent) with each other. In particular, differential privacy concerns with the privacy risk embed-
ded in a mechanism, denoted by .# : D — M, which is a randomized mapping from the input space
D to the output space M Dwork et al.| (2006b).

Definition 1. (u-Adjacency) For any two data x and x' drawn from the set D C R", they are said
to be p-adjacent with p > 0, denoted by (x,x’) € Adj(p), if |x — x/|lo = 1 and |x — x'||1 < p.
Definition 2. (Differential Privacy) A randomized mechanism .# : D — M is (e, 0)-differentially
private under p-adjacency for e > 0,8 € [0, 1), if for all R C range(.#), there holds

P(#(x) € R) < eP(#(x') € R)+0, VY(x,x') € Adj(n). (1)
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The ideas and algorithms for differential privacy have been successfully applied in large-scale real-
world dataset analysis, and to areas ranging from deep learning [Shokri & Shmatikov| (2015); [Abadi|
et al| (2016)); Zhao et al.| (2017); [Chen et al|(2020) and computer vision Zhu et al.|(2020) to control
and distributed computation |Scaman et al.| (2019); [Huang et al.| (2015).

1.1 MECHANISMS OVER AFFINE MANIFOLDS: A MOTIVATING EXAMPLE

We present an example to show that when the domain of secrets D is an affine manifold, the inherent
geometric constraint can not be ignored.

Example 1. Consider a randomized mechanism

r1+m
M (x7, = 2
(1‘1 552) |:m2 + 72:| (2
where 71,72 denote the added random noises for protecting privacy of (x1,x2), which are i.i.d.
drawn from a Laplace distribution with zero mean and variance 03. Let 0., = p/e. There are two
cases.

(i) [Differential Privacy over Euclidean Space] Let D = R2. The .# is a standard Laplace
mechanism and preserves the (e, 0)-differential privacy of (z1, z2) (Dwork et al|(2014)).

(ii) [Differential Privacy over Affine Manifolds] Let
D= {(x1,29)" €R*: 1y —kag =b},, withk € Rygandb € R.

Thus, 1 (or 23) is indeed released twice at the output of .7, i.e., z1+71 and (z1—b)/k+2
(or kxo + b + 1 and x5 + ~2). Then it can be seen that ((1 + %)e, 0)-differential privacy
of z1 and ((1 + k)¢, 0)-differential privacy of x5 are achieved tightly, by the sequential
composability property of differential privacy (Dwork et al.|(2014)). This implies that the
mechanism .7 is now (ge, 0)-differentially private with g := max{1 +k, 1+ 1} over D.

For Case (ii), we may design probabilistically correlated zero-mean Laplacian noises as y; = ks
with v, having variance o, = /€ under which (e, 0)-differential privacy is also achieved. O

Example 1 is in line with the privacy frameworks of Pufferfish [Kifer & Machanavajjhalal (2014)
and Blowfish (2014), where the privacy of data with correlation/constraint is studied. In
particular, the affine manifold can be viewed as constraints about the data known by adversaries. In
Blowfish [He et al| (2014), added protection against adversaries who know this constraint is shown
to be possible by specialized policies. It is of interest to understand how the geometry of the affine
manifold can be taken into consideration for possible added protections. Besides being an interest-
ing theoretical study, there are also practical motivations for exploring the affine-manifold geometry
in differential privacy mechanisms. Particularly, in dynamical systems the system state trajectories
always imply a manifold dependency from the system dynamics.

1.2 PROBLEM DEFINITION

We consider the following mechanism with linear queries
M(x) = Fx + 3)
where x € R” is the input data, F is a matrix in R”*", and v € R™ is a randomly drawn noise.
Definition 3. Denote
Gd::{XER":Dx+b:0} 4
as an daffine manifold in R", where D € R7*" and b € RY. The mechanism (EI) is a mechanism over
Cq if the input data x is always taken from Cg4, and both D amd b are public.

Let V = {1,...,n}. Without loss of generality, we assume rank ({B]) =g+ 1foralli e V.
This indeed indicates that D is full-row-rank, i.e., rank (D) = ¢ and none of entries in data x is
identifiable from the manifold C4. With rank (D) = ¢, there exists a finite number, saying [ € N,
of sets d; := {dj1,...,djq} €V,je€I:={l,...,1} such that cardinality |d;| = ¢, and matrix
Dy, € R?*7 is nonsingular. We denote the set —d; = V/d; and can rewrite the manifold €4 as

Gg = {x eER":xq, = nglD_djx_dj — nglb}, Vjed.

;=
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Definition 4. (Manifold u-Adjacency) We say x and x' to be u-adjacent over the manifold Gy,
denoted by (x,x') € Adj(u, Cq), if there exist j € Jand i € —d; such that

|lzi — 2| < p
xp =), Vke—d;/{i} ©)
X4, — xéj = —nglD_dj (x—a; — x’_dj) .

Remark 1. Note that, Definition |l| requires the databases x,x’ to be distinct at only one entry
(ie., ||x — x'|[o = 1) to capture individual’s contribution to the database. However, for any two
databases x,x' € Cq, it may be impossible for them to differ at only one entry (see Example 1). With
rank(D) = ¢, x,x" € C4 may even differ for q + 1 entries. This means individual’s contribution
can no longer be looked into separately, but in groups, forming the reasoning behind Definition 4.

Remark 2. There has been a line of work on differential privacy over metric spaces
(2013); [Alvim et al| (2018); [Fernandes| (2021)). For example, [Holohan et al|(2015) has considered
databases with entries over a metric space (U, p), where p is a metric |Holohan et al.| (2015)). In
this way, an n-dimensional database takes values from D™ with D € U|[Holohan et al.|(2015). Note
that the affine manifold C; C R™ in the current study can not be written in the form of a Cartesian
product D", Therefore, the affine manifold is an extension, but not a special case of the differential
privacy frameworks over metric spaces. With Cg, now there is inherent geometry between the entries
in a database, while a database in D™ has homogeneous geometry on individual entries.

Remark 3. Note that the adjacency in Definition 4 is defined by modifying entries in the dataset.
It is also of interest to investigate the adjacency notion by adding or removing records. It can be
seen that the dimension of the resulting x' by adding or removing records in x may be incompatible
with matrices D and F, violating the manifold constraint () and the mechanism ([B), respectively. If
the manifold C4 can be separated into several independent sub-manifolds D;x; +b; = 0, the adja-
cency by adding or removing records x; can be well-defined without manifold violation, though the
mechanism violation problem is still unsolved. Thus the adjacency by adding or removing records
is not applicable to our scenario of linear mechanism ([3) with affine manifold ().

Definition 5. The randomized mechanism # in (EI) is (e, 0)-differentially over Cq for e > 0 and
d €10,1), ifforall R C range(.#),

P(#(x) € R) < eP(#(x') € R)+5, V(x,x') € Adj(u,Ca). (6)

An implication of the differentially private mechanism .2 in (3)), lies in the fact that entries in the
random noise < may be probabilistically dependent. We introduce the following definition.

Definition 6. The noise -y is probabilistically structured if there exists A € R™*" with rank (A) =
r < m such that v = An), where the entries inm € R" are i.i.d..

The entries in 7 € R” may be from a standard Gaussian or Laplace distribution, i.e., 7 ~ N(0,1)"
for Gaussian mechanism and n ~ £(0,1)” for Laplace mechanism. The rank condition for A is
without loss of generality as it guarantees a minimal value for the dimension of the random vector
1 for a concise investigation of the mechanism.

1.3 CONTRIBUTIONS AND RELATED WORK

Contributions. Theories in necessary and sufficient conditions regarding whether a prescribed dif-
ferential privacy level can be achieved with structured (non i.i.d.) noise injection are established,
respectively, for Gaussian mechanism and Laplace mechanism. For any expected privacy level, sys-
temic approaches are developed for realizing the privacy budget sufficiently and tightly with struc-
tured noise injection. As a result, a systemic framework for differential privacy over affine manifolds
with linear queries has been established. The obtained theories and proposed approaches are applied
to the cloud-based control problem for feedback systems. In this application, the affine manifold
is shown to have naturally arisen and the framework developed in this work becomes effective in
differential privacy analysis and noise injection mechanism design.

Related work. Differential privacy, proposed in [Dwork et al] (2006b), is a rigorous notion for
defining and preserving data privacy. In the last decades, extensive developments have been emerged
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in such as the mechanism design McSherry & Talwar] and applications to machine learning
Chaudhuri et al.| (2011)) and deep learning[Abadi et al.|(2016), etc, advancing the differential privacy
as a gold standard in data privacy. Data correlation may be an important factor influencing privacy
leakage and thus cannot be ignored when designing or analyzing differentially private mechanisms
[Kifer & Machanavajjhalal (2011)); [Takbiri et al|(2020). Generalizations of differential privacy have
been developed for probabilistically correlated data, e.g., the Pufferfish privacy proposed in
[& Machanavajjhalal (2012} [2014) by employing the notions of discriminative pairs of secrets and
data evolution scenarios that may incorporate the data correlation. In the Pufferfish framework,
domain experts are allowed, specifying the knowledge of e.g. the set of potential secrets and data
correlation, which customizes the framework to the needs of given applications. Along the line of
Pufferfish, many developments have been witnessed recently, such as Pufferfish privacy mechanisms
for correlated data by a Bayesian network in and the composition properties for
time-series data in [Song & Chaudhuri] (2017). The potential interdependency between data may
also be characterized as deterministic relationships. In (2014), the Blowfish privacy, as a
generalization of the differential privacy and inspired by the Pufferfish framework, is established for
the data of deterministic constraints/correlation on the notion of policy, specifying the secrets and
constraints that may be known about the data. As a result, this enables to introduce a new notion
of adjacency incorporating the deterministic constraints about the database, such as count query
constraint and marginal constraint. In this respect, this paper can be regarded as a generalization of
the Blowfish framework to the data with affine-manifold constraint.

Differential privacy has also been extended to metric spaces where the domain of secrets can be
from any space with a metric [Holohan et al.| (2015)), where the space can be discrete, continuous, or
even functional. Our work is also an extension of this line of research but with distinctive features
as highlighted in Remark 2. Calibrating noises plays a significant role in maximizing the data utility
while preserving the desired differential privacy. In the seminal work [Dwork et al| (2006Db), the
notion of sensitivity is introduced to characterize the deviation of Laplace noises ensuring the (e, 0)-
differential privacy. Along this line, [Nissim et al.| (2007) shows that the utility can be improved by
employing data-dependent noises calibrated to the smooth sensitivity. In[Balle & Wang| (2018)) the
necessary and sufficient condition for the Gaussian mechanism is established from the perspective of
privacy loss, yielding the optimal Gaussian noises for (¢, d)-differential privacy. For the differential
privacy of functional data, the correct noise level is studied in by establishing a
measure of sensitivity in the reproducing kernel Hilbert space norm. Taking the noise distribution
into consideration, [Geng & Viswanath| (2015) shows that the staircase noise distribution is optimal
for (e, 0)-differential privacy and the uniform noise distribution is near-optimal for (0, ¢)-differential
privacy. In this paper, besides applying the sensitivity as in these results, we also take the noise
structure as a key factor to calibrate the noises. By injecting appropriate correlated noises, it is
shown that the resulting utility may be improved compared to injecting i.i.d. noises. In view of
the adopted calibration tool using noise structure, this paper is closely related to the results in
where the matrix mechanism is designed to answer a workload of linear counting
queries with correlated noises to improve the utility, and also in [Chanyaswad et al.| (2018) where
the matrix-variate Gaussian mechanism is calibrated by adding a matrix-valued noise drawn from a
matrix-variate Gaussian distribution. Besides, our paper can be regarded as an extension of the both
works by studying the vector-valued mechanism with affine-manifold dependency data.

Notation. Denote by R the real numbers, R™ the real space of n dimension and N the set of natural
numbers. For x € R™, denote x; as the i-th entry of x, ||x||o, ||x||1 and ||x|| as the 0, 1, and 2-norm
of vector x, respectively, and for any set p C {1,...,n} of [ elements, x, a vector of dimension {
with each entry as x; with j € p. Denote e; a basis vector of dimension n whose entries are all zero
expect the i-th as one. For matrix A € R™*™ and setp := {p1,...,p} C {1,...,n} of [ elements,
A, a matrix of dimension m x [ with each column being the p;-th column of A with ¢ € p, and we
denote E, as a matrix of dimension m x [ with each column being the basis vector e;, i € p.

2 DIFFERENTIAL PRIVACY CONDITIONS

In this section, we present conditions for the mechanism . in (3) to achieve differential privacy,
under Gaussian and Laplacian mechanisms, respectively.
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2.1 GAUSSIAN MECHANISM
First of all, we study the case with the entries in 7 € R" drawn from a standard Gaussian distribution,
ie. n ~N(0,1)". Weintroduce AT = (ATA)"'AT, ¥; = I, —Eq,(Dq,) 'Dforj € J,and A} =
maxjeg [ATFW;E_gET e;]| fori € V. Denote D+ € R™*("~9) as a matrix such that DD = 0
andrank ([DT D*]) = n, and define Ax := max;ey{A}N} and ®(s) := \/#27 [° e 2ar.
We present the following result.

Theorem 1. The mechanism .4 in (3) with m ~ N(0,1)" achieves (e, §)-differential privacy under
p-adjacency over Cq if and only if there hold

rank (A) =rank ([A FD*])=r; (7
WAN € ew [ MAN €
* ( 2 ,UAN> o ( 2 #AN)

2.2 LAPLACE MECHANISM

IN

5. (®)

Next, we consider the Laplace mechanism with p «~ £(0,1)", and study the (e, 0)-differential
privacy of the mechanism .7 (x) over C4. To this end, define Ay := max;eyv{AF} with AF =
maX;eg ||ATF\I/jE—djE—_rdieiH1 fori € V.

Theorem 2. The mechanism # in (3) with n ~ £(0,1)" achieves (¢, 0)-differential privacy under
u-adjacency over Cq if and only if there hold (7)) and

Ag <e/p. ©)

In Theorems|[T|and 2] (7) implies the least amount of independent standard Gaussian/Laplace noises
(i.e., 7 > rank (FD%)) and provides a structural property of the noise matrix A for the differential
privacy; and (9) quantify the privacy levels that can be achieved by the amount of injected
Gaussian and Laplace noises, respectively.

3 STRUCTURED MECHANISM DESIGN

In this section, we show how the conditions in Theorem 1 and Theorem 2 will inform efficient
structured randomization design.

3.1 STRUCTURED GAUSSIAN MECHANISM DESIGN

In this subsection, we discuss for a fixed Gaussian mechanism ./ and a given privacy budget (e, 9),
how we can design the structured randomization A so that ./ achieves (e, §)-differential privacy
under p-adjacency over the affine manifold Cg .

In Algorithm 1, we present a design approach of the Gaussian noise v := An by applying the
two conditions (7) and (8) in Theorem|1]such that the .# achieves the prescribed (e, §)-differential
privacy under p-adjacency over Cy.

Algorithm 1: Structured Gaussian Noise Design Algorithm

Input: Privacy levels ¢ > 0,6 > 0, 4 > 0.
1. Letn ~ N(0,1)" with r = rank (FD);
2. Let A € R™ " be a matrix sharing the same column space with FD*;
3. Let o be such that

,uAN €0 /,LAN €0
q;( _ )_eq>(_7_ i )<5 10
20 HAN ¢ 20 AN/ T (10)
with - - .
Ay = T \\ATF\I/jE_(le_djei|| . (11)

Output: v = oAn.
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It is clear that with A := oA following the steps 2 and 3 in Algorithm 1, the rank constraint (7) and
the inequality (8]) are both satisfied. Regarding the design of A at the step 2, it can be easily achieved
by computing the basis vectors spanning the column space of FD- and then assigning each column
of A with a basis vector. As for the design of o from , one can either adopt the numerical design
algorithm in [Balle & Wang| (2018)), or disregard the second negative term on the left side of (T0),

and use an analytical but less tight lower bound as o > (1Ax)/(1/®2(6) + 2¢ + ~1(6)).

3.2 STRUCTURED LAPLACE MECHANISM DESIGN

We now turn to the Laplace mechanism .2, and propose a design approach of the random perturba-
tion v := Am in Algorithm 2 for (e, 0)-differential privacy by Theorem|[2]

Algorithm 2: Structured Laplace Noise Design Algorithm

Input: Privacy levels e > 0,6 = 0, > 0.
1. Letn ~ £(0,1)" with 7 = rank (FD4);
2. Let A € R™ " be a matrix sharing the same column space with FD*;
3. Let o be such that ~
o> plAgfe (12)
with

Ag = ’ JI_?Ga\)/(XJ||ATF\I’jE—djEidjeiH1' (13)

Output: v = g An.

Following Algorithm 2, it can be verified that the resulting noise matrix A := oA fulfills both
requirements (7) and () in Theorem achieving the desired (¢, 0)-differential privacy over C.

4  APPLICATION: DIFFERENTIALLY PRIVATE CONTROL

Emerging applications in cyber-physical systems such as smart girds and intelligent transportations
have inspired cloud-based control system paradigms, where a dynamical system sends its output to
a cloud, and receives feedback control decisions from the cloud [Tanaka et al. (2017). The benefit
of cloud-based control is promise in improved control accuracy and system performance since the
cloud holds more information about the environment and other systems; one particular cost of cloud-
based control is leak of private state trajectories to adversaries eavesdropping the communication
between the system and the cloud.

4.1 CLOUD-BASED CONTROL SYSTEMS

Consider the cloud-based control systems of the form

x(t+1) = Ax(t)+Bu(?)
y(t) = Cx(t)

where the privacy-sensitive system state x(t) € R"=, the control input u(t) € R™«, the system
output/measurement y (¢) € R™v. In the cloud-enabled setup, the system transmits y (¢) to the cloud
which computes a feedback control signal u(¢) and then sends it back to the system for implemen-
tation. When the communication networks between the system and the cloud are eavesdropped by
adversaries, information about x(¢) might be inferred.

(14)

We propose to perturb the output with random noises ~(¢) and submit to the cloud the perturbed
output

$(t) = Cx(t) +7(t). (15)
See Fig. [I]for the considered cloud-based control scheme. In the following, our goal is to design the
random noises (t) by employing the established results in Section [2[to achieve the desired differ-
ential privacy of system states, while the readers of interest in the remainder controller design can
refer to, e.g. linear—quadratic—Gaussian (LQG) control |Astrom| (2012) and neural network control
Ge et al.[(2013). As Gaussian noises are more convenient and common for tackling in these control
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Figure 1: Differentially private cloud-based control scheme (e.g., Tanaka et al. (2017)).

techniques, we choose the random noises ~y(t) as structured Gaussian noises and thus pursue the
(e, 9)-differential privacy with 6 > 0.

4.2 DIFFERENTIALLY PRIVATE CLOUD-BASED CONTROL
Let the system running iterations 7' > n, and denote the observability matrix
O7r:=[C;CA;---; CAT™1].

We impose the following assumption on the system (14).

Assumption 1. (i). The system is observable, i.e., rank (O1) = ng; (ii) The system matrix A
in is nonsingular, i.e., rank (A) = n,.

In the following, we apply the previous results to design the injected random noises (¢) such that the

differential privacy of the system states trajectory (x(t))tT:_o1 is achieved under the desired privacy
level (e, 0, ).

Affine-Manifold Constraint from Dynamics. We define n := Tn, and the private data x :=
[x(0);x(1);...;x(T — 1)] € R, and can obtain the mechanism .7 as
M(x)=Fx+~y (16)

where F = Ir®Candy = [v(0);y(1);...;7(T —1)]. Note that the private data x is naturally and
deterministically correlated by the x-dynamics of (I4), i.e., subject to the affine-manifold constraint

Ca={x:Dx+b=0} 17
with b = (Ir_; ® B)u, u := [u(0);u(1);...;u(T — 2)], and
A -1,
D= € R(n=ma)xn, (18)

A -1,

Here b is known by the adversaries as the communication messages (i.e., ¥(¢) and u(t)) between
the system and the cloud are eavesdropped. Moreover, there holds rank (D) = n — n,, and by

Assumption I}
rank ([B—}) =n—-n,+1, Vi=1,...,n.

Structured Noise Mechanism. With the mechanism and the affine manifold (I7), we next apply
Algorithms 1 to design the random noises =y for a (¢, d)-differentially private Gaussian mechanism
A . We denote

D =[I,,;A; - ; AT, (19)

satisfying DD+ = 0 and rank ([DT DL]) = n. We define

0ij = OrA' vy, (i,4) € [1,T] x [1,n,],
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where v is a vector of dimension n, with entries being zero except the j-th being one. Letting
1n ~ N(0,1)" and A = FD+ = Or, and we design o such that

A A
20 /JAN 20 MAN
where Ay = max ||A1‘j Vi || See the discussions before Section 3.2 for more details
(4,K)€[L,T]x [1,n4]

on how to derive such o from (@]) As a result, we design the random noise as v = cOpn, i.e.,
y(t) = cCA'n, withn ~ N(0,1)" fort = 0,1,...,T — 1. Then the following result can be
concluded by Theorem

Theorem 3. Given any privacy levels €,0, u > 0, let Assumption 1 and the random noise ~(t) =
oCA'n withn ~ N(0,1)" and o satisfying @for t =20,1,...,T — 1. Then the system
with the perturbed output preserves the (e, 0)-differential privacy of the state trajectories under
manifold p-adjacency.

5 NUMERICAL VALIDATIONS

In this section, we provide a numerical example to illustrate the effectiveness of the privacy-
preserving clould-based control approach based on the manifold differential privacy.

System setup. Consider the cloud-based control of autonomous vehicles with the dynamical model
Hoh et al.|(2011)); |Yazdani et al.|(2018)) as

x(t+1) = Ax(t) + Bu(t)
y(t) = Cx(?)

where x(t) = [p(¢); v(¢)] with p(t), v(t) as the private position and the velocity, respectively, and

the system matrices
1 Ty T2/2
A:[O 1], B:{%{}, C=11 0

2

with the sampling period 75 = 0.1. In the cloud-based setup, for privacy concern the vehicle
sends perturbed output y(¢t) = y(t) + 7(¢) to the cloud, which then delivers to the vehicle for
implementation a control signal, of the form|'

u(t)
x(t+1)

—K P (%(t) — x,(t))

AX(t) + Bu(t) + L(3(t) — OX(1)) (22)

with Kp = [3.4240;4.3095], L = [0.8266;0.6973], and the reference trajectory x,.(t) :=
(1) 0,(0)] = [tanh(t): 1 — [tanh(t — 9) ]

Experiments. We note that the v(¢)-dynamics in is dependent of v(¢), u(t) but independent
of the private state p(¢). In other words, the privacy-sensitive positions p(t) are affine-manifold-
dependent on the p(t)-dynamics. In view of this, we apply the previous Gaussian mechanism design
in Subsection[4.2)with A = 1 and C = 1, and by Algorithm 1, take v(¢) = on with n ~ N(0, 1)

and o satisfying
@(ﬁ—f) —eﬂb(—ﬂ—f) <3.
20 u 20

In simulations, we let the running time 7' = 100 and the desired privacy levels (e,d,u) =
(1,1072,1), and then design «(t) = on with the standard Gaussian noise n ~ N(0,1) and
o = 2.5244.

"Here for simplicity we choose a classical output-feedback controller. However, it is noted that other meth-
ods such as LQG control Astrom| (2012) and neural network control |Ge et al.| (2013) are also applicable with
no influence on the design of noises «y(t) for privacy preservation.
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Figure 2: Tracking errors p(t) — p,(t) (left) and v(¢) — v, (¢) (right).

Results. The resulting tracking errors are presented in Fig. [2] where the tracking velocity error
is asymptotically vanishing, while the tracking position error is not vanishing in the mean-square
sense due to presence of noises for privacy preservation. We also show the relationship between
the tracking performance and the privacy requirements. The simulation results are presented in
Fig. Bl It is clear that a higher privacy level (i.e., a smaller €) leads to larger tracking errors of
both position and velocity in the mean square senses, demonstrating the trade-off between the data
utility and the differential privacy guarantee. Besides, in Fig. [3] we also compare the tracking
performance by calibrating the noises via the proposed structured noise injection approach (r = 1)
to the common approach of using i.i.d. noises (r = T'). It can be seen that the calibrated noises
following Algorithm 1 shows better tracking performances under the same privacy requirement,
implying that the proposed structured noise injection approach may improve the data utility.

Elp(t) = pr(t)*
Elo(t) — ()

107" 10

Figure 3: Mean-square tracking errors p(t) — p,(t) (left) and v(t) — v,-(¢) (right) under different
privacy requirements € and structured noises (r = 1 for the structured noises following Algorithm 1
and r = T fori.i.d. noises).

Reproduction of the results. The code used for producing this numerical example is provided in
the supplementary material.

6 CONCLUSIONS

We have studied differential privacy for mechanisms generated by linear queries over affine man-
ifolds. We established necessary and sufficient conditions on whether differential privacy can be
achieved when the affine manifolds encode geometry of the entries in a dataset. The derived frame-
work was applied to differentially private cloud-based control, for which the affine-manifold data
dependency has been encoded in the systems themselves. In future work, it would be interesting
to further investigate extending these results to general differentially private mechanisms with non-
linear queries, and the resulting theories will then have direct applicability in applications such as
differentially private deep learning.
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A PROOFS

A.1 PROOF OF THEOREMII
A.1.1 A TECHNICAL LEMMA

In this subsection, we present the necessary and sufficient condition from the perspective of pri-
vacy loss Balle & Wang| (2018) for (¢, §)-differential privacy of the mechanism (@) over the affine
manifold Cy.

Given any x, x’, we denote the random variables Y = .# (x) and Y’ = .# (x’), whose probability
density function are given by g(y — Fx) and g(y’ — Fx'), respectively. Then, we define the privacy
loss random variables Ly x» = lx x/(Y) and Ly x = fx x(Y’), where {x x/ is the privacy loss
function of mechanism .# on a pair of adjacent x, x’ as

Uy (y) = log (M) '

In view of the previous definitions, the mechanism output random variable Y = .#(x) is trans-
formed into the privacy loss random variable L x/. Moreover, following (Balle & Wang, 2018,
Theorem 5), the (¢, d)-differential privacy over €4 can be rewritten in the form of the privacy loss
random variable.
Lemma 1. The mechanism # is (€,0)-DP under p-adjacency over the affine manifold Cq if and
only if

P(Lxx =€) —eP(Lyx < —€) <6 (23)

holds for every pair (x,x’) € Adj(p, Ca).

A.1.2 PROOF OF NECESSITY

In this following, we suppose that the mechanism .# is (e, §)-differentially private with privacy
levels €, 8, pt, and prove that both (7) and (8] hold, respectively.

Necessity of (7). We first apply the contradiction method to show that (7) holds. We suppose that
is not satisfied, i.e.,

rank (A) #rank ([A FD1]) . (24)
Then we let Aye, € RI™~7)X™ be such that Ae, A = 0 and rank ([AT; Ake;]) = m. Thus, we have
Are: FD* £ 0, i.e., there exist (x,x’) € Adj(u, C4) such that

D(x—x')=0, Ak F(x —x') #0.

With the pair (x,x’) being the case, we let M, C R™ such that Ay, Fx € Age;M,, Age, FX' ¢
Ao M, and ATM,. = R”. Then it is observed that

P((x) € M*g

P( 4 (x) € M.

P(AerFx € Ager My, ATFx + ATAn € ATM,)

P(AkerFx € Aee ML) P(ATFx 471 € R")

1

and similarly,
P((x') € M,

= P(A(X) e M.

= P(AkaFx' € A ML) P(ATFX' + 1 € R7)

=0
This indicates that there is no (e, §) such that (T)) is satisfied, contradicting with the fact that .# is
differentially privat with privacy levels (e, d, ut). Therefore, does not hold, which completes the
necessity proof of statement (i).

Necessity of (§)). In view of the previous analysis, for any x € R and any M C R™ it follows that
P( (x) € M) = P(Ager Fx € Ao, M)P(ATFx + 1 € ATM) . (25)

13
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With this in mind, we suppose that .# over C, is (¢, ¢)-differentially private and (7) is satisfied, and
proceed to show the inequality (8) is also satisfied.

We first show

P(AkerFX S Ml) = P(AkerFX/ S Ml) S {0, 1} (26)
for all My C R™™ " and all (x,x’) € Adj(p,Cq). By the definition of €4, given any
(x,x") € Adj(p, Cq) it is clear that D(x — x’) = 0. On the other hand, by we have
Ayxer FDL = 0. Thus, it can be easily verified that Ay, F(x — x’) = 0 for all (x,x’) € Adj(u, Cq).
This immediately yields by recalling that the event Ay, F'x € M, is deterministic.

With (26), we now proceed to show (8). By combining (23] and (26), given any (x,x') € Adj(u, Cq)
we have
P(A(x) e M) < eP(A(X') €M) +6,
vYM C R™
— PATFx+neM;) <ePAFX +neMp)+7,
YM, C R”

It is noted that the lower inequality of indicates that the mechanism .#5(x) := ATFx + 1 over
Cq is (¢, 0)-differentially private.

27)

Next, we apply this fact and Lemmato the mechanism .#5(x) to show . It can be verified that
the random variables Y := ATFx +n « N(ATFx,1,), Y := ATFx’ + 71 -~ N(ATFx’,1,) and the
privacy loss function

1
e (¥) = (v = ATFx) TATF(x — x') + §IIATF(X -x)|I?
Then, we can obtain both the privacy loss random variables Ly - and Ly x share the same distri-

butions as
Lx,x’ e N(n/Za 77)

withn = || ATF(x—x)||2. According to Lemma the (e, §)-differential privacy of .#5 is equivalent
to saying

P(Lxx =€) — eP(Lyx < —€) <6
ie.,

o4 Y (- V) < (28)

Vi 2 Vi 2
for all (x,x’) € Adj(p,Cq). We note that the left side of the above inequality increases as 7 in-
creases by Balle & Wang|(2018). Thus, there must hold

P(— Sy Ve g € Vlmaxy (29)
Tmax 2 Tmax 2

where we have defined
Thmax ‘= sup ”ATF(X - X/)”Q
(x,x")€Adj(1,Ca)

We now proceed to show that 7, = MZA%. For any (x,x’) € Adj(u, C4), we recall Deﬁnition@
and observe that for any j € J
x —x/
= Edj (de — Xiij) + E,dj (X,dj - X/—dj)
= _Edegle_dj (X—dj — XLdj) + E—dj (X—dj — XLdj)
@1, ~EyD;'DIE_g(x_q — Xy
= \I/jEfdj (X,dj — Xl—dj)
where the third equation of (3) has been used to obtain the equation (a). Then, for any ¢ € V with
|z; — x}| < p, by using the first two equations of (5)) there always exists j such that ¢ € p; and
x —x' = W;E_q(x-q, —x_g,) = Vje(z; — z}) (30)
yielding
IATF(x — x)|| < [ATF W el < pAY
Thus, we have nmax = p?A%;, proving (8) by .

14
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A.1.3 PROOF OF SUFFICIENCY

With (7) and (8], we now prove that the mechanism .# preserves (¢, §)-differential privacy over Cg.

We first show that under (8) the mechanism .#,(x) := ATFx 4 n over C, is (e, §)-differentially
private. According to Lemmall] this is equivalent to proving (28) for all (x,x’) € Adj(, €4). Then,
by recalling the fact that fyax = p? A%, one can immediately conclude from the (8) that (28) is true
for all (x,x’) € Adj(u, Cq), ie.,

P(ATFx +n € Ms) < eP(ATFx +n€ M) +4, YMy CR".
Thus, by (23)) and (26) we further have

P((x) € M)

PEAkerFx € AkerM)P(ATFX +mn€ ATM)
P(AkrFX' € Aer M) (P(ATFX’ + 1 € ATV) + 4
eePEAke,Fx’ € A M)P(ATFX +m € ATM) +6
eP(M(X) € M) +6

I IAIA

for all M C R™. Therefore, the proof is completed.

A.2 PROOF OF THEOREM[2]
A.2.1 PROOF OF NECESSITY

Necessity of (7). The proof is the same as the necessity proof of (7) in Appendix [A.1.2] and is thus
omitted for simplicity.

Necessity of (9). Similar to the arguments in the necessity proof of (8), we can obtain and
thus the (e, 0)-differential privacy of the Laplace mechanism .#5(x) := ATFx + n w.rt. 4 for
n ~ £(0,1)", by using (7) and the fact that ./ (x) is (e, 0)-differentially private over C4. With this
in mind, we then proceed to show (9) by contradiction.

We suppose that Az > €/u. This, by the definition of Az and , indicates that there exists
(x,x") € Adj(p, Cq) such that

HATF(X — x| =plg > e
With such (x, x’) being the case, we then can always construct a non-empty set 8 C R” such that

lu—ATFx||; = |u—ATFx —ATF(x—x)|:
= Ju—ATFx'[l; — |ATF(x - x)]

forallu € 8. We thenlet My = {y € R" : y = u — ATFx, u € 8}, and observe that

P(ATFx —&—“ 17” € My)
_ 1 ~lnllx g
- e n
_ jﬁﬁlwwxhdu
- L e~ u=ATEX' |1+ ATF (x=x") |11 gy

— e”AtF(x—x/)Hl]p(ATFX’ +nc Mg)
> e P(ATFx' +n e M,),

which clearly contradicts with the fact that .45 is (e, 0)-differentially private, i.e., for all My C R”
and all (x,x’) € Adj(p, Cq), there holds

P(ATFx +mn € Mz) < eP(ATFX' +n € My).

Therefore, we have Az < €/p, proving (9).
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A.2.2 PROOF OF SUFFICIENCY

With (7) and @), we now prove that the mechanism .# preserves (¢, 0)-differential privacy over the
affine manifold Cy.

We first show that under (EI) the Laplace mechanism .#5(x) := ATFx + n over G4 is (¢, 0)-
differentially private. We first observe from the definition of A and (30) that

[ATF(x —x')[ly < pAg <e
for all (x,x’) € Adj(u, C4). Then, we note that for all My C R,

P(ATFx+neMy) < eANFEX)hP(ATFx + 7 e Ms)
< (-;’EHD(ATFX +ne Mg) ,

proving (e, 0)-differential privacy of .#5 over the affine manifold C,.

Thus, by (23)) and (26) we further have

P((x) € M)

P(Axer Fx € Akch)]P’(ATFx +ne ATM)

P (A FX' € A M) (eP(ATFX' + 1 € ATV))
= eP(A)eM).

IN

for all M C R™. Therefore, the proof is completed.

A.3 PROOF OF THEOREM 3

To prove Theorem 3, we first need to further elaborate the expressions of Ay in with the
mechanism .7 in (T6) and the manifold €4 in . It is observed that with D in (I8, there exist 7’
sets dj, j € J:= {1,...,T} such that Dq, € R("~"«)*(n=n2) js nonsingular and —d; := V/d; =
{G—Dmng+1,...,(j — 1)ng + n,}. It then follows that

VB q; = (In — Eq, (de)ilD)E*dj
= E_q, - Eq, (de)_lD—dj
= DL1Al-J

where the last equality is obtained by using (Dg,)"'D_q, = [A*™7;.. ;A" A ;AT ] and
the definition of D+ in . This further implies /UF\Ile_djEjdj e, = ATOTAl’jEde e; for
i€ Vandj €.

It is also noted that for any ¢ € d;, El—djei = vy with k := i — (j — 1)n, € [1, n,], while for any

i€ —dj, Efdj e; = 0. Therefore, we have

Ay = max(iyj)evm||/_XTF7\I'jE,djEIdjei||
= max(jpeix(in,] [ATOTA vy,

completing the proof.
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