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Abstract

Bayesian optimization (BO) is a popular sequential decision making approach for
maximizing black-box functions in low-data regimes. In biology, it has been used
to find well-performing protein sequence candidates since gradient information
is not available from in vitro experimentation. Recent in silico design methods
have leveraged large pre-trained protein language models (PLMs) to predict protein
fitness. However PLMs have a number of shortcomings for sequential design
tasks: 1) their current limitation to model uncertainty, ii) the lack of closed-form
Bayesian updates in light of new experimental data, and iii) the challenge of fine-
tuning on small downstream task datasets. We take a step back to traditional BO
by investigating Gaussian process (GP) surrogate models with various sequence
kernels, which are able to properly model uncertainty and update their belief over
multi-round design tasks. We empirically evaluate our method on the sequence
design benchmark ProteinGym, and demonstrate that BO with GPs is competitive
with large SOTA pre-trained PLMs at a fraction of the compute budget.

1 Introduction

Evolution encodes functional information within amino acid sequences. Understanding the effects of
sequence mutations on function is a fundamental problem for designing new proteins. Traditionally,
directed evolution [Arnold, 1998] methods have been employed to sequentially optimize proteins
to obtain better characteristics, where each round consists of random mutagenesis, gene recombi-
nations, screening and selection. This process is slow, labor-intensive, and requires costly in-vitro
infrastructure. Consequently, it is of significant interest to explore efficient in-silico sequence design
methodologies.

Labeled protein sequence datasets that link amino acid sequences to quantitative measurements
of relevant biological properties are increasingly available [Rao et al., 2019, Dallago et al., 2021,
Trabucco et al., 2022, Notin et al., 2023a, Groth et al., 2023]. However, due to experimental limitations
during dataset creation, it may only be practical to obtain measurements for dozens or a few hundred
proteins at a time [Biswas et al., 2021]. To this end, the focus is on sequence design methodologies
that efficiently use small labeled datasets to accelerate real-world experimentation.

A concurrent trend in protein sequence design considers large pre-trained protein language models
(PLMs), which take string sequences as input, and fine-tune task-specific downstream predictive
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Figure 1: Traditional Bayesian optimization design loop using Gaussian process (GP) models for
protein sequence design with string or fingerprint kernels. A surrogate model is trained with protein
sequences and their fitness value to approximate the underlying objective function. For this, the
sequences need to be represented, either via the sequence of amino-acids or as a mutation-code
relative to a specific wild-type protein being optimized. The GP kernel measures similarity between
protein sequences and can either directly work on the representation string or on fingerprints. Based
on the surrogate model, the acquisition function proposes new and promising protein sequence
candidates to evaluate next.

models; a review of the field is provided in Ruffolo and Madani [2024]. However, whilst being strong
supervised fitness predictors, PLMs have a number of shortcomings for design, such as: they are
computationally expensive to train and fine-tune; they have no closed-form or efficient Bayesian
update rule to incorporate new experimental data; they lack formal methods to model predictive
uncertainty and do not generalize well outside of training data distributions [Gruver et al., 2021,
Greenman et al., 2023, Tagasovska et al., 2024]; and fine-tuning large models on small downstream
task data is often challenging due to hyperparameters and overfitting.

In this work, we take a step back to simplicity and consider Gaussian process (GP) surrogate models
with various string and fingerprint kernels suitable for longer protein sequences than previously
possible [Griffiths et al., 2023]. Whilst GP models have been used to optimize proteins and antibody
designs previously [Belanger et al., 2019, Khan et al., 2023] via Bayesian optimization (BO) [Mockus,
1989, Garnett, 2023], those works specifically focused on small regions of the sequence (at most
11 amino acids), and not the high dimensional sequence design setting required for real world
protein design, which can be hundreds of amino acids. For an overview of high-dimensional BO
literature, see Kim et al. [2021], Santoni et al. [2024], Gonzélez-Duque et al. [2024]. Our classical
BO setup demonstrates competitive performance compared to large pre-trained PLMs on a real-world
benchmark, with a tremendously small fraction of the resources required for training and optimization
(often running in minutes only on CPU), whilst being a general approach to optimize any protein
landscape without prior knowledge.

2 Methodology

BO is a sequential decision making approach that maximizes black-box functions in a sample-efficient
way. For black-box functions, we can only observe the input and the output, but not the gradients.
Thus, the key idea is to sequentially learn and utilize a surrogate predictive model to efficiently
explore the design space. Instead of PLMs we consider GP models to guide the design. They are the
default choice in BO [Mockus, 1989, Garnett, 2023].

The choice of the kernel in the GP model represents the covariance function and determines the
majority of the generalization properties, enabling posterior model uncertainty and robust out-of-
distribution behaviour. We first define the problem setting, then describe protein encodings and
how to translate the encodings for the kernels, and finally recap the BO design loop, which is also
summarized in Figure 1.

Problem setting Formally, in black-box optimization we aim to find the candidate * € X in
the design space X’ with the maximum fitness of a given black-box function f : X — R: z* =
argmax,cy f(x). In our case, it is finding the highest fit protein sequence candidate with the fewest
number of function evaluations. Protein sequence optimization in high-dimensions is challenging due
to the combinatorial design space, i.e., there are k! possible sequences (number of amino-acids (AAs)
k and sequence length [). For this reason, we restrict the search space to a pool of candidates with
corresponding fitness values.



Sequence encoding As proteins are often encoded as a string of hundreds of amino-acids (AAs),
they need encoding to obtain a numerical representation. We utilize single-mutant protein landscapes
from ProteinGym [Notin et al., 2023a] and investigate two different sequence representations: (i) the
sequence string of AA tokens (between 86 and 724 in length), and (ii) the mutation-code to wild-type
sequence. The mutation-code represents a single mutation relative to a wild-type sequence as a tuple
of the AA to be replaced, the position of the mutation, and the new AA, e.g. M12A, resulting in a
compact representation of symbols instead of a long sequence of mostly repeated AAs. To the best of
our knowledge, we do not know of any work using mutation-codes as encodings for protein sequence
design. In order to use fingerprint kernels (described next), we convert the sequence representation
into binary vectors, where each AA in the sequence is replaced by its index in the AA alphabet. The
integer index is then represented as binary, e.g. for a sequence of length 86 AAs we obtain a binary
vector of length 86 - 5 (number of digits to represent the 20 AA library in binary form).

GP kernels A Gaussian process (GP) is a stochastic process that specifies the full distribution over
the black-box function f(z) ~ N (m(z), k(z,2")), with m(z) as its mean function and k(z, z’) as
its covariance function or kernel. The kernel should be specified such that similar candidates yield
similar predictions [Rasmussen and Williams, 2006]. Therefore, GP kernels act as an inductive
bias over the underlying optimization landscape. Kernel functions have hyperparameters such as
the lengthscale, which can be optimized during model training. In biology, there are kernels for
fingerprints, strings, and graphs [Griffiths et al., 2023]. String kernels are directly applicable to both
encoding types: sequence and mutation-code. Molecular fingerprints usually are an enumeration of
subgraphs that are hashed into a binary vector. As fingerprint kernels we use Dice, Forbes [Forbes,
1925], Innerproduct, Intersection, Minmax, Otsuka, Russell-Rao, Sorgenfrei and Tanimoto. As string
kernel we use the subsequence string kernel (SSK) [Lodhi et al., 2002, Cancedda et al., 2003, Beck
and Cohn, 2017, Moss et al., 2020]. Although the SSK on classic protein sequences has the drawbacks
of being computationally inefficient and not considering the positions of subsequences [Stanton et al.,
2022], this is alleviated by using the mutation-code representation, which is a drastically shorter rep-
resentation and contains the position of the mutation. All kernels are provided in GAUCHE [Griffiths
et al., 2023]. For more details see Appendix A.2.

Bayesian optimisation Generally, in BO, the probabilistic surrogate model (here, a GP with finger-
print or string kernels) is an iteratively refined approximation of the black-box problem that guides
the optimization process. BO starts with an initial design, obtained from quasi-random sampling
strategies [Brochu et al., 2010]. With these initial evaluated candidates, the surrogate model is trained
to approximate the unknown black-box function. It captures the uncertainty of the true function
value for unobserved candidates. Then an iterative loop begins: the acquisition function, which is
a utility function trading off exploration and exploitation, proposes the next candidates to evaluate
based on the surrogate model predictions and uncertainty. In the case of proposing one candidate per
round, it is the candidate with the highest acquisition function value. In the batch setting, several
candidates can be proposed leveraging various criteria [Desautels et al., 2014, Gonzdlez et al., 2016,
Wu and Frazier, 2016, Neiswanger et al., 2022]. The surrogate model is then updated with the new
observation(s), and the current best candidate is updated. These steps are repeated usually for a given
overall optimization budget.

3 Experiments

Experimental setup We evaluate our BO methodology on protein sequences available in the Prote-
inGym benchmark [Notin et al., 2023a]. We follow the evaluation protocol introduced in Notin et al.
[2023b] and Hawkins-Hooker et al. [2024]. The optimization task is as follows: for a given protein
“wild-type”, i.e. a given fitness landscape, find the highest-scoring mutated sequence within the fewest
number of trials. This benchmark focuses on single mutations from the wild-type, that is, our dataset
consists of sequences where only one amino acid has been edited compared to the original sequence.
As per the design setting introduced in Notin et al. [2023b], we have 10 optimisation rounds, in each
round we acquire 100 new candidates and fitness values to include in the surrogate model training
dataset. This setting resembles in vitro experiments where batches of newly proposed sequences are
sent to the lab for evaluation in each round and the returned fitness values are incorporated into the
model. As the acquisition function we use Log Expected Improvement [Mockus et al., 1978, Ament
et al., 2023], which selects the candidates from a pool consisting of all single-mutant sequences
recorded in the dataset for that wild-type. To propose a batch of candidates we select the top 100



candidates based on their acquisition value. We repeat the experiment for 3 random seeds, and
compare the top-30% recall over the candidate pool, and report area-under-curve (AUC) where higher
is better (details in Appendix Appendix A.S).

Baselines We compare against three large pre-trained PLM baseline approaches: ESM2 [Meier et al.,
2021], PoET [Truong Jr and Bepler, 2023] and ProteinNPT [Notin et al., 2023b]. ESM2 is a 8 million
parameter pre-trained masked language model. We pass the average sequence embeddings through
a linear regression layer to predict fitness, and fine-tune all parameters. PoET is a family-based
autoregressive model that additionally takes multiple-aligned sequences (MSA) as additional context,
and pass the final token embedding through a linear regression layer to predict fitness, similarly
fine-tuning all layers. ProteinNPT uses frozen-embeddings from MSA Transformer [Rao et al.,
2019] and fine-tunes only the non-parametric transformer layers. We use Monte Carlo dropout [Gal
and Ghahramani, 2016] to obtain uncertainty estimates, as per the open sourced code [Notin et al.,
2023b]. For both ESM2 and PoET we use a greedy acquisition function, and for ProteinNPT we use
UCB [Auer, 2002, Srinivas et al., 2010]. Besides PLM baselines we also compare to random search.

Protein Design Results In Figure 2 (left) we plot the multi-round sequence design top 30% recall
and AUC for the baseline PLMs and best performing GP models: sequence (seq.) and mutant-code
(mut.). This is averaged over eight single-mutant ProteinGym landscapes. We present per-landscape
results in Appendix A.7, including all GP kernel variants alongside the baseline methods.

We can clearly see that POET and ProteinNPT are the current SOTA on the ProteinGym sequence
design benchmark. However, it is worth considering that the baseline PLMs have access to two sources
of privileged information: (i) a large pre-training corpus of millions of unlabeled protein sequences,
and (ii) PoET and ProteinNPT additionally rely on MSA sequences to create their embeddings (which
for ProteinNPT are frozen-embeddings from the MSA Transformer). This provides a significant
advantage to those two PLMs as demonstrated in our results.

Runtime Results Figure 2 (right) presents the multi-round design run-time (on a log x-axis)
interpreted as the total cost of hardware for each design method, averaged over the eight landscapes.
Note that this does not include the considerable pre-training compute budget required for the PLM
baselines. We can see that the fingerprint kernels on mutation-code representation are extremely
fast, running entirely on CPU. Similarly, the sequence-based GP kernels also are significantly more
efficient than the fine-tuning regimes of PLMs. The traditional GP methods only require a fraction
of the total compute budget as opposed to the PLM baselines, which require many GPU hours for
both pre-training and fine-tuning per round. Runtimes and cost are to be found in more detail in
Appendix Table 2.
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Figure 2: Multi-round design averaged over eight single-mutant protein landscapes. Left: Top-30%
recall (mean and 95%-CI). Our methods are highlighted with *. Right: Wall-clock runtime interpreted
across hardware as compute costs. Our GP with string (SSK) or fingerprint (Forbes) kernels are
competitive with PLM baselines whilst only requiring a fraction of runtime and no pre-training.



4 Limitations and Future Work

This workshop paper comprises of work-in-progress, and there are limitations and avenues to build
upon in future work. One limitation of our method is that it does not leverage the additional
knowledge encoded in the pre-trained PLMs. Therefore, we consider using PLMs to inform a learned
kernel function, as in Khan et al. [2022], or a prior mean function. We explore using zero-shot PLM
predictions as a prior mean function in Benjamins et al. [2024], improving performance over using a
constant mean. In addition, string kernels might be even more expressive when the hyperparameters
of the kernel can be optimized. This has not been possible so far with high dimensional protein
sequences due to GPU memory constraints, creating a need for a more efficient implementation. For
future work, we plan to extend and evaluate our methodology for multi-mutant landscapes. Another
avenue is to investigate BO based on learned embeddings which are updated during optimization
together with end-to-end optimization of the acquisition function, similar to Stanton et al. [2022].
Additionally, we intend to investigate the exploration-exploitation trade-off specifically maximizing
information over batches, as explored in [Belanger et al., 2019], either by automatically adjusting the
trade-off over time as in [Benjamins et al., 2023], or by employing diversity-generating acquisition
functions [Neiswanger et al., 2022].

5 Conclusion

This work identifies a promising research avenue for traditional BO with GPs to tackle multi-round
protein design. With appropriate kernels, longer protein sequences than previously possibly can
be optimised. We demonstrate the competitiveness of BO with classic GPs compared to SOTA
PLM approaches that require large pre-training datasets, substantial fine-tuning budgets, and often
privileged MSA sequences; whilst only requiring a fraction of the compute budget. We believe
probabilistic surrogates hold value, especially in large design spaces where generalisation and
uncertainty-driven acquisitions are important.
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A Appendix / supplemental material

A.1 Protein landscapes
We use the set of eight single-mutant landscapes selected for ablations and hyperparameter selection

in Notin et al. [2023b] included in ProteinGym [Notin et al., 2023a], see Table 1 for an overview of
each landscape.

Table 1: Single-mutant Protein Landscapes from ProteinGym [Notin et al., 2023a]

Landscape Sequence Length Number of Sequences
TAT-HV 1BR-Fernandes-2016 86 1577
REV-HVI1H2-Fernandes-2016 116 2147
RL40A-YEAST-Roscoe-2013 128 1195
CALM1-HUMAN-Weile-2017 149 1813
DYR-ECOLI-Thompson-2019 159 2363
BLAT-ECOLX-Jacquier-2013 286 989
P53-HUMAN-Giacomelli-2018-WT-Nutlin 393 7467
DLG4-RAT-McLaughlin-2012 724 1576

A.2 String and Fingerprint Kernels

The kernel k(z,z’)) measures similarity between inputs and acts as an inductive bias over the
underlying optimization landscape. Kernel functions have hyperparameters such as the lengthscale,
which can be optimized during model training. String kernels operate on strings or a sequence of
symbols and mostly compare the similarity of their sub-strings. In our case the string is either a
sequence of an alphabet of 20 amino acids (length ! up to hundreds) or the mutation-code (length
I = 3) of an alphabet of 20 amino acids plus the number of possible mutation locations. More
formally, our alphabet A is the set of k& symbols A = {sq, ..., sy } (|A| = k). Then our vector space
is A’ with [ being the sequence length. Each element 2 € A is a vector x = (zg, 21, ..., 7;) with
xT; € AVZ = ]., 2, ,l

The subsequence string kernel (SSK) [Lodhi et al., 2002, Cancedda et al., 2003, Beck and Cohn, 2017,
Moss et al., 2021] we use as provided by GAUCHE [Griffiths et al., 2023] compares sub-strings of
length n (set to n = 5). The sub-sequences are used as features and can be non-contiguous. An SSK
(n-th) order between to strings x and z’ is defined as:

kssk(z,2) = Y cu(w) - cu(2)

ueA"

with S
Cu(S) = )\lmu‘ Z )\;\u\_ll lu((8i11'~')8i‘u‘)) ’

1<in <<y <|s|

where A" is the set of all possible ordered collections containing up to n characters from the alphabet
A, 1,(2’) the indicator function if strings = and 2 are equal. The contribution of a subsequence
u to a string s is measured by ¢, (s). The kernel hyperparameters are the match decay A, € [0, 1]
and the gap decay A, € [0,1]. They control the weighting of long and/or highly non-contiguous
sub-strings. The kernel is normalized kssk (z, ') = kssk(z, x’)/\/k:SSK(a:, x)kssk (2, x') to be able
to meaningfully compare strings of varied lengths.

Fingerprint kernels do not operate on the alphabet of symbols but on a binary vector, thus x, z’ €
{0, 1}d (d length of vector). For example, the Forbes kernel [Forbes, 1925] is defined as

d-(z,a)
2 7
Brorbes(2,0) = 05 - o

with ||-|| the Euclidean norm.



A.3 Hyperparameters

For our BO with GPs we use Botorch [Balandat et al., 2020] with prior zero mean, LogEI [Mockus
et al., 1978, Ament et al., 2023] and kernels from GAUCHE [Griffiths et al., 2023]. We standardize
the response values and use standard hyperparameters.

A.4 Hardware

For our experiments we used NVIDIA-A100-SXM4-80GB GPU for the PLM baselines and BO with
the SSK kernel. For the remaining experiments we used AMD EPYC 7452 CPUs.

A.5 Maetrics

Top 30% Recall We define the top 30% recall as follows: The number of acquired candidates who
have a fitness value higher equal the threshold divided by the number of candidates in the pool with a
fitness value higher than the threshold. The threshold marks the lowest fitness value of the top 30%
of all candidates in the pool. It represents how many relevant items have been retrieved so far. For the
design curves aggregating results over all tasks we first average over tasks and plot the 95%-CI over
the seeds. To account for the different number of rounds we normalize the rounds and interpolate the
values accordingly. The per-task design curves are based on the raw data.

AUC We calculate the area-under-curve (AUC) as the integral of the top 30% recall over rounds. For
the aggregation over tasks we average the top 30% recall over tasks first and then calculate AUC per
seed.

A.6 Baseline models

Hyperparameters for the fine-tuning PLM methods is consistent with the practice used to select
hyperparameters for the baselines from ProteinNPT.

ESM-2 and PoET models were fine-tuned using the Adam optimizer [Kingma and Ba, 2015] using
gradient accumulation with an effective batch size of 32. Learning rates were selected in each case
after a sweep over the values {1074, 3 - 107°, 107} on the eight single mutant landscapes.

Linear regression heads were added to embeddings extracted from PoET and ESM-2. In the former
case, we used final token embeddings, and in the latter case we averaged embeddings across the
sequence dimension before feeding them to the regression head.

ProteinNPT was run using the code released by [Notin et al., 2023b]. We refer to [Notin et al.,
2023b] for further details. We used the Monte Carlo dropout uncertainty quantification strategy
proposed by [Notin et al., 2023b] for ProteinNPT. Notin et al. [2023b] report best results with a
‘hybrid’ uncertainty quantification strategy, however this strategy is not implemented in the publicly
available code.

A.7 Design curves and AUC Per Landscape

Upon inspecting the following individual landscape results, the general trend is that the PLMs
ProteinNPT and PoET are most performant. However, when we also consider cost and expertise
required for pre-training, fine-tuning and inference and in-context learning for PLMs, our GP setup
is more accessible. Per landscape the exact order of performance changes and some landscapes
are more challenging than others (P53-HUMAN-Giacomelli-2018-WT-Nutlin vs. RL40A-YEAST-
Roscoe-2013). When we compare the encoding, the mutation-code is more performant than sequence
encoding which matches the intuition that the mutation-code carries semantic information, i.e. what
amino acid has been switched where.
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Figure 3: Design curves for individual single mutant landscapes for baselines and top performing GP
kernels (seq: sequence encoding, mut: mutation encoding).
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Figure 4: Design curves for individual single mutant landscapes for baselines and top performing GP

kernels (seq: sequence encoding, mut: mutation encoding).
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Figure 5: Final AUC of baselines and all GP kernels. Only SSK is a string kernel, the rest is a

fingerprint kernel.
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Figure 6: Final AUC of baselines and all GP kernels. Only SSK is a string kernel, the rest is a
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Table 2: Final mean AUC averaged over all 8 landscapes and 3 seeds of all surrogate models together
with run time and cost. Ordered by AUC. Best GP variant marked with “*’.

AUC Runtime (h) Cost ($)

ProteinNPT 5.0373 5.5038 30.7112
PoET 49138 1.2601 7.0314
ESM-2 4.1125 0.1014  0.5659
Random Selector 3.4464 0.0005 0.0001
*GP Forbes (seq) 3.9798 0.0993 0.0285
GP InnerProduct (seq)  3.9267 0.0877 0.0252
GP Sorgenfrei (seq) 3.9259 0.1006  0.0289
GP Otsuka (seq) 3.8541 0.0879  0.0252
GP MinMax (seq) 3.6946 0.0870  0.0250
GP Tanimoto (seq) 3.6946 0.1065 0.0306
GP Dice (seq) 3.6945 0.0853  0.0245
GP SSK (seq) 3.6447 2.6948  0.7734
GP RussellRao (seq) 3.4050 0.0826 0.0237
*GP SSK (mut) 4.5237 2.3998  0.6887
GP MinMax (mut) 4.2354 0.0078  0.0022
GP Tanimoto (mut) 4.2354 0.0085  0.0024
GP Sorgenfrei (mut) 4.1281 0.0085 0.0024
GP Dice (mut) 3.9977 0.0081 0.0023
GP Forbes (mut) 3.9762 0.0094  0.0027
GP RussellRao (mut) 3.8959 0.0087 0.0025
GP InnerProduct (mut) 3.8884 0.0064  0.0018
GP Otsuka (mut) 3.8704 0.0099 0.0028
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