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Abstract
Most language models currently available are001
prone to self-contradiction during dialogues.002
To mitigate this issue, this study explores a003
novel contradictory dialogue processing task004
that aims to detect and modify contradictory005
statements in a conversation. This task is in-006
spired by research on context faithfulness and007
dialogue comprehension, which have demon-008
strated that the detection and understanding009
of contradictions often necessitate detailed ex-010
planations. We develop a dataset comprising011
contradictory dialogues, in which one side of012
the conversation contradicts itself. Each dia-013
logue is accompanied by an explanatory label014
that highlights the location and details of the015
contradiction. With this dataset, we present a016
Red Teaming framework for contradictory dia-017
logue processing. The framework detects and018
attempts to explain the dialogue, then modifies019
the existing contradictory content using the ex-020
planation. Our experiments demonstrate that021
the framework improves the ability to detect022
contradictory dialogues and provides valid ex-023
planations. Additionally, it showcases distinct024
capabilities for modifying such dialogues. Our025
study highlights the importance of the logical026
inconsistency problem in conversational AI.027

1 Introduction028

Dialogue systems have made significant advance-029

ments in recent years (Ni et al., 2023), propelled by030

the rapid development of language modeling and031

learning technologies. The focus on understanding032

and analyzing conversations between humans and033

machines has become paramount in this field (Wu034

et al., 2020; Zhong et al., 2022), serving as a vi-035

tal component in the development of intelligent036

interaction systems. The emergence of large lan-037

guage models (LLMs; Chung et al. 2022; Touvron038

et al. 2023a; Chiang et al. 2023), such as ChatGPT,039

has played a substantial role in shaping dialogue-040

related research. These models have showcased im-041

pressive abilities in comprehending sophisticated042

context and generating fluent dialogue responses, 043

and exhibit an exceptional level of control by per- 044

forming summarization (Luo et al., 2023), expla- 045

nation (Hou et al., 2022), enquiries (Khalifa et al., 046

2023; Kim et al., 2023), and role-playing (Xu et al., 047

2023) within dialogues. 048

However, semantic conflicts in the dialogue, 049

such as contradictions (Nie et al., 2021; Li et al., 050

2022) and factual errors (Dziri et al., 2022; Da- 051

heim et al., 2023), pose challenges for language 052

models (LMs) in recognizing and resolving them, 053

resulting in significantly declined experience of 054

human-machine interaction. According logical 055

studies (Dowden, 2017), a contradiction refers to 056

a situation where two or more statements cannot 057

be simultaneously true. These discrepancies are 058

primarily instigated by machines rather than hu- 059

mans (Nass and Moon, 2000; Marcus, 2018), and 060

even the LLM sometimes fails to provide satisfac- 061

tory responses1 (Roller et al., 2021; Kandpal et al., 062

2023; Chang et al., 2023). This is demonstrated by 063

the model’s fluctuating attitudes and inconsistent 064

faithfulness to the same issue throughout the dia- 065

logue. For example, in Fig. 1, the dialogue agent 066

initially stated an inability to consume spicy food, 067

but later claimed a habit of eating spicy food every 068

day. This inconsistency between utterances loses 069

the anthropomorphic essence of human-computer 070

conversation. Similarly, if a conversational partici- 071

pant conveys inconsistent intents or thoughts, they 072

can also cause confusion in dialogue understanding. 073

This type of controversy, observed for a single pro- 074

tagonist and reflected as factual conflicts or changes 075

in attitude, is known as the self-contradiction. Con- 076

tradiction is a key factor in enhancing comprehen- 077

sion of text and has been extensively studied in 078

text generation (de Marneffe et al., 2008; Welleck 079

et al., 2019a; Li et al., 2020), hallucination detec- 080

tion (Azaria and Mitchell, 2023; Agrawal et al., 081

1The explanation on dialogue contradiction frequency will
be provided in Appx. §C.
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Q: Are there contradictions in the above dialogue? 

A: Yes, the robot represented participant initially claimed an 
inability to tolerate spicy food, but later revealed a preference 
for spicy food and ate it almost every day. 

Really? I find spicy food to be a perfect 
balance of flavor and heat.

They all seem to be very spicy. Are you a 
fan of spicy food?

You're right, spicy food is one of my guilty pleasures. 
I eat it almost every day.

Suggest some food for me please, I don't 
know what to eat…

Not at all, I can't handle even mildly spicy dishes.  
I prefer mild flavors.

If you want something special, you can try Chili, 
Chorizo Potato and Phaal Curry.

Contradiction !

Explanation

Are there contradictions in the 
dialogue?

Yes, in the last sentence, the 
robot says that it eats spicy 
food almost every day. It is 
inconsistent with statement 
that it does not like spicy food.

Yes, the machine first suggests 
spicy dishes and later they say 
they can't even accept mildly 
spicy dishes. Machine’s second 
statement contradicts its earlier 
suggestion.

No, there are no contradictions 
in the dialogue. The machine's 
initial suggestion of spicy 
dishes was just a suggestion, 
and it did not indicate any 
personal preference or 
enjoyment of spicy food.

GPT3.5

Vicuna

LLaMA2

(a) (b)

Figure 1: Examples of contradictory dialogues with human explanation (a) and responses from GPT3.5-turbo-0613,
LLaMA2-7B-chat (Touvron et al., 2023b) and Vicuna-7B (Chiang et al., 2023) for understanding contradictory
dialogues (b). The responses include the detection and explanation of the contradiction.

2023) and logical reasoning (Magnini and Cabrio,082

2010) but rarely for dialogues.083

To better study contradictory situations in the084

conversation, the first contribution of this paper085

is to propose a new dialogue processing task for086

addressing conversational contradiction. Dialogue-087

related tasks are aimed at generating utterances088

that satisfy human needs to communicate effec-089

tively (Valizadeh and Parde, 2022; Deng et al.,090

2023). If contradiction arises in a dialogue, mostly091

self-contradiction, there must be at least two ut-092

terances whose semantics conflict. Improvement093

requires two efforts: detecting contradictory utter-094

ances and modifying them accordingly. Inspired by095

recent work on processing hallucinations (Mündler096

et al., 2023), our work utilizes LLMs to detect097

and modify potential contradictions in dialogues.098

Furthermore, the contradiction detection subtask099

supports two more aspects: contradiction existence100

and explanation assessment.101

To facilitate related research, we developed a102

self-contradiction dialogue dataset collected from103

ChatGPT2 and Wikipedia,3 as the second contri-104

bution of this paper. The dataset contains over105

12,000 complete “human-machine” dialogues, in-106

2We consistently use the gpt3.5-turbo-0613 version.
3The enwiki-20230101 dump.

cluding more than 6,000 dialogues that contain one 107

or more contradictory contexts. As LLMs suffer 108

from logical incompleteness (Wang et al., 2023; 109

Sanyal et al., 2023; Creswell et al., 2023), the con- 110

tradiction primarily emerges on the machine side 111

of the conversation. The dataset aims to create di- 112

alogue scenarios with conflicts and introduce two 113

major features: First, it contains 15 daily conver- 114

sation topics sourced from Wikipedia, embodied 115

in more than 700 different specific topics, ensuring 116

the dialogue diversity. More than 75% topics are 117

not be used more than three times, which ensures 118

the effectiveness for learning and accessing con- 119

tradiction processes. Second, each conversation 120

containing a contradiction is provided by a state- 121

ment that locates the contradiction and explains its 122

specific manifestation, seeking to help assess the 123

explanation and resolving contradictions within the 124

dialogue. 125

While the task and dataset pose a non-trivial 126

dialogue processing problem to individual LMs, 127

we envision that a proper solution can be revealed 128

through the collaborative effort between multiple 129

LMs. As our third contribution, we propose a 130

Red Teaming framework where, in addition to the 131

main dialogue model, there is another analyzer LM 132

which collectively detects and explains contradic- 133
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Prompts

Instructions

Explanation

1. Gather topics 
from Wikipedia, 
build prompts

Food

Movie

Music

2. Generate 
preliminary dialogues 

with gpt-3.5-turbo

3. Check and 
compare to pick out 

proper dialogues

4. Use suitable contradictory 
dialogues as demo, 

construct instructions

5. Contradictory 
dialogues and 
explanations

Figure 2: Contradictory Dialogue dataset collection process

tions. Since LLMs have strong language generation134

capabilities but can be overly confident about their135

generation (Mielke et al., 2022; Kadavath et al.,136

2022), as an underlying motivation for this task, we137

find that a Red Teaming framework can be applied138

to utilize rationales from the fine-tuned analyzer139

LM to revise the contradiction within conversation.140

This will enhance LLMs’ capability of optimizing141

for contradictory issues in the dialogue.142

The proposed framework first fine-tunes the orig-143

inal LLM to improve the model’s awareness and144

ability to detect conflicts. To ensure a full un-145

derstanding of the contradiction in the dialogue,146

the model is required to provide formatted state-147

ments. Beyond detecting conflicts in dialogues,148

the Red Teaming LM also explains the conflicts149

and requests corrections based on the statements.150

Extensive experiments have demonstrated that the151

proposed Red Teaming framework proves to signif-152

icantly enhance the accuracy and comprehensive-153

ness of multiple series LLMs in detecting dialogue154

contradictions. Specifically, it outperforms a strong155

baseline model by two-fold on metrics of detection156

accuracy and explanation validity. We also demon-157

strate its ability to correct logical inconsistencies.158

2 Task and dataset159

We hereby define the task of dialogue contradiction160

resolution, and introduce the contributed dataset.161

2.1 Task Definition162

Let C = {u0, u1, . . . , u|C|} be a dialogue (con-163

versation), where ui represents an utterance in the164

dialogue. Our goal is to streamline the process of165

contradiction resolution in the dialogue, it is thus166

divided into two subtasks: contradiction detection167

and contradiction modification.168

For the contradiction detection subtask, the in-169

put to the task is C and the output is y, which170

indicates whether the dialogue C contains a self-171

contradiction or not. Considering the detection by172

LMs, The expected output is a binary label y in-173

dicating whether dialogue C contains at least one174

contradiction or not. y will be represented as a gen- 175

erated text label, such as either yes or no, which 176

semantically correspond to contradictory label and 177

non-contradictory label respectively. 178

For the modification subtask, upon detecting a 179

contradiction, LMs are required to revise the contra- 180

dictory utterances to achieve that no logical incon- 181

sistency between any two sentences in the dialogue 182

C. For the case where ui contradicts ui+k, which 183

is typically a self-contradiction generated by the 184

machine, either ui/ui+k or both (ui, ui+k) can be 185

modified. There are two modification strategies: 1) 186

Direct Edit, which involves modifying either ui or 187

ui+k where the contradiction occurs, and 2) Joint 188

Edit, which involves modifying both ui and ui+k 189

simultaneously to resolve the contradiction. 190

2.2 Dataset 191

Data Collection We first extracted keywords from 192

Wikipedia on topics related to daily conversations 193

about movies, food, tourism, sports, etc. Then we 194

classified the keywords according to topic. Consid- 195

ering the difficulty of manually writing contradic- 196

tory dialogues and data scarcity, inspired by Wei 197

et al. (2022) and Ouyang et al. (2022), we chose to 198

generate contradictory dialogues data in the form 199

of conversation with ChatGPT. This was done with 200

the following considerations. First, with guidance 201

from instruction prompts and concrete examples, 202

ChatGPT can provide data in the desired format 203

and comprehensively cover the aforementioned top- 204

ics, which significantly reduces both the cost and 205

bias of human authoring. Second, our tests have 206

shown that ChatGPT achieves human-like excel- 207

lence in both contradiction detection and interpreta- 208

tion, whereas other open-source testable LLMs do 209

not achieve similar levels of performance. Third, 210

ChatGPT has the ability to generate high-quality 211

contradiction explanations. More details on the 212

quality of generation are shown in Appx. §A.1. By 213

constantly guiding ChatGPT to generate appropri- 214

ate contradictory dialogues and explanations by 215
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Figure 3: (a): Topics distribution of contradictory dia-
logues; (b): Training set and test set statistics.

modifying prompts, and repeating these steps after216

validation, the entire dataset construction process217

is shown in Fig. 2, inspired by Kim et al. (2022).218

To effectively evaluate the quality of the dataset,219

we randomly selected 200 generated contradictory220

dialogues and assigned two human annotators to221

assess the quality of contradictions in each dia-222

logue as well as the validity of the corresponding223

explanations. The kappa coefficients measuring224

inter-annotator agreement for these assessments225

were 0.76 and 0.72, respectively.226

Statistics The dataset constitutes 12,387 dialogues227

in total, which includes both contradictory and non-228

contradictory ones about similar sets of topics. For229

contradictory dialogues, we have collected 6,130 of230

those and each is accompanied by an explanation.231

Each dialogue averages 46.5 words across 4 sen-232

tences, with each sentence containing 11.6 words233

on average. The explanation accompanying each234

dialog contains on average 16.7 words. We selected235

15 different daily topics from Wikipedia with refer-236

ence to the DailyDialog (Li et al., 2017) and Wizard237

of Wikipedia (Dinan et al., 2019) topics, and their238

distribution is illustrated in Fig. 3(a). We also ex-239

tracted non-contradictory dialogues from the two240

aforementioned public datasets, with a compara-241

ble number of contradictory dialogues and simi-242

lar length, to facilitate categorization and evalu-243

ation.4 These datasets were combined and then244

separated into a training and a test sets, which in-245

cluded both contradictory and non-contradictory246

dialogues, as depicted in Fig. 3(b). The training set247

comprises 4,839 contradictory dialogues and 4,820248

non-contradictory dialogues, while 1,291 contradic-249

tory as well as 1,437 non-contradictory dialogues250

are included in the test set, respectively.251

4All contradictory conversations have been manually re-
viewed and labeled. Following Nie et al. (2021), we as-
sume that conversations from the DailyDialog and Wizard
of Wikipedia are free of contradictions.

3 Red Teaming Language Models for 252

Contradictory Dialogue 253

In this section, we outline the proposed Red Team- 254

ing method for resolving contradictory dialogues. 255

3.1 Framework Overview 256

The proposed Red Teaming framework is learned 257

in three steps. First, a vanilla LM is fine-tuned with 258

the detection task objective. Then, the fine-tuned 259

LM, i.e., the analyzer LM or aLM for short, is used 260

to generate and validate contradictory explanations, 261

formatting the form and content of the explana- 262

tion during training. Finally, the red teaming LM, 263

denoted as rLM, is used to modify where contradic- 264

tions exist in the dialogue. In the final step, the rLM 265

draws on the explanatory statements generated in 266

the previous step to supplement the logical prompt 267

scarcity. Throughout the process, the LLM’s abil- 268

ity to identify and understand where contradictions 269

exist in the dialogue is improved. 270

In the rest of this section, we present the tech- 271

nical details of the individual steps for resolving 272

dialogue contradiction. 273

3.2 Resolving Dialogue Contradiction 274

To address the subtasks of resolving dialogue con- 275

tradiction as defined in §2.1, our framework under- 276

goes three steps of contradiction detection, contra- 277

diction explanation, and dialogue modification. 278

3.2.1 Contradiction Detection 279

We fine-tuned the aLM, which generates semantic la- 280

bels based on dialogue contexts that are potentially 281

contradictory. Considering the model’s inference 282

ability and parameter count (Kaplan et al., 2020), 283

we selected models with 7 to 13 billion parame- 284

ters as the primary backbone due to their applica- 285

bility (Chung et al., 2022; Touvron et al., 2023b; 286

Chiang et al., 2023; Taori et al., 2023; Jiang et al., 287

2023). There main advantage of using autoregres- 288

sive LMs for contradiction detection compared to 289

previous masked LM variants (Nie et al., 2021; Li 290

et al., 2022) lies in the fact that autoregressive LMs 291

naturally suit the objective of generating explana- 292

tion for the problematic context. This explanation 293

enables us to identify responses from the model 294

that capture contradictory intentions. 295

To instantiate aLMs, we first use zero-shot and 296

few-shot methods to evaluate the contradiction de- 297

tection capabilities of distinct models. The prompt 298

p for the detection process comprises dialogue C 299
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and instruction i, with the addition of two demo300

contradictory dialogues (Cm, Cn) to bootstrap for301

the few-shot scenario. We ask the LMs to deter-302

mine if there are contradictions in dialogue C with303

the prompt p both in zero-shot and few-shot set-304

tings, as presented in the Appx. §A.3.305

In the training stage, given the dialogue C, we306

use instruction tuning to fine-tune the vanilla LM307

to generate the judgment label s: p(s|C, i). s308

is designated yes or no to represent a judgment309

of contradiction. The instruction i is the same310

as the one in the zero-shot test. We conduct a311

randomly-tuned dataset of mixed contradictory and312

non-contradictory dialogues with disrupted topics313

for each LM to avoid the topic distribution effect314

on contradiction detection.315

3.2.2 Contradiction Explanation316

Considering that binary classification cannot reflect317

the model’s understanding of contradiction points,5318

we train the aLM to generate specific explanations e319

related to the contradiction, and quantify the extent320

of the model’s reasoning about the contradiction321

by evaluating on e. Specifically, given dialogue C,322

without loss of generality, assume that the contra-323

dictory statements within C are (ui, ui+1, ..., uk),324

where i < k ≤ |C|. When contradiction explana-325

tion is enabled, the aLM is trained to produce both326

the judgment labels s and the corresponding expla-327

nation e. As per the formal specification during328

the dataset construction, e usually satisfies the fol-329

lowing conditions. First, it should be semantically330

consistent with s, i.e., no semantic conflict between331

s and e. Second, it states which utterances are con-332

tradictory in the dialogue C. Finally, it contains333

the specific reason for the contradiction.334

Assessing the suitability of the generated expla-335

nation is a crucial aspect of the process. Inspired336

by prior works on utterance similarity (Mahgoub337

et al., 2019; Zhou et al., 2022), we evaluate the338

generated explanation e by comparing it with the339

labeled explanation eg in the dataset. We define340

S(e, eg), which is expressed as:341

S(e, eg) = S1(e, eg) + ηS2(e, eg), (1)342

where η is the scale factor and 0 < η < 1. S1 and343

S2 represent the semantic similarity scores between344

the generated text e and the reference text eg. To345

avoid bias, we utilize a weighted sum of the two346

evaluation methods. When S(e, eg) > τ , where τ347

5Related examples are shown in Fig. 1(b).

is the threshold, the LM-generated explanation e is 348

considered capable of explaining the contradictions 349

present in the dialogue C, i.e., the model expresses 350

a complete understanding of the problematic dia- 351

logue at the contradiction-level. In contrast, when 352

S(e, eg) ≤ τ , e is considered insufficient to explain 353

contradiction within the dialogue. The value of τ 354

is established based on the score criteria of human 355

evaluation. Details will be provided in §4.2. 356

3.2.3 Dialogue Modification 357

After detecting the contradiction, we use the 358

Red Teaming rLM as well as e consistent with 359

S(e, eg) ≥ τ to modify the contradiction in C.6 360

We also provide instructions in the prompts. The 361

instructions include whether to use e and the modi- 362

fication strategies. For the Direct Edit mentioned 363

in §2.1, general modifications are made on ui+k 364

to make it consistent with ui. This is because, in 365

generated dialogue, subsequent sentences typically 366

follow the logic embedded in the context. For 367

the Joint Edit, we employ explanations to iden- 368

tify contradictory statements and ask rLM to ad- 369

just the contradictory segments. To maintain logi- 370

cal coherence, it may be necessary to modify the 371

context ci+1,i+k−1 = {ui+1, ui+2, ..., ui+k−1} be- 372

tween these contradictory statements. 373

4 Experiments 374

To evaluate the proposed Red Teaming framework 375

for processing contradictory dialogues, we conduct 376

several comparative experiments on the provided 377

dataset. Specifically, in addition to assessing con- 378

tradictory dialogue detection and explanation, we 379

also evaluate the impact of LM-generated explana- 380

tions on the final task (§4.1-§4.3). Moreover, we 381

provide case studies to demonstrate the generative 382

outcome of the LMs. 383

4.1 Dialogue Contradiction Detection 384

We first benchmark the contradiction detection. 385

Baselines and Metrics We compare the accuracy, 386

recall and F1 scores of multiple baselines and 387

various open-source LLMs for detecting contra- 388

dictory dialogues: BERT (Devlin et al., 2019), 389

RoBERTa (Liu et al., 2019), LLaMA2-7B/13B- 390

chat (Touvron et al., 2023b),7 Vicuna-7B (Chiang 391

6Particularly, our study finds that an LM-generated expla-
nation can often be used to enhance the modification, although
this is not explicitly required in the problem definition in §2.1.

7Considering the relevance to the dialogue task, we choose
the LLaMA2-chat series as the vanilla LLaMA2 version.
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Model Accuracy F1 Recall

BERT 67.4 65.2 60.9
RoBERTa 68.3 64.1 62.2

Vicuna-7B 64.1 69.8 79.1
Vicuna-7B∗ 96.7 95.8 92.6
Mistral-7B 63.8 61.2 49.6
Mistral-7B∗ 97.4 96.3 94.5
LLaMA2-7B-chat 33.6 43.2 54.2
LLaMA2-13B-chat 50.6 65.5 92.8
LLaMA2-7B-chat∗ 95.2 95.3 90.9
LLaMA3-8B-Instruct 49.9 66.7 96.1
LLaMA3-8B-Instruct∗ 96.9 97.5 98.9

Table 1: Results of contradiction detection. ∗ indicates
the fine-tuned model. In this paper, we consistently use
the Lora fine-tuning approach (Hu et al., 2022). Details
in Appx. §B.1

et al., 2023), Mistral-7B (Jiang et al., 2023) and392

LLaMA3-8B-Instruct.8 In addition, the discrimina-393

tory criteria used for the vanilla LMs are assessed394

by human and described in the Appx. §A.2.395

Results Tab. 1 shows the results of contradictory di-396

alogue detection. The vanilla LLaMA2 fails to ex-397

hibit the ability in detecting contradictions beyond398

smaller encoders like BERT and RoBERTa, even at399

the 13B model scale. Even the better-performing400

vanilla LLMs, like Vicuna and Mistral, did not at-401

tain convincing outcomes. A contributing factor402

to this lies in generative instability, for example,403

to generate the given dialogue in the answer. It is404

also partly due to deficiencies in the LMs’ ability405

to judge contradictions and reasoning, which in-406

creases the occurrence of self-contradictions in dia-407

logue. In contrast, fine-tuning aligns the LMs with408

the contradiction detection task. The vanilla Vi-409

cuna and LLaMA2’s higher recall implies that these410

models are more inclined toward detecting contra-411

dictions in dialogues when judging them, aligning412

with our observations. Additional information on413

detection results will be provided in §4.2.414

4.2 Contradiction Explanation415

We then present an analysis on models’ explana-416

tions on contradiction.417

Baselines According to §3.2.2, contradiction ex-418

planations are generated concurrently with the de-419

tection of contradictions. Therefore, the LMs de-420

scribed in §4.1 is employed as the baselines for421

generating contradiction explanations. Addition-422

ally, through human evaluation, we compared LMs423

ranging from 7B to 13B.424

8https://llama.meta.com/llama3/
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Figure 4: Scatter plot of the generated explanations’ va-
lidity as labeled by human annotators. Label 1 indicates
that the explanation is considered valid, while Label
0 indicates it is considered invalid. Given η = 0.1,
τ = 0.6, τ = 0.65, and τ = 0.7 represent the constant
value of three S, respectively.

Metrics We conduct both automatic and human 425

evaluations on the quality of explanations gener- 426

ated by various models. For automatic metrics, we 427

use the labeled explanations in the dataset as ref- 428

erence and use the combined evaluation method 429

in §3.2.2. Following the text similarity metrics 430

used by Maynez et al. (2020) and Qin et al. (2022), 431

we calculate S1 and S2 with BERTScore (Zhang 432

et al., 2020) and BARTScore (Yuan et al., 2021), re- 433

spectively. To determine the value of τ , we sample 434

200 generated explanations, and human annotators 435

evaluate them to mark whether the generated expla- 436

nation could effectively explain the contradiction 437

present in the dialogue, as shown in Fig. 4. Accord- 438

ing to the figure, given η = 0.1, all points labeled 439

as "invalid" by human annotators are excluded from 440

S > τ = 0.65 region, we assume that this criterion 441

approximately aligns with human requirements for 442

validity. Thus we consider that τ = 0.65 as a dis- 443

criminating value to determine the validity of the 444

explanation and whether it is satisfactory or not. 445

When τ = α, we calculate the percentage of ex- 446

planations with S > α, based on the computation 447

in Eq. 1, η = 0.1. This metric is denoted as Pα for 448

convenience. Besides, we also measure the BLEU- 449

4 (Papineni et al., 2002) and ROUGE-L (Lin, 2004) 450

of the generated results. 451

For human evaluation, we ask human judges to 452

score explanations generated by each model for 453

randomly chosen 200 test samples based on three 454

criteria following Kim et al. (2022), i.e. label con- 455

sistency, fluency, and completeness. Appx. §B.2 456

provides detailed information on each criterion. 457
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Model Score generative

P0.7 P0.65 P0.6 MBERT MBART BLEU-4 ROUGE-L

Vicuna-7B 6.25 16.37 34.08 0.8897 −3.3174 5.28 23.57
Mistral-7B 1.86 10.56 26.71 0.8822 −3.3001 5.15 24.15
LLaMA2-7B-chat 13.12 32.49 55.13 0.8970 −2.9169 7.52 29.16
LLaMA2-13B-chat 16.25 43.14 69.81 0.8987 −2.6578 6.87 29.30
LLaMA3-8B-Instruct 8.91 23.61 42.92 0.8843 −2.9984 4.31 22.42
Vicuna-7B∗ 68.62 83.45 93.14 0.9069 −1.6332 17.19 45.80
Mistral-7B∗ 73.97 86.63 94.24 0.9310 −1.5736 31.93 56.34
LLaMA2-7B-chat∗ 74.87 87.20 94.92 0.9231 −1.5653 23.48 51.27
LLaMA3-8B-Instruct∗ 65.86 79.51 88.64 0.9270 −1.8406 33.69 55.70

Table 2: Automatic evaluation results for contradiction explanation. ∗ indicates fine-tuned models. Pα indicates the
proportion of explanations where S > α. MBERT and MBART denote the mean of BERTScore and BARTScore.

Model Label Consist. Fluency Completeness

Vicuna-7B 0.85 1.25 1.16
Vicuna-7B∗ 1.73 1.63 1.76
Mistral-7B 0.82 1.24 1.02
Mistral-7B∗ 1.77 1.56 1.78
LLaMA2-7B-chat 1.12 1.33 1.34
LLaMA2-13B-chat 1.21 1.29 1.41
LLaMA2-7B-chat∗ 1.79 1.58 1.73
LLaMA3-8B-Inst 0.91 1.23 1.04
LLaMA3-8B-Inst∗ 1.76 1.50 1.75

Table 3: Human evaluation results for contradiction
explanation. ∗ indicates the fine-tuned model.

Results While the individual models in §4.1 em-458

body some contradiction detection capability, the459

percentage of their corresponding satisfactory ex-460

planations does not match the accuracy of contra-461

diction detection, illustrating LLMs that identify462

contradictions do not necessarily explain them.463

As shown in Tab. 2, the vanilla models exhibit464

varying explanatory abilities in response to the de-465

tected contradictory dialogue conditions. Specif-466

ically, at P0.65, LLaMA2-chat outperforms Vi-467

cuna and Mistral of the same size by 16.12% and468

21.93%, respectively. The dialogue data alignment469

may have assisted in this performance. Meanwhile,470

the larger models demonstrate superior explana-471

tory ability, with LLaMA2-13B-chat surpassing472

the 7B model by 10.65%. It is noteworthy that473

LLaMA3-Instruct performs less effectively than474

LLaMA2-Chat on contradiction explanation task.475

This discrepancy may be attributed to the optimiza-476

tion for dialogue alignment, which appears to yield477

better outcomes in conversational contexts. Ac-478

cording to Tab. 11, LLaMA3-8B-Instruct generates479

repetitive results and irrelevant text when generat-480

ing explanations based on instructions, which to481

some extent adversely affects its performance on482

the P metric. However, a significant proportion483

of scores from the five vanilla models remain in484

the lower range. We attribute this primarily to two485

factors. First, the vanilla models tend to generate 486

additional task-irrelevant information when produc- 487

ing contradiction explanations. Second, these mod- 488

els frequently reiterate the dialogue context dur- 489

ing explanation, even when such context does not 490

contribute to explanation. Additionally, a higher 491

percentage of satisfactory explanations basically 492

represents higher MBERT and MBART between 493

models, which also demonstrates the consistency 494

of S-embodied modeling capabilities. 495

In Tab. 3, LLaMA2-chat demonstrates superior 496

performance across all three human evaluation met- 497

rics, both for vanilla and fine-tuned models. Con- 498

versely, LLaMA3-Instruct performs poorly in terms 499

of fluency, although the vanilla model exhibits good 500

label consistency. Overall, the label consistency 501

scores of the LMs are positively correlated with the 502

Score ratings in Tab. 2. 503

4.3 Contradiction Modification 504

We hereby evaluate the last subtask of contradiction 505

modification. 506

Baselines and Metrics We utilize the fine-tuned 507

LM as the rLM to guide the modification of contra- 508

dictory dialogue. We perform two prompt settings, 509

with and without explanation, followed by evalu- 510

ations with both automatic and human methods. 511

Automatic evaluation involves performing contra- 512

diction detection again with the best performing 513

model in §4.1 on the modified dialogues, and com- 514

paring the change in the percentage of contradic- 515

tory dialogues before and after modification. 516

Results Tab. 4 demonstrates that all rLMs exhibit 517

certain capabilities of modification when faced 518

with a given contradictory dialogue. Notably, when 519

a prompt includes the generated explanation, the 520

rLM’s effective revision coverage outperforms cases 521

where such an explanation is absent. This outcome 522
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Model Fine-tune Explanation Percentage

w/o modification N/A N/A 49.34

Vicuna-7B 10.34
Vicuna-7B ✓ 7.81
Vicuna-7B ✓ ✓ 5.21
Mistral-7B 9.90
Mistral-7B ✓ 6.85
Mistral-7B ✓ ✓ 4.25
LLaMA2-7B-chat 7.70
LLaMA2-13B-chat 5.02
LLaMA2-7B-chat ✓ 5.13
LLaMA2-7B-chat ✓ ✓ 3.85
LLaMA3-8B-Inst 10.15
LLaMA3-8B-Inst ✓ 7.14
LLaMA3-8B-Inst ✓ ✓ 4.51

Table 4: Results of contradiction modification. We
uniformly use the Mistral-7B fine-tuned version as the
detecting model. The prompts during testing do not
include any of the modification strategies in §3.2.3.

reflects the quality of the contradiction explana-523

tions and their effective localization within the dia-524

logue. Similar to the §4.2, LLaMA2-chat exhibits525

better series results, while the vanilla 13B model is526

almost on par with the fine-tuned 7B model, reflect-527

ing its ability to perform high-quality alignment of528

the dialogue. Meanwhile, the specific content of529

the generated contradictory explanations and the530

results of the contradiction modifications will be531

detailed in Appx. §A.5.532

5 Related work533

Red Teaming of language models. Due to the in-534

creasing demand on responsible LLMs, Red Team-535

ing has attracted much attention recently. Red536

Teaming is aimed to complement manual reviews537

and help reduce lapses by automating the process538

of detecting where LMs are inappropriate (Perez539

et al., 2022). Recent red teaming studies (Wallace540

et al., 2019; Rajani et al., 2023; Bhardwaj and Po-541

ria, 2023) focus on exposing the limitations of the542

model and inducing unwanted content from the543

LM by crafting prompts. This approach can work544

as a human-in-the-loop or an LM that is testing545

the output of another LM. For example, Ganguli546

et al. (2022) instructed LLMs to role-play as ma-547

licious characters, and Shi et al. (2023) use LLM548

prompting to attack different generated text detec-549

tors. While previous work has primarily used red550

teaming for harmful text triggering or detection, we551

choose to apply it to the processing of contradictory552

dialogues due to its efficiency in LLM-interaction.553

However, our work focuses on contradictions from554

the defense standpoint and strives to minimize their555

occurrence in LMs. 556

Contradiction in dialogues. Several previous stud- 557

ies have explored ways to improve dialogue con- 558

sistency across persona (Madotto et al., 2019; Kim 559

et al., 2020; Ju et al., 2022), knowledge (Honovich 560

et al., 2021; Shuster et al., 2022), and topic (Zhou 561

et al., 2020; Wen et al., 2022) scenarios. Other 562

methods focus on evaluating (Dziri et al., 2019) and 563

enhancing (Welleck et al., 2019b; Li et al., 2020) 564

the conflict phenomenon in conversation with the 565

assistance of NLI. However, fewer efforts have 566

been made to directly address the contradictory sit- 567

uations in the conversation. Some previous work 568

has proposed several analyses and solutions for 569

contradictions in dialogues, including the develop- 570

ment of datasets (Qin et al., 2021; Nie et al., 2021; 571

Zheng et al., 2022). The solution proposed by Qin 572

et al. (2021) is limited to task-oriented dialogue 573

scenarios, making it difficult to apply directly to in- 574

teractive dialogue processes. In Zheng et al. (2022), 575

a dataset was constructed based on different types 576

of contradictions; however, the length of individual 577

dialogue texts and the overall topic diversity in their 578

dataset are inferior to those in our proposed contra- 579

diction dataset. Nie et al. (2021) presented a dataset 580

and methods solely for detecting dialogue contra- 581

dictions, whereas our proposed dataset includes a 582

reasonable explanation for each contradictory di- 583

alogue. Correspondingly, our framework extends 584

beyond binary contradiction detection by explain- 585

ing and resolving detected contradictions, as binary 586

detection alone does not fully capture the model’s 587

comprehension of contradictions. 588

6 Conclusion 589

We propose a new task for contradictory dialogue 590

processing, seeking to detect and modify contra- 591

dictions in dialogues. To facilitate research in this 592

area, we develop a dataset of over contradictory 593

12,000 dialogues, including 6,000 dialogues that 594

feature one-sided self-contradiction and their cor- 595

responding explanation labels. Additionally, we 596

propose a Red Teaming framework, in which we 597

fine-tune the LLaMA series, Vicuna, and Mistral 598

to enhance dialogue inconsistency detection. Ex- 599

planation and modification selection modes are in- 600

tegrated to enhance performance. Experimental 601

results demonstrate that the framework performs 602

well in detecting and explaining contradictory dia- 603

logues, and can effectively modify them. 604

8



Ethics Statement605

Innovations in technology often face the ethical606

dilemma of dual use: the same advance may offer607

potential benefits and harms. For the contradictory608

dialogue framework presented in this paper, the609

distinction between beneficial and harmful uses de-610

pends mainly on the data. While considering the611

logical conflict posed by contradictions, the input612

text corpus as well as other input modalities must613

be legal and ethical. Regulation and standards pro-614

vide a legal framework for ensuring that such data615

is properly used and that any individual whose data616

is used has the right to request its removal. In the617

absence of such regulation, society relies on those618

who apply technology to ensure that data is used619

in an ethical way. In addition, training and evalu-620

ating data can be biased, limiting the accuracy of621

the system in less-represented populations and new622

domains, for example, causing differences in the623

performance of different subpopulations based on624

ethnicity, race, gender, and other attributes. Dif-625

ferent perceptions of the same thing lead to differ-626

ences in contradictions. Therefore, issues related627

to generalizability and fairness need to be carefully628

considered when dialogue techniques are applied629

to specific datasets.630

Limitations631

As previously stated, we collected and filtered our632

contradiction dataset using automatic methods, and633

our human annotators were predominantly from a634

single culture. This could lead to contradictions635

being present in our dataset that do not represent636

a diverse range of cultural groups. Consequently,637

some contradictions and explanations presented638

in datasets may be controversial for some read-639

ers. Furthermore, we note that explanations as640

well as modifications of human judgments for the641

same potentially contradictory dialog can be sub-642

jective. However, we build this into diverse top-643

ics (§2.2) and go through multiple validation steps644

(§4.2 and §4.3) to minimize this problem. We hope645

that future work will explore the impact of control-646

lability of contradictions on dialogue generation.647
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A Supplementary Case Study1108

A.1 Comparison of different explanations1109

According to Tab. 5, in zero-shot scenarios, Chat-1110

GPT explains the existence of contradictions1111

validly. The generated results are semantically con-1112

sistent with those of human annotators.1113

Dialogue 1
Human: Have you ever gone scuba diving?
Machine: No, I have a fear of deep water.
Human: Exploring under the sea is like entering a different
world. It’s mesmerizing!
Machine: It was an unforgettable experience scuba diving.
The beauty underwater is indescribable.
ChatGPT: The second sentence of machine conflicts with
his first sentence as he mentions having a fear of deep
water, but then praises the experience and beauty of scuba
diving.
Annotator: A contradiction occurs between the machine’s
first and second sentences, the first of which they claim
to be afraid of deep water, while the second describes the
experience of diving.

Dialogue 2
Human: Did you go to the concert last night?
Machine: No, I’m not really into live music.
Human: It was incredible, the stage effects were out of
this world.
Machine: I know, right? That concert was the best I’ve
ever been to.
ChatGPT: The contradiction occurs when the machine
first expresses its dislike of the concert and then praises it
in the second sentence.
Annotator: Machine’s second sentence stating that last
night’s concert was the best concert they have ever been
conflicts with the previous response that they didn’t attend
last night’s concert.

Table 5: Comparison of Human Annotators and Chat-
GPT on Contradiction Interpretation.

A.2 Discriminatory criteria for original LMs1114

Since different LMs generate different responses1115

for the same dialogue and prompt, we designed1116

different discriminative methods for the tested LMs,1117

as shown in Tab. 61118

A.3 Zero-shot and Few-shot test1119

Specific zero-shot test and few-shot test cases are1120

shown in Tab. 8. To avoid the influence of role1121

terms on understanding dialogue for LMs, without1122

loss of generality, we use a and b to replace Human1123

as well as Machine.1124

A.4 Raw output of Large Langugae Models1125

The raw outputs of the three LLMs are presented1126

in Tab. 9. Among the parameters associated1127

with the generated results, temperature is 0.9,1128

max_token is 1,600 and top_p is 0.9.1129

Prompt:
Please judge whether there are contradictions in the fol-
lowing dialogues, and point out these contradictions.

Vicuna-7B/LLaMA2-chat:
Contradictory situation:
If {here is a contradiction; contain a contradiction; are a
few contradictions; contradict each other; have different
perspectives} in the generated response.
Non-contradictory situation:
If {no contradiction; does not contain a contradiction;
any contradictions} in the generated response.

Covered 2340 out of 2728 for Vicuna-7B, 2645 out
of 2728 for LLaMA2-7B-chat, 2671 out of 2728 for
LLaMA2-13B-chat

Mistral-7B:
Contradictory situation:
If {here is a contradiction; here are contradictions; full
of contradictions; is inconsistent; statement contradict;
contains a contradiction} in the generated response.
Non-contradictory situation:
If {No contradiction; no contradiction; not contradictory;
does not contain a contradiction; any contradictions} in
the generated response.
No clear response situation:
If {a: and b:} in the generated response.

Covered 2646 out of 2728 for Mistral-7B

Table 6: Discriminative methods for contradiction de-
tection task.

A.5 Contradiction Explanation and 1130

Modification Case Study 1131

Tab. 10 exemplifies changes made to the explana- 1132

tory content and modified dialogues, along with 1133

corresponding detection labels and instructions. 1134

The instructions consist of two parts, one for gen- 1135

erating explanations and the other for modifying 1136

dialogues. The modification instructions include 1137

prompts considering two strategies in §3.2.3 and 1138

whether explanations should be utilized. Specifi- 1139

cally, the vanilla Mistral and Vicuna highlight the 1140

inconsistent attitudes of a and b towards the phys- 1141

ical experiments while explaining the contradic- 1142

tions. However, these differing viewpoints from 1143

different participants cannot be regarded as a con- 1144

tradiction. Although vanilla Vicuna’s explanation 1145

acknowledges b’s agreement with physical exper- 1146

iments, it still cannot be considered valid due to 1147

insufficient detail and misplacement. Both fine- 1148

tuned versions give details of the contradictions 1149

arising from b’s changing attitudes towards physi- 1150

cal experiments. Regarding the modification, the 1151

Direct Edit only modifies the latter contradictory 1152

utterance, reflecting b’s preference for the physi- 1153

cal application rather than the experiment. In con- 1154

trast, the Joint Edit changes both utterances of b 1155

to uniformly express a preference for the physical 1156
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Figure 5: Distribution of Explanation S value for different LMs.

experiment.1157

A.6 S distribution of models1158

The distribution of explanation scores for each1159

model on the test set is illustrated in Fig. 5. The1160

data displays a clear increase in the overall S score1161

for the finetuned models. This could suggest an1162

overall enhancement in the validity of the explana-1163

tions generated. Specifically, although the propor-1164

tion below 0.6 is nearly identical, LLaMA2-13B-1165

chat exhibits advancement compared to 7B in the1166

0.6-0.7 range, which can be approximated as the1167

true valid9.1168

B Experiment Details1169

B.1 Fine-tuning Experiment Details1170

We use Lora (Hu et al., 2022) to finetune the vanilla1171

LMs in BF16. We use lora_r = 4, lora_alpha =1172

8, lora_dropout = 0.05 and learning rate is 2e−5.1173

We finetune each 7B LM on four A10 for 3 epochs.1174

B.2 Human Evaluation Criteria1175

As shown in Tab. 7, each criteria is categorized1176

into three scores ranging from 0-2. The human1177

annotators score according to this scale and the1178

results in Tab. 3 are calculated after taking the mean1179

value.1180

.1181 C Contradiction Frequency Discussion1182

Unfortunately, there has been limited previous re-1183

search examining this aspect of dialogues. Regard-1184

ing the frequency of self-contradictions in machine1185

9Human labelled valid (i.e., Label 1) in Fig. 4

Label Consistency
2: Matches or is similar to the label content.
1: Some relevance to the label content.
0: Not relevant to the label content.

Fluency
2: Fluent and easy to read.
1: Grammatically formed.
0: Not a complete sentence or hard to read.

Completeness
2: Complete explanation with no missing information.
1: Incomplete explanation.
0: No substantive explanation.

Table 7: Criteria of human evaluation.

communication, our conjectures are as follows 1186

when exclusively considering the LMs themselves: 1187

Roller et al. (2021) suggests that the model’s 1188

self-contradiction may be attributed to the lack of 1189

a logical link to the content in the previous utter- 1190

ances, indicating the frequency of machine self- 1191

contradiction is context-dependent. Establishing 1192

interactions between LMs to identify response pat- 1193

terns that could trigger this negative behavior may 1194

be a feasible approach, considering the challenge 1195

of managing human input. 1196

It is evident that the probability of an LM ap- 1197

pearing inconsistent is related to the context length, 1198

which is acknowledged as a memory deficit due to 1199

input length limitations. Increasing the length of 1200

input blindly is not an elegant solution to this prob- 1201

lem. Extracting and preserving specific segments, 1202

such as attitudes, preferences, and other intentions 1203

prone to contradiction, seems more reasonable. 1204

Moreover, the size of the model is one of the 1205

modifying variables affecting the emergence of 1206
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contradictions, although the relationship is not lin-1207

ear. Therefore, comparing the models of the same1208

size to identify the variables that change may help1209

to solve this problem.1210

In summary, the origins of LM contradictions in1211

dialogue or interaction can be influenced by various1212

factors. Conducting research on the probability or1213

causes of contradiction in generative utterances1214

without prior work is challenging.1215
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Zero-shot Test
Instruction:
Please judge whether there are contradictions in the following dialogue.
Input:
a: Have you ever listened to heavy metal? It’s so energetic and intense.
b: Heavy metal is not my style. I find it too noisy and aggressive.
a: Interesting, I believe heavy metal brings a level of raw energy and passion to the music scene.
b: I agree, heavy metal is a genre that showcases unparalleled energy and passion.
Output:
Yes, the last sentence conflicts with b’s first sentence as they mention heavy metal not being their style,
but then praises its energy and passion.

Few-shot Test
Demos:
Conversation alpha:
a: I’ve heard you’re a vegetarian. Do you like tofu?
b: Not really, tofu is not my thing.
a: That’s surprising, I find tofu to be delicious and versatile.
b: I agree, tofu is one of my favorite vegetarian options.

Conversation beta:
a: Have you ever read "Harry Potter"? It’s a great work.
b: No, I’m not interested in fantasy novels.
a: Well, "Harry Potter" is a magical series. The world-building is incredible.
b: I’ve heard amazing things about it. The characters in "Harry Potter" are so well-developed.
Instruction:
There are two conversations containing self-contradictions: alpha and beta. Please judge whether there
are contradictions in the conversation gamma.
Input:
Conversation gamma:
a: I find Beijing Opera is quite a bore.
b: Young people usually enjoy pop songs more.
a: It’s just like listening to a language which you know nothing at all.
b: But you don’t have such a problem as to pop songs. Many people can listen to pop songs all day.
Output:
No contradictions in the Conversation gamma.

Table 8: Detailed description of the zero-shot test and the few-shot test, where a and b represent the two participants
in the dialogue.
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Instruction:
Are there contradictions in the following dialogue?
Dialogue:
Human: Suggest some food for me please, I don’t know what to eat...
Machine: If you want something special, you can try Chili, Chorizo Potato and Phaal Curry.
Human: They all seem to be very spicy. Are you a fan of spicy food?
Machine: Not at all, I can’t handle even mildly spicy dishes. I prefer mild flavors.
Human: Really? I find spicy food to be a perfect balance of flavor and heat.
Machine: You’re right, spicy food is one of my guilty pleasures. I eat it almost every day.

GPT-3.5-turbo-0613 Output:
Yes, there is a contradiction in the dialogue. In the dialogue, the machine initially claims not to be a fan of
spicy food and says it can’t handle even mildly spicy dishes, preferring mild flavors. However, later in the
conversation, the machine contradicts itself by saying that spicy food is one of its guilty pleasures and that
it eats it almost every day. This is inconsistent with its earlier statement about not liking spicy food.

LLaMA2-7B-chat Output:
Yes, there is a contradiction in the dialogue. In the first statement, the machine suggests three spicy dishes
(Chili, Chorizo Potato, and Phaal Curry) to the human, implying that it can handle spicy food. However,
in the second statement, the machine says it can’t handle even mildly spicy dishes, which contradicts its
earlier suggestion.

Vicuna-7B Output:
No, there are no contradictions in the dialogue. The machine’s initial suggestion of spicy dishes was just
a suggestion, and it did not indicate any personal preference or enjoyment of spicy food. The human’s
response about finding spicy food to be a perfect balance of flavor and heat was just their personal opinion,
and the machine’s response about being a fan of spicy food was a clarification of its initial suggestion,
which was not meant to imply any personal preference or enjoyment.

Table 9: Corresponding raw outputs of the three LLMs in Fig. 1(b).
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Instructions:
Please judge whether there are contradictions in the following dialogue, and point out these contradictions.
(Explanation)
Please revise the following contradictory dialogue to make it non-contradictory according to the explana-
tion; revise only the last contradictory utterance (Direct) / all contradictory utterances and related context
should be revised (Joint). (Modification)
Dialogue:
a: Did you enjoy the physics experiment we did yesterday? It was mind-blowing.
b: No, I don’t like science experiments.
a: Really? Physics experiments allow us to explore the fundamental laws of nature.
b: I agree, the practical applications of physics experiments are fascinating.

Label: Yes, conflict occurs when b claims not to be a fan of science experiments but then mentions finding
the practical applications of physics experiments fascinating.

vanilla Mistral-7B output explanation:
"I don’t like science experiments." This statement contradicts the previous statement "Did you enjoy the
physics experiment we did yesterday? It was mind-blowing." as the speaker expressed enjoyment in the
experiment.
Explanation: The model predicts that there is no contradiction in the dialogue, which is incorrect. The
reason for this is that the model fails to recognize the discrepancy between the speaker’s initial statement
of enjoyment and their follow-up statement of disapproval.
fine-tuned Mistral-7B output explanation:
Conflicts with b’s first sentence as they mention not being a fan of science experiments, but then say the
practical applications fascinate them.
Modified Dialogue-Direct Edit:
...
a: Oh, really? Physics experiments allow us to explore the fundamental laws of nature.
b: I see your point, but I prefer to focus on the practical applications of physics that make our daily lives
easier.

vanilla Vicuna-7B output explanation:
The dialogues seem to contradict each other. In the first sentence, a says they enjoyed the physics
experiment, but in the second sentence, b says they don’t like science experiments. Additionally, in the
third sentence, b’s agreement about the physical experiment contradicts their statement in the second
sentence.
fine-tuned Vicuna-7B output explanation:
Conflict: b states they are not a fan of science experiments, but then agrees with a about the practical
applications of physics experiments.
Explanation: The contradiction occurs when b admits to enjoying the exploration of fundamental laws of
nature, which is a key aspect of physics experiments, but denies being a fan of science experiments.
Modified Dialogue-Joint Edit:
a: Did you enjoy the physics experiment we did yesterday? It was mind-blowing.
b: Yeah, I found it fascinating.
a: I heard that you enjoy the practical applications of physics experiments.
b: You’re right, I like exploring the fundamental laws of nature, and the practical applications are also
interesting.

Table 10: Case Study of Contradictory Dialogue Explanation and Modification, a and b represent two participants
in the dialogue.
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Instructions:
Please judge whether there are contradictions in the following dialogue, and point out these contradictions.
(Explanation)
Dialogue:
a: Did you enjoy the physics experiment we did yesterday? It was mind-blowing.
b: No, I don’t like science experiments.
a: Really? Physics experiments allow us to explore the fundamental laws of nature.
b: I agree, the practical applications of physics experiments are fascinating.

Label: Yes, conflict occurs when b claims not to be a fan of science experiments but then mentions finding
the practical applications of physics experiments fascinating.

vanilla LLaMA3-Instruct output explanation:
After analyzing the dialogue, I found a contradiction. The contradiction lies in the fact that a states "It
was mind-blowing", while b responds with "No, I don’t like science experiments." This is a contradiction
because a’s statement is based on the assumption that b has done the physics experiment and appreciates
it, while b’s response reveals that they do not have a predisposition to enjoy it. Therefore, a’s statement is
not accurate in this context.

finetuned LLaMA3-Instruct output explanation:
Conflicts with the first sentence of b because they mention disliking science experiments and say that the
applications of physics experiments are interesting.
assistant: I’m happy to help! However, I don’t see a question or prompt to respond to. Could you please
provide...

Table 11: LLaMA3-8B-Instruct Case Study of Contradictory Dialogue Explanation, a and b represent two partici-
pants in the dialogue.
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